
Discussed  is  an  approach to evaluating  and  comparing  system 
costs  and  benejits  (value)  to  the  user  and  to  his  employer  in  a 
scient@  environment. 

Necessarily  a  semiquantitative  measure,  value  to  the  user im- 
plies  a  departure from  usual  system eygiciency measures  such  as 
system  throughput. 

Evaluated are usage  policies  based  on  single-stream  and  dual- 
stream  batch  systems,  and  terminal-oriented  time-sharing  sys- 
tems. 

Cost-benefit  evaluation of scientific  computing  services 
by D. N. Streeter 

Computing  services and their management have  developed to a 
state  that now demands  better  tools of economic  appraisal.  Un- 
derlying this need is the increasing range of available system 
options,  i.e.,  the  variety of computing services from which users 
can choose to solve  their  problems, and the  diversity of facilities 
among which the  operations manager can  choose  for  the  services 
he pr0vides.l 

In the field  of scientific computing, there has been an  apparent 
tendency  to neglect economic  considerations,  and- more gen- 
erally - service-related  aspects of operations  management.  This 
tendency may derive from the  fact  that many computing center 
managers have  a scientific or technical background,  and,  there- 
fore,  do  not feel comfortable using the  subjective data of value 
estimates used in this  paper. An example of this tendency is seen 
in the formulation of computing service  objectives, which are 
usually stated in terms of system  characteristics  (such as through- 
put or turnaround  time),  rather  than the value of service  de- 
livered.2 

Based on a chapter of a  book  that is to  be published by John 
Wiley and  Sons,  Inc.,  New  York,  New  York, this paper  describes 
experience gained over  the  past  several  years in providing a 
variety of computing  services to staff members at the IBM 
Thomas J. Watson  Research  Center. It reviews  attempts to 
understand and quantify the effects of various  services  on  the 
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researcher  and his work. The author’s  intention is to stimulate 
interest  and  debate on the  inherent  concepts,  rather  than to claim 
hard,  transferable  results. 

The following information is provided  to give an insight into  the 
magnitude of computer usage at  the  Research  Center  and  forms 
the basis for  this  study.  (These  data  do  not  represent  the total 
usage,  since  a  heavy  external  teleprocessing load and adminis- 
trative  services are not included.) The computing  center  consists 
of the following primary systems: 

System/360 Model 67 Simplex with TSS/360 
System/360 Model 67 Half Duplex with cP-671CMS 
System/360  Model 91 with os/360 and including LASP, NE, 
and APLl360 

There is a total of about  seven  hundred individual users,  the 
majority of whom are professional scientists. Of these,  about 
seventy-five are classified as heavy  users,  two  hundred  twenty- 
five are moderate  users,  and the balance may be considered light 
users. All personnel in the  study work in a single building where 
no one is more  than  three-hundred  yards  from the computing 
center. All terminal-oriented teleprocessing  service  uses  the 
dial-up system of telephone  extensions. 

A single-job-stream batch processing system model illustrates 
the increasing system  response time with system utilization. This 
is termed  the  system  capacity  characteristic.  Also  introduced is 
the observation  that relative value of a computation  to  an  ex- 
perimenter  decreases with time. Maximum relative value is 
obtained for this model. A two-job-stream model illustrates  the 
effect of priorities both on  value  to  the  user and on  system 
capacity. Using a  test program, these  factors  are  evaluated  for a 
variety of systems, including time-shared systems. Emphasizing 
time-shared  systems,  the  author  evaluates  system  cost  and  user 
benefit tradeoffs for  three modes of usage, By way of a method 
of differential costs and benefits in a time-shared  environment, 
productivity  estimates are made. Also  compared are  the relative 
values of a  spectrum of services  that  a large research  establish- 
ment might offer. 

A conceptual model 

one job Arguments  supporting  the  choice of net value of a  service  as  the 
stream operational  objective  function to be maximized, for  example, are 

discussed by S h a r ~ e . ~  Based on this  analysis, a conceptual model 
for visualizing batch operations is shown in Figures 1 and 2. In  
Figure 1 A, the  curve  represents the capacity  characteristic of a 
system, which shows  the effect of system utilization on system 
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I Figure 1 Single-stream  batch processing 
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response time. The capacity  characteristic  curve  here  relates  the 
utilization  factor- (the  ratio of actual throughput  to  system 
throughput  capacity) to system  response or  job turnaround time. 
The form of this curve  can  be derived from queuing theoretic 
considerations  discussed in Reference 3 ,  but it  is more often 
determined empirically from observations of turnaround time 
under different levels of loading. The first model to be discussed 
is a single-stream batch processing system. Other models that 
use this characteristic  are  discussed  later in this paper. 

The curve shown in Figure 1B represents  the averaged quanti- 
fication of the subjective  judgments of the diminution of the rel- 
ative  value of a job to the  user  as  a function of system  response 
time (with a fifteen minute response  taken equal to  unity).  This 
curve  has been determined primarily from responses  to  inter- 
views or questionnaires  submitted to users. Because the results 
have been independently  checked in several  ways,  assume  for 
now that such a  curve can be determined with reasonable  ac- 
curacy. Using the  relative value curve in Figure I B and  the utili- 
zation characteristic  curve in Figure IA ,  the total  relative  value 
can be directly  determined as shown in Figure  1C. Then, by 
overlaying Figures 1 A and 1 C ,  one can see in Figure 1 D that 
operating  the  system at about eighty percent utilization maxi- 
mizes the value of this system  to this user  population, assuming 
all jobs  are given equal priority, in a single job stream.  Corre- 
spondingly, we have  observed  that maximum value occurs when 
system  response is just under  two  hours. 
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Figure 2 Dual-stream batch processing 
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two job Consider now the  operational  alternative of dividing the  job 
streams stream  into  two  substreams,  based on stated  job urgency,  and 

giving priority to  one  substream, called the express  substream. 
The rationale  for doing this derives  from  user  interviews, where- 
in respondents  who  experience difficulty articulating the single 
relative-value curve in Figure 1 B usually agree to the  dual  curves 
-production  and  express-as  shown by the relative values of 
turnaround time in the lower boxes of Figures 2A and 2B. 

When a user's problem requires  the  output of one  job before he 
can enter  the  next  job, speedy  results are of greatest  value  to him. 
Such  sequentially  organized jobs benefit most from the  short 
turnaround time of the express  substream. This sequential  mode 
is usually required during exploratory  phases of research and 
during program development or debugging. At such  times,  the 
user's  research  progress  relates directly to  the  number of runs 
he makes per  day. Thus  the total  relative  value  curve for  the ex- 
press mode approximates  a  hyperbola, as shown in Figure 2A. 

The complementary mode or substream is referred  to  as  the  pro- 
duction  substream.  Here  one's program is essentially  stable  but 
requires  execution with new data  or parameter  settings  and gen- 
erally involves less need for  fast  turnaround. One run a day is 
often sufficient, and, if more  results  are  needed,  several copies of 
the program can be run in parallel with different data adjoined. 
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The relative-value curve  for  the  production  substream,  shown in 
the  lower box of Figure 2B, tends  to be flatter  than  that  for  the 
express  substream. Although the instantaneous form of such  a 
curve may change with time of day  depending on the user’s work 
habits,  these relative-value curves  have  been averaged over time 
of day  as well as  user population. Capacity  characteristics are 
shown in Figures  2A  and 2B without  ordinate  scales simply for 
the purpose of comparison. For simplicity, the  substreams are 
assumed equal in size.  Therefore,  the  two  capacity  characteristics 
in Figures 2A and 2B average to the  capacity  characteristic in 
Figure 1A. Similarly, the  relative-value  curves in Figure 2 aver- 
age to  the relative value in Figure 1B. 

Figures 2A and 2B effectively show  batch-processing  subtotals 
for  the  two  substreams. The express  total relative value is max- 
imized by running with the  system lightly loaded to  keep  the  turn- 
around time short.  Production  total  relative  value on the  other 
hand, is maximized by running the  system at a high utilization. 
The value of the total work load,  thus  partitioned, realizes max- 
imum total relative value at  about  seventy  percent utilization as 
shown in Figure 2C. The main point of interest  demonstrated by 
this example is that a two-stream  system, running at  about  ten 
percent  lower utilization than in the single-stream case,  delivers 
about  ten  percent  greater  value to  the  user population. 

Several  comments are perhaps called for in connection with the 
preceeding and subsequent  analyses. It is necessary  to  establish 
communication between  operations management and the  user 
community so that meanings and  measures of “values”  and  “ben- 
efits” can be ascertained.  Communication  channels  that  have 
been employed include questionnaires and departmental  user 
representatives.  Perhaps more effective soundings could be  taken 
during frequent  conversations with a carefully selected small 
panel of users. Users and operations people should appreciate 
the  necessity  for articulating their  thoughts  and basing analyses 
and decisions on these  subjective  data. The nature  and limited 
precision of these  data should be kept in  mind so that  results of 
analyses are not exaggerated or misused. Concerning  this  last 
point,  one should bear in mind that  the  examples given in this 
paper are drawn from our  experience in a research  environment 
and  require  the special assumptions used in this paper. 

Three  classes of interactive  service 

The foregoing discussion  dealt with batch  processing  services. 
We now define and include the following three  classes of interac- 
tive service: (1) computation  only;  (2) programming, debugging, 
and  computation: and (3) problem formulation, programming, 



clarify and add structure  to  the succeeding analyses of the  costs 
of various  services. 

Class 1 : The computation-only class is the most straightforward,  and it  is 
computation included in the  succeeding  two  classes.  Nevertheless,  there is 

only considerable difficulty in defining a  cost  function  that  includes 
all significant costs  associated with the solving of a  computation 
problem. In this definition, we  attempt  to assess these  costs  from 
the point of view of the management of the organization that 
employs the  users  and  rents  the  computing  and  communications 
equipment. Thus it is reasonable to include in the  cost  function 
human and other  costs  as well as  that of equipment  costs. Also 
included in the  costs should be a  charge  for time the  scientist 
personally spends in solving a  problem,  charges  for auxiliary 
services  (keypunching, for example),  and a delay  penalty charge. 
A total cost  formula  that  includes  these  charges may be  ex- 
pressed  as follows: 

T = S + C + U + D + A  

where 

T = total problem-solving cost 
S = computing system  costs (CPU time X CPU charge rate) 
C = communications  costs  (connect time X communication 

U = cost of user’s time 
D = cost of delay (elapsed  time X delay penalty charge) 
A = auxiliary charges 

Results of applying this  cost  formula  to  a specific problem are 
shown in Table 1. The problem used - ETEST- is a FORTRAN 1v 
program that  calculates  the value of the  base of natural logarithms 
e to 2500 decimal places. This problem places a fairly heavy com- 
putation load on  the  tested  system while remaining relatively in- 
sensitive to human-response  factors. Briefly, the program loops 
through 25 thousand  iterations  per line of output  (or 2.5 million 
iterations  for  the  complete  problem). No penalty is imposed on 
machines without floating-point hardware  since  the  entire com- 
putation is done in integer arithmetic. For the  same  reason,  the 
problem is small enough to run on nearly any machine, while at 
the  same time imposing a fairly realistic  computational  burden on 
it. These limitations often  create  some bias against the  cost- 
effectiveness of larger  machines, which have  more  comprehen- 
sive facilities. This  bias,  however,  does  not seriously affect our 
present  use. 

ETEST has been used informally in the  industry as a basis for com- 
paring the  cost of using various  systems. The extension  here is to 
consider the  other  costs  -in addition to  the computer  and com- 
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Table  1 Options ond costs for the ETEST program 

System System/360 
System System 3601671 IBM 6711 91 System 

360J91108 360167lTSS CPICMS 1130 TSSlOS 360167 Batch 
_______".___" _____ 

CPU time 0.25 min. 2.56 min. 2.26 min. 21 min. 0.25 min. 0.71 min. 
@ $/min. @ $15/rnin. @ $ IO/rnin. @ $lO/min. @ $0.40/min. @ $15/min. @ $lOlmin. 
= system charge 3.75 25.60 22.60 8.40 3.7s 7.10 

Connect time 22 min. 13 min. 
@ $.06/min. - 1.32 0.78 - 
= connect charge 

0.60 
10 min. 

- 

User's time  21  min.  10  min. 8 min. 35 min. 16 min.  21  min. 
@ $.50/min. 10.50 5 .OO 4.00 17.50 8.00 10.50 
= user time cost 

Elapsed  time 120 min. 22 min. 13 min. 15 5 min. 8 5  min. 120 min. 
@ $.lO/min 12.00  2.20  1.30  15.50 8.50  12.00 
= delay cost 

Auxillary (Keypunching) - - - - (Keypunching) 
charges 2.00  2.00 

Total cost $28.25 $34.1 2 $28.68 $4  1.40 $20.85 $3 1.60 

*Assumes 2 hour wail for 1130 availability. 

munication system  costs- when running the problem on several 
systems. The source program consists of twenty-five FORTRAN 
statements  that are entered via cards on batch  systems  and via 
I H M  2741 terminals on time-sharing systems. 

Some  comments on the  charge  rates  are in order.  System  charges 
are  based on the rule of thumb of five or six dollars  per  hour  for 
each  one  thousand  dollars of monthly rentaL4 The $30 per hour 
user time cost is calculated with an unusually heavy  overhead 
burden placed on  the scientist,  first,  because he is the sole source 
of output from the  laboratory. Also, the  Corporation  obtains only 
value received from its  Research  Division, i.e., the division is not 
defined as  a profit center.  Therefore,  the nominal utility of a 
scientist  equals  the budget divided by the  number of professional 
staff members. 

The delay penalty rate is elicited from user-panel  estimates of 
the  average lowering of productivity  that  results  from  not having 
the solution to  the problem of greatest  current  importance. On the 
average, this is estimated  to  be  about  a  twenty-percent  reduc- 
tion in productivity. 

We may  now make a few observations on the  results  shown in 
Table 1. First,  the total cost of solving the ETEST Problem is 
roughly the  same  whether using the  System/360 Model 91 with 



Model 67 with the  Time Sharing System (TSS/360) or the Model 
67 with CP-67lCMS time sharing facilities. The fraction of the 
totals that  are used for  system  communication  charges  vary.wide- 
ly, however.  They range from 13 percent  for the Model 91 to  79 
percent  for CP-671CMS terminal UO. The batch  user  time  consists 
of three walks to  the computing center,  and  the  elapsed time in- 
cludes keypunching and batch turnaround time. The IBM I 130 CPU 
cost is in the medium range for  the  group. Note, however,  the 
total  cost includes thirty-five minutes of user time to punch the 
cards and compile and  execute  the program. An  important  factor 
in this case is the delay cost, which can become high where  such 
a hands-on machine is used extensively. 

The most economical service  for  the job is the coupled T S S / ~ ~ O -  
OS/360 computer  network,s which allows for terminal input via 
the Model 67 and TSSl360, program and data transmission, and 
then  execution on the  System/360 Model 91 with osl360. Here, 
programs are  executed in the  batch mode and  results are trans- 
mitted back to  the user’s terminal via the Model 67.  Such  a hy- 
brid operation  acquires some of the  advantages of both interac- 
tive and batch modes. 

Class 2: The analysis,  when  extended to include the programming and 
programming, debugging functions,  becomes  more difficult, primarily because 

debugging,  and of greater variability in programming styles  and proficiency. It 
computation is possible,  however, to make a  few  observations  about  the  choice 

of services  at  this level. The problem considered  here is whether 
to use an interpretive  or a compiling language processor on a 
given problem. The Research Center provides A P L / ~ ~ O  as an 
interpretive  facility,  and FORTRAN and PL/l as compiling systems. 

On  several problems that  have been coded both in A P L / ~ ~ O  and 
in either FORTRAN or PL/I ,  experience  shows  that it takes  about 
three times as long to program and debug a problem using FOR- 
TRAN or PLll as it does using APL/360. On  the  other  hand,  the 
interpreted  execution of the APL/360 program usually costs  a 
factor of ten to  a  hundred more than  the  execution  time to ob- 
tain a solution to  the  same problem using a compiled program. 
Figure  3  shows graphically the  costs of programming plus execu- 
tion for  the  two hypothetical programs, as a  function of the num- 
ber of executions. In this example,  (based on a  factor of three 
difference) it  is assumed that the programming costs  are $1,200 
for A P L / ~ ~ O  and  $3,600  for PLli .  The execution  cost  is $5.00 per 
run for PL/l and $100 per run for APLl360. 

Using those  assumptions,  and neglecting factors  other  than pro- 
gramming and  execution  costs,  the following conclusions emerge. 
The choice of a compiling or an interpreting  processor should be 
based on the  expected number of runs of the program. In a  re- 
search  laboratory,  the evolving nature of many projects  dooms 
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Figure 3 Hypothetical  programming and execution cost comparison 
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most programs to a relatively short life span.  This  perhaps  favors 
the use of an interpretive  processor more than  other  environ- 
ments would. If,  however,  the program life expectancy is not 
known until after  development begins and then appears lengthy, 
reprogramming should be  encouraged and facilitated. The dashed 
line in Figure 3 shows  such  a  path, assuming the pL/l program- 
ming time is reduced by one-third as a  consequence of the 
A P L / ~ ~ O  experience. 

We now come  to  the most comprehensive  and difficult class of 
computer utilization for  a  research organization. This class in- 
volves the entire problem-solving process. Here we consider a 
means of quantifying benefits of using time-sharing services in 
the problem-solving process. Before presenting  our findings at 
the  Research Center, we  summarize  the  results of an experiment 
conducted by Gold,6  who  compared problem-solving cost  and 
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Figure 4 Benefits a n d  costs in a time-shared system 
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effectiveness  using  time-sharing  and  batch-processing  computer 
services.  Gold’s  subjects  were a class of sixty-six  graduate  stu- 
dents  who  were  seeking  ways of  improving a business  operation 
through a programmed  simulation  model  of  the  business.  Half 
of the  students  used  time  sharing  and  the  other half used  batch 
processing. All other  factors,  such as language skill and  hard- 
ware,  were  assumed  to  be  equal. 

The salient findings of Gold’s  research  are  the following. Time- 
sharing  users  required five times as much  computer  time as the 
batch-processing  group. The  average man  time  required  by  the 
users of the  time-shared  computer  system  was  16.0  hours,  where- 
as users of the  batch  system  expended  19.2  hours.  Therefore,  at 
the  given  system charging rates,  the total cost of solving the  prob- 
lem was  less  when using  time  sharing under  the  assumption  that 
the  user  time is worth  more  than  $1 I .83 per  hour.  An  average of 
6.5 hours of  man  time  was  expended  before finding the  most 
successful  decision  rule  for the time-sharing  user, as compared 
with 12.0 hours  for  the  batch  user.  For  the  batch  user,  the  aver- 
age  increase in simulated  profit  was  $244,  whereas,  the  corre- 
sponding  increase  was  $444  for  time-sharing  users.  This  was 
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greater than an eighty percent  improvement in performance. 
Gold’s analysis “of the  students’  perceptiveness and understand- 
ing  of the problem” showed significantly higher grades assigned 
to  the  users of the time-sharing system. 

Gold’s findings correlate strongly with experience in time-sharing time-sharing 
usage at  the  Research  Center. In Gold’s  study,  the  students’  re- cost-benefits 
peated solutions of the same problem made possible a  controlled 

, experiment. Such an  opportunity  for  control  does not arise in 
a  research  laboratory where each user  works on a different 
problem. 

Referring to Figure 4, it is feasible  to  analyze  the time-sharing 
usage costs in a  statistical  sense. Here  the utilization factor is 
expressed in terms of number of active terminals. The system 
cost  (rental) is independent of utilization, as is the  case  for a 
single-function, in-house  system,  and is represented by the flat 
rental curve in Figure 4. The value of the users’ time is a $30 
per hour nominal utility figure. From  the  representation in Figure 
4, we can identify the following three simple cases: 

For users who are doing no useful work (benefits equal zero) 
the  system-plus-user  cost  curve  represents  the combined cost 
of system  and  user time, which merely increases with the 
number of users without any possibility of justification. 
For users  who  are doing only as much work as they would 
without the  assistance of the time-sharing system, (benefits 
equal user costs)  the  user  costs  vanish-as shown by the sys- 
tem-plus-user cost curve-but leave the system rental as  an 
unjustified cost. 
Users doing more work by using time sharing increase  the 
total (system-user) utility, resulting from a positive increment 
in productivity, which becomes  a benefit. If,  for  example,  the 
average user’s productivity is doubled, the benefits-equal- 
200% cost  curve  shown in Figure 4 represents  the benefit 
realized. 

Consider now the more complete  representation shown in Fig- 
ure 5 ,  where the following refinements have been introduced. 
System  costs are shown  here as  the differential cost between the 
time-sharing service  and  some  alternative  service to which it is 
compared  (e.g., slide rules or batch computing). The differential 
system  cost is assumed  here to be $400 per hour. The cost- 
benefit curves  are labeled with differential productivities that 
would be achieved on an  instantaneously  responsive  system. 
That user productivity degrades as  the  system  becomes  more 
heavily loaded and slows down is shown by the  saturation and 
decline of the cost-benefit curves. The magnitude of performance 
degradation  takes  into  account  the  fact  that  user productivity is 
proportional to  the  number of interactions per unit time, where 
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Interactions per hour = 3600  (seclhour)  3600 
I (sec/interaction) - s + U 

Here 

S = mean system  response  time from Figure 5 
U = mean user  response  time (assumed to  be 15 seconds) 

We  conclude from this  analysis  that  a time-sharing system is 
justified where the differential productivity benefits exceed  the 
differential system  cost  for the average level of loading on  that 
system. Note here  that  the family of percentage lines represent 
positive differential productivity based on instantaneous  system 
responsiveness. Thus, in Figure 5 ,  the  system is barely profitable 
where  the  average differential productivity is 50%,  and  the  aver- 
age number of active  users is between 3 2  and 46. 

At  the  Research  Center, we generally estimate the differential 
productivity of users whose work requires  interaction  to range 
between  one  hundred and three  hundred  percent.  We  attempt  to 
encourage discriminating use of available services, both by al- 
location and by pricing policies. Also encouraged is the  use of the 
computer  network, which facilitates  the shipment of jobs  that 
do not  require  interaction (such as compilations,  assemblies, 
executions)  to the batch  processor. 

We now compare  relative values of three  services on a  con- 
tinuous  spectrum of system  responsiveness  as  illustrated in Fig- 
ure 6. Batch service with turnaround time of one  hour has a 
normalized value of one. The resubmission time for  a  batch job 
is assumed  to be 30 minutes. The reduction in value of batch 
service with longer turnaround time is illustrated in Figure  6 by 
the falling off of the relative value curve as response  time in- 
crases. The curves in Figure 6 are calculated by the following 
formula: 

Relative value = peak value X = peak value 
Tu + Tso 

T ,  + T,, 

where T,, is the nominal system  responsiveness  associated with 
the peak value (which is 60 minutes in the batch case). 

Similar curves are shown for high-speed batch  and  interactive 
services. For high-speed batch, we assume  that  the  user waits 
for his output,  scans it quickly and  resubmits his job in five min- 
utes. The more responsive the system is, the more valuable is 
its service to users who require many turnarounds.  Again,  the 
value falls off sharply with increasing system  response  time T ,  as 
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the  user waits for his output.  This sensitivity is reflected in the 
above formula by the critical ratio T,/T,. Similarly for  interactive 
services,  there is also a characteristic user response time (about 
15 seconds),  and a potentially high service value that  degrades 
rapidly as users  waste time at  the terminal waiting for  the  system 
to respond. 

To summarize  these  comparative cost-benefit considerations, 
there  are several  types of computing  services  that can be roughly 
characterized by a nominal system  responsiveness or peak value 
of the service  and by a  characteristic  user  responsiveness in that 
mode. The value of each  type of service  quantitatively  degrades 
as  a function of the  ratio of system  responsiveness to user re- 
sponsiveness. 

Concluding remarks 

Evaluation  techniques for measuring computing  system efficiency 
continue to be refined as  the  variety of systems and their applica- 
tions  expand.  System  measures  often tacitly assume  that  the 
highest overall efficiency is  achieved  when  a  certain critical sys- 
tem parameter,  such  as  throughput, is optimized. Recognizing 
that  these  measures may be quite valid when the computing sys- 
tem essentially models the  business,  this  paper  does  not differ 
with such  criteria.  Used in a research  environment  for  supporting 
individual research  workers,  however,  system  measures  and poli- 
cies should attempt to be more flexible, and should strongly con- 
sider  the  human  costs and benefits involved. The reason  for this 
is that  research  projects are so varied that  a single system policy 
may not effectively model the “business” of research.  There- 
fore, we attempt  to  evaluate and compare  system  costs  and  user 
benefits under  a  variety of user policies. 

For batch  systems,  we  have  studied  a  two-substream policy - ex- 
press  and  production-depending  on  the value of speedy  results 
to  the user. On a  two-substream  basis, we have found that  there 
can be an  increased relative value of the  system  output  to  users 
at  an  overall  system utilization lower  than  that resulting from a 
single-stream policy. 

In  the  case of interactive  systems, we show  the effects of several 
user policies. Here we conclude  that  such policies should en- 
courage  the  use of interactive  systems  where  the  user benefits 
exceed  the sum of all cost  factors  at  least by an amount  that  the 
manager establishes as minimum. 

The immediate advantage of policies that  encourage  the right 
choice of computing service is the  more effective use of equip- 
ment. Still larger is the advantage of helping people  become more 
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