
An objective of a  corporate-wide  data  processing service is to 
distribute  its  costs  equitably  among  its  users. 

Aimed toward more realistically meeting this objective is an 
accounting system - general ledger, budget, and data  process- 
ing resource utilization system- based on  a cost-center configu- 
ration. 

Discussed are techniques for accurately  measuring  data pro- 
cessing resource utilization in a  multiprogramming  environment 
and coordinating cost  center  expenses with the general ledger 
and the  budget. 

Accounting control of data processing 
by R. C. Rettus and R. A. Smith 

Emerging requirements  for providing better  control of all cor- 
porate  activities  have  focused  attention  on improving cost  con- 
trol of data  processing  operations. Data processing  departments 
have grown in their  scope of applications;  consequently,  these 
operations  comprise  an increasing share of the  corporate  ex- 
penses. Thus equitably distributing the  costs of data processing 
among user  departments  has  become  a  necessity.  This  require- 
ment has  motivated a study of methods for integrating the 
measurement of data processing  resource utilization into  the 
corporate  accounting  system. The restructured  system to ac- 
commodate all phases of accounting  control, including data 
processing, is the subject of this paper. 

The special problem of data processing  accounting is that of 
analyzing and charging for  jobs processed. For sequential job 
processing,  charges  have  been previously based  on  a fixed rate 
and  the  elapsed time. Multiprogramming has further  complicated 
the elapsed-time method of measuring system utilization in  bill- 
ing the user. In the  past, a widely used method of charging users 
for  data processing  services was to  pro-rate  the  total  data pro- 
cessing expense among the  users.  This  method, by which all 
users  absorb  the full cost of data processing, is commonly 
known as full-absorption costing.'" 

In a multiprogramming environment,  however,  elapsed time for 



Figure 1 The integrated accounting system 
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processed  concurrently.  Therefore,  the elapsed time for  each job 
typically exceeds  the time it would have required in a nonmulti- 
programming environment. Elapsed time is, in general, a poor 
basis of data processing job accounting  because jobs usually use 
less than all available resources. The objective toward which the 
data  processing  accounting  method  discussed in this  paper is 
aimed is to  charge  each  user in a multiprogramming environment 
the  amount  he would have paid  in a nonmultiprogramming envi- 
ronment  and  to eliminate fluctuations in job costs  caused by 
variations in system utilization. 

The accounting method presented  here, termed the resource uti- 
lization system, measures  the  system  resources  and  personnel 
used for  each job and  measures  the times for  each of these fac- 
tors in determining and controlling their costs  to  departments 
and to  the corporation. The data processing resource utilization 
system is integrated with the whole corporate  accounting  sys- 
tem, which also  includes  the general ledger and budget. This in- 
tegration is presented in Figure 1 .  The basic technique  for relat- 
ing these  three  accounting  procedures involves a cost-center 
corporate configuration, standard  rates  for  system  components, 
and resource utilization measurement.  Inputs, processing, and 
output  requirements of the component  accounting  systems are 
discussed. 

Corporate accounting subsystems 

All companies  have  a general ledger system- either manual or 
automated - that  furnishes  an income statement  and balance 
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sheet. The  cost of data processing equipment was relatively 
small when it was being used primarily to perform these  ac- 
counting functions and when the manager in charge of data pro- 
cessing usually reported within the accounting structure. All as- 
sociated  costs  were  therefore charged to  the accounting  depart- 
ment,  and  were included on  the income  statement as part of 
general and  administrative  expenses.  Accompanying the de- 
velopment of broader  computer capabilities, other  departments, 
such as sales  and  production, began automating functions  they 
had previously performed manually. 

Data processing  has now evolved into a service  department  that 
provides services  for  the  entire  company. It follows, therefore, 
that  the using departments should be charged  for this transfer of 
work. One of the objectives of this paper is to  discuss a cost- 
center  oriented accounting system  whereby  the  objective of 
charging departments  for data processing  can  be accomplished 
equitably. 

Cost  centers, which are defined more rigorously later in this 
paper,  are  points  where the dollars,  time,  and  resources of the 
corporate budgeting system are expended  and  recovered. One of 
the primary functions of a  corporate budgeting  system is to  pro- 
vide standards against which actual  performance  can be mea- 
sured. The budgeting system  described  here provides such  stan- 
dards  for  each  cost  center. The budgeting system  can  also be 
used to  develop  standard  rates  for measuring resource utilization 
and  determining  the  cost to perform the  data processing  service. 
The budgeted time  that  each  resource is available to perform 
chargeable work is known. Also  the budgeted dollar  value of the 
resource is known. Therefore,  the budgeted unit cost of each 
resource-defined  here as  the standard  rate - can  be  deter- 
mined. The purpose of the  standard  rate is to eliminate price  and 
usage fluctuations from the  cost of jobs and  to  provide  an  accu- 
rate  cost of each  job on which user billing can be based. 

Companies  whose  data  processing  costs are a large part of their 
total  expenses wish to know  and  account  for  the utilization of 
their computing center. This is particularly important to a com- 
pany  whose data processing  costs are charged on the basis of 
the amount of service provided to several different users. In 
such a situation, an accurate  measure of the  cost of work pro- 
cessed should be determined  because  this provides the basis for 
billing the  users. 

Techniques  for measuring analyst  and  programmer  produc- 
tivity are  not subjects of this  paper  since  they  have analogies 
throughout  the  business world.3 Further, accounting  for  re- 
sources of a computer  system by jobs is relatively simple in a 
nonmultiprogramming environment (running only one  job  at a 
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system is essential.  Such  a  system is directed  toward  determin- 
ing the  cost of each job  that is run in that  environment so that 
the charge for  each job is not affected by other  jobs being pro- 
cessed  concurrently. Equally important is the  measurement of the 
overall throughput of the system. The company  that is not doing 
multiprogramming may also  be  able to use much of the informa- 
tion presented  here,  and  later  be  able to make a  smooth  transition 
into a multiprogramming environment. 

These  three  subsystems  are  presented  as  an  integrated  account- 
ing system. The component  subsystems  -general  ledger, budget- 
ing, and resource  utilization-can be used  independently. That 
is, a  company can install the  resource utilization system  without 
developing standard  rates if it  is concerned only with measuring 
resource utilization and does  not  want  to assign costs  to individ- 
ual jobs  or measure overall systems  throughput. Similarly, stan- 
dard  rates  can be developed  for  use by the  resource utilization 
system  without  adopting  the budgeting system. Further,  the 
general ledger system  can  be installed without the budgeting sys- 
tem, provided management does  not need to  measure  variances 
from the budget. 

The methods  presented in this  paper should be thought of as a 
guide to  the development of the integrated accounting system, 
which may require modifications to fit the particular  company 
that is seeking to  achieve  better  control of its  data processing 
activity. 

Cost center identification 

A cost center is defined as a group of resources  for  accounting 
control of the  particular  operation performed. Cost  centers differ 
from  departments in that  a department is defined as a grouping 
of resources  for  reporting and managerial control  purposes. Cost 
centers  can  exist independently of departments, within depart- 
ments, or can coincide with an existing departmental organiza- 
tion. The first requirement  for merging the  computer  resource 
utilization system  into  the  integrated accounting system is to 
identify the  data  processing cost centers. 

We now give a method for identifying data processing cost  cen- 
ters in a typical company.  Assume  that we have  a  data  process- 
ing department  that is presently divided into the following three 
separate reporting areas:  operations,  systems,  and programming. 
Each  area  has a manager who  reports  to  the  data  processing 
manager. The company presently  has a three-digit departmental 
identification number and  desires to renumber  their  departments 

NO. 1 . 1972 DATA PROCESSING ACCOUNTING 77 



as  cost  centers. The six-hundred  series of numbers is allocated 
for  use by the  data processing center. For example, in analyzing 
the accounting  requirements  for  data  processing  we  determine 
that  the following cost  centers  are required: 

1. Operations 
Model 65 
Model 50 

2. Systems 
3.  Programming 

Maintenance 
Development 

functions In  addition,  assume  that  there are several  supporting  activities 
and groups within operations  that  must be segregated because  they  cannot 

be identified with the Model 65 and Model 50 cost  centers.  As- 
sume  further  that  these  activities  are  to be separate  cost  centers. 
Also,  there is a requirement  for segregating data processing 
management, the  data  processing  secretarial  pool,  and the tech- 
nical library as  separate  cost  centers. The overall data process- 
ing department is defined as a  cost  function, which is divided 
into  cost  groups. Cost groups consist of one  or more  cost  cen- 
ters, and  they  comprise all cost  centers performing a similar ac- 
tivity. In  the example  data processing function,  the  cost  groups 
are operations,  systems, programming, and  data  processing  sup- 
port. 

The results of this analysis of the  example  data  processing  func- 
tion are presented in Table 1. Cost  centers  are  the only function- 
al areas  that  can  accumulate  charges  and,  therefore,  are  the only 
entities identified by three digits. The  data processing function 
and  the  four  cost  groups do not  accumulate  charges  but  receive 
combined financial statements of their  component  cost  centers, 
e.g., the programming cost  group (67X) receives  a combined 
statement  for  cost  centers 671 and 672. The systems  cost group 
(65X) is also designated as a cost  center  because it is the only 
entity within the  group. The numbers assigned allow for  expan- 
sion as  more  cost  centers  or  cost  groups are added. 

corporate Accumulated  cost  center  expenses are numerically classified 
chart of into a corporate chart of accounts, which is a general ledger 

accounts coding structure  that includes both the balance sheet  and income 
statement  accounts. The structure  and classification of accounts 
today are well standardized in formats  supported by the  Securi- 
ties  and  Exchange Commission and  the  American  Institute of 
Certified Public Accountants.  Because it  is so basic,  the  subject 
is extensively  treated in most  accounting  texts  and  handbooks, 
an example of which is referen~ed.~  The data processing cost 
center is integrated to  the general  corporate  chart of accounts 
via the six-hundred series, which has  been previously discussed. 
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Table 1 Data processing cost centers 
~ ~~ ~ 

Cost center 
number 

6XX 

60X 
601 
602 
603 

62X 
62 1 
622 
623 
624 
625 

65X 

67X 
67 1 
672 

Cost center  description 

Data processing 

Data processing support 
Management 
Secretarial pool 
Technical library 

Operations 
Systems programming 
Tapeldisk libraries 
Control desk 
Model 65 
Model 50 

Systems 

Programming 
Maintenance 
Development 

Level 

Function 

Cost group 
Cost center 
Cost center 
Cost center 

Cost group 
Cost center 
Cost center 
Cost center 
Cost center 
Cost center 

Grouplcenter 

Cost group 
Cost center 
Cost center 

Standard  rate 

After segregating data processing resources  into  cost  centers, 
one can  determine what the  costs  are  and  provide  a  standard 
rate  for  each  resource. Standard  Rates (SR) are  factors  based  on 
expected  resource utilization and  expected  resource  cost. The 
use of standard  rates  for  data processing resources provides 
consistent  cost  and utilization data  on which to  base pricing de- 
cisions. Any  cost or utilization fluctuations are reported  as vari- 
ances from the budgeted cost or utilization so that  the specific 
area of variance  can be acted upon. 

The standard  rates  for  the  data processing resources are de- 
veloped at the  same time the budget is developed.  However, 
they  can be developed independently of,  or in the  absence of a 
corporate budget. The standard-rate  development  consists of the 
following three  procedures:  resource identification, derivation of 
the available time for  each  resource,  and budgeting the  cost of 
each  resource. The determination of standard  rates is discussed 
here by using a specific data processing configuration as  an 
example. 

In this explanation, a computer  system is discussed, although 
the same general method applies to  such  other  resources as pro- 
gramming and systems analysis. We define the following four 
general categories of computer  system  resources: main storage, 
CPU cycles,  channels,  and  Input/Output (rlo) devices with their 
associated  control units. 
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measured in thousands (K) of bytes. 

for  the  central  processor. 

tor,  and block multiplexor. 

nent  groups. 

CPU cycles are a  measure of the  operational time available, 

Channels consist of three  categories -byte multiplexor, selec- 

Inputloutput  devices are grouped by like units called compo- 

The following central  processor and devices are assumed in our 
example: 

A 2065 CPU with 5 12K bytes of main storage 
One Model 2314 direct  access  storage  device with eight 
drives, yielding 4,000 available tracks  each-for  a  total of 
32,000 tracks 
Four Model 2420-5 tape  drives 
Four Model 2420-7 tape  drives 
One Model 2540 card  read/punch 
Two Model 1403 printers 
Twenty Model 2260 display consoles 

A  special  characteristic of main storage and Direct  Access  Stor- 
age  Devices (DASD) is that  they  are  not  allocated to  jobs by in- 
dividual devices in the  same way that  other  component  groups 
are allocated  because  they  can  be used by two  or more jobs 
concurrently.  Therefore, the measurement unit for main storage 
is “K bytes,”  and  direct  access  storage  devices  are  measured by 
tracks. For all other  devices the measurement unit is the number 
of devices. Also, not all  main storage  and DASD are available to 
perform productive work because of system  requirements. 
Therefore,  the  measurement unit for main storage is the  total 
bytes minus the number of bytes used by the nucleus or supervi- 
sor. For DASD, the measurement  unit is the net available tracks. 
In  Table 2, the ten  component  groups in our  example with their 
measurement  units  are identified. 

budgeted Next, determine  the time each  component group is available to 
time do productive work. The standard  rate is the same  for  the  entire 

year unless some  event  occurs during the year  that  necessitates 
a change. Thus,  one can define Total  Time (TT) for  each compo- 
nent group as follows: 

TT = (Total available hours  per  year  per  component 
X (Measurement unit) 

Nonproductive  conditions  are  then identified. A  component is 
considered  as  nonproductive during the following times: 

Preventive  Maintenance (PM), time regularly scheduled 
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Table  2 I10 component  group  measurement  factors 

Group 
Number Description 

Measurement 
Unit 

0 Main  storage 
1 CPU 

K Bytes (net) 
Number 

I 
3 Selector channels 
4 
5 
6 

Number 
Direct-access storage devices Tracks (net) 
Tape drive, Model 2420- 5 Number 
Tape drive, Model 2420- 7 Number 
Card ReadIPunch  Number 
Printers  Number 
Visual displays Number 

ware 
Idle  Time (IT) during which a component is not used by a job 
Rerun  Time (RR) during which a component is performing 
non-billable work 
Multiprogramming  degredation (MP), time during which a 
component is waiting and  ready  for  work,  but  it is not being 
utilized because  another job is impacting it. (The CPU and 
channels cannot  be  nonproductive as a  result of multipro- 
gramming degredation because they are  never allocated  to  a 
specific job.  There is no MP in a nonmultiprogramming en- 
vironment.) 

Companies are  not limited to  the categories in this  example; 
Initial Program Load (IPL) could be  a  category  for  another 
company. 

Budgeting PM, DT, IT, and RR is relatively easy. M P  is derived 
empirically using the  resource utilization system  discussed  later 
in this paper in connection with developing cost information. 

according to  the following formula: 

P T = T T - ( P M  f D T  + I T  + R R  + M P )  

The budget cost of each  component group consists of direct  cost budget 
of the  component  group,  allocated indirect costs in the  cost  cen- cost 
ter,  and allocated overhead  costs in the operations  cost  group 
and the  data processing function. 

Direct  costs are  those  costs  that can be specifically identified 
with the component group. They include such specific costs  as 
equipment  rent or lease  expenses of devices  and  their  control 
units, maintenance  contracts,  and  depreciation of purchased 
equipment.  Other  costs might include printer  forms,  rent  or  de- 
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preciation of tapes and disk packs,  and telecommunications 
charges. 

Indirect  costs are  costs charged to  a  productive  cost  center  that 
cannot  be identified specifically with a component  group.  A pro- 
ductive  cost  center is one that  charges  users  for  its  service. The 
allocation of indirect costs  to component  groups is based on the 
major manufacturer’s monthly rental  value of all equipment in 
the component  group or some  other  equitable method. An allo- 
cation based on direct  costs of the component  groups is equita- 
ble only if all equipment is rented.  Examples of indirect  costs 
are rental  (depreciation,  lease, etc.) of devices  that are not avail- 
able to perform useful work. The console  typewriter, main stor- 
age allocated  to  the nucleus (supervisor),  and unavailable DASD 
tracks  also  generate indirect costs. 

Overhead  costs consist of all costs residing in the  nonproductive 
centers in the  operations  cost  group. Referring to  Table 1, over- 
head costs might be  the following: 

62 1 - Systems programming 
622 - Tape/disk libraries 
623 -Control  desk 

Additionally, overhead  costs  consist of all costs residing in the 
nonproductive  cost  groups  such as data processing support 
(60X). Although operations do not receive all these  costs,  they 
must  be  allocated among the  three  productive  cost  groups - op- 
erations,  systems,  and programming - based on an  appropriate 
method  such as budgeted costs  or budgeted revenue. 

The basis for combining and allocating overhead  costs  to pro- 
ductive  cost  centers is the major manufacturer’s total rental val- 
ue of all components residing in each of these  centers. Because 
overhead  costs are allocated to component  groups in the  same 
manner  as indirect costs,  they  can  be combined and allocated 
together. 

standard The standard  rate (SR) for  the  component group is determined 
rate by dividing the  annual Budget Cost (BC) of each  component 

group by the annual  productive time (PT) for the component 
group  as follows: 

The standard  rate for each  component is determined by dividing 
the  standard  rate  for  each  component group by the  measurement 
unit for the component  group. In this sense, a track on a DASD 
and 2K of main storage are devices  because  these are  the small- 
est units  that can be allocated a job. 
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measure  resource utilization by subtracting  the wait-ready time 
(MP) from elapsed time (ET), thereby obtaining productive time 
(PT): 

P T = E T - M P  

Techniques,  however,  are  not commercially available to mea- 
sure  the  amount of time each job is  in the wait-ready status. 
Thus it is the user’s responsibility to program and maintain the 
operating  system modification necessary  to  measure  this  status. 

theoretical Since  users  cannot readily make his modification, we  present  an 
resource alternative  method  for obtaining the  approximate M P  by calcu- 

utilization lating the theoretical  stand-alone time of a job.  This method at- 
tempts to find the theoretical  amount of time systems  resources 
are used by each  job, based on the  speeds of devices used and 
the amount of processed  data. If the theoretical  resource utiliza- 
tion (TRU time) and  the elapsed time (ET) of a job  are known, 
one  can  derive multiprogramming degradation (MP) applicable to 
main storage  and I/O devices  allocated to  the  job  as follows: 

MP = ET - TRU Time 

The information necessary to determine TRU time is provided by 
the Systems  Management  Facility of os/360 and os/370 (SMF), 
the  Job Accounting  Interface  option of DOS/360, or any  other 
comparable programming system. 

We now discuss  the  theory underlying the measurement of re- 
source utilization and  also give further specialized considera- 
tions in the  Appendix.  Given  that today’s data  processing envi- 
ronment provides modern language structures,  double buffering, 
and sufficient channels  on  the  system to  take advantage of these 
facilities, one  can  assume  that  for  most  jobs  the CPU and I/O 
times can  be  overlapped,  and  that  any I/O time can  be  over- 
lapped with any  other I/O time. On this basis,  one  can define 
TRU time for main storage  and I/O devices used for  any job  as 
the greater of the theoretical  time  required to  process  the longest 
data  set, or CPU time. 

To  determine the theoretical  time  required  to  process the long- 
est  data  set,  one must  compute the theoretical time required to 
process  each  data  set. The theoretical  measurement of utiliza- 
tion of the  various  components is the following: 

Main storage  and  device utilization =job TRU time 
CPU utilization is the  actual time (AT) the CPU is executing 
the  job. AT is supplied by any of the programming systems 
previously described. 
Channel utilization is based on  the  number of Execute  Chan- 
nel Program (EXCP) commands processed by the channel,  the 
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Table 3 Standard  iob costs 

Component  utilization  Number of Standard  rate  Total 
group (minutes)  components for group  cost 

Tape 40* 4 
Disk 40* .o 1 80.00 

$ .30 
200* * 

$ 48.00 

Printer 40* 1 .20 8.00 
Main storage 40* 150*** .o 1 
CPU 10 1 2.90 29.00 

60.00 

MPX channel 2 1 .40 .80 
SEL channel 5 1 S O  2.50 

Job Total $228.30 

* Productive time 
** Tracks 
***K Bytes 

Physical Record  Length (PRL) of the records  transferred 
across  the  channel,  and,  the  Transfer  Rate (TR) of the  device 
the  channel is servicing. The computation is: 

Theoretical  channel utilization = MCPS X PRL X TR 

The MCPS,  PRL,  and  the  address of the  device  and  channel 
are supplied by the previously described programming sys- 
tems. The TR is supplied externally. 

By using either method of determining the  component utilization 
formula just described,  and applying the standard  rates  de- 
scribed in the previous section,  one  can  determine  the  standard 
cost of each  job.  Figure 3 shows  the utilization of all compo- 
nents required by a hypothetical job.  The following standard 
rates  for  components are assumed  for  this example: 

Tape $0.30/device minute 
Disk O.Ol/track minute 
Printer 0.20/printer minute 
Main storage 0.0 I /  1 K byte minute 
CPU 2.90/cpu minute 
Multiplexor channel 0.40/transmission minute 
Selector  channel O.SO/transmission minute 

The standard  cost of the  example job is computed  as  shown in 
Table 3. 

To record  component utilization for this hypothetical job, it is 
convenient to record the times for  system  components in vari- 
ous measurement  categories in a table  such as  Table 4. The 
credits to idle time (IT) are  entered  because  each  component was 
debited with a  device/day  at  the  start of processing. Although 
Table  4  indicates  minutes, smaller time  measures may be used. 
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Table 4 Record of system component utilization 

Tape 
Disk 
Printer 
Main storage 
CPU 
MPX channel 
SEL channel 

PT 
Time-measurement  categories  (minutes) 

M P  PM DT RR I T  

160 
8,000 

40 
6,000 

10 
2 
5 

80 
4,000 

20 
3,000 

Component utilization information is accumulated  for  each job 
processed by the  system. At the conclusion of the  measurement 
cycle,  resource utilization and  system  throughput are then  re- 
ported. 

Integrated accounting system 

The previous section  discussed  the  measurement of resource 
utilization based on the  concept of productive time. The input 
requirements, processing, and  expected  outputs of the  systems 
are now presented  for the  three  systems  that  constitute  the inte- 
grated  accounting  system  depicted in Figure 1 : (1) general led- 
ger; (2) budgeting; and (3) resource utilization. 

general Input. There  are  the following three primary areas  that  furnish 
ledger financial inputs to  the general ledger system: (1) payroll; (2) 

system accounts  payable, which records all payments which will be 
made to suppliers of services;  and (3) journal  entries, which re- 
cord all other  transactions. These transactions are coded in ac- 
cordance with the  corporate  chart of accounts. In  the  case of 
payroll, if the application has been automated, individuals are 
normally coded to cost  centers  and  distributed  directly by the 
payroll program. If these  three applications are already  automat- 
ed but the company wishes to change to a five-digit chart of ac- 
counts,  the existing programs should be altered  to  accept a five- 
digit code.  During  processing, all inputs are verified so that only 
valid accounts  are  accepted.  Entries  for  these applications are 
done at least  once a month. 

Output. The following reports  are  recommended  to  be  produced 
by the  general ledger system. 

Transactions by  account. Each  transaction, with a  descrip- 
tion and source is listed for  each  account so that  the  account- 



Fiqure 4 Example  formot  for  summarizina cost center  expenditures 

01-659 CORPORATE  GENERAL  ACCOUNTING 

00459 A P P Q D P R 1 A T I f l N   Q E P O R T  
S Y S T E M  360 Y-30  

CARD  PUNCHING 
l J N l T  RECORD 

30111 M O V I N G  t L I V I N G  E X P .  
S V S T F M  3 6 0  “50 
S Y S T F M  360 M-3n 

C A R D  P U N C H I N G  
U N I T  RECORD 

PROGQAMHING 

CARD  PUNCHING 
S Y S T E M <  

4007? ACCOUNTS  PAYAOLE 
SYSTFH 3 7 0  “155 
S Y S T E M  3 7 0  A C T  
S Y S T F N  360 “ 3 0  
P R O G R A Y Y I N G  

U N I T  RECORD 
S Y S T E M S  

CARD  PUNCHING 
nTHER CARD  PUNCHING 

40077 A U T H O R I Z E D   5 I G N A T U R E S  
SYSTFM 3 6 0  Y-50  

CARO  PUNCHING 
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Transactions by account  within  cost  centers. Each  cost  center 
manager receives a report  that  enables him to examine  the 
details  supporting  each  account  balance. 
Balance  sheet  and  income  statement. These reports are listed 
by detailed account  and in summary  for  each month and  the 
year-to-date. 
Cost  center  statement. Each  cost  center manager receives a 
cost  center  statement in detail and in summary, showing the 
current month and  year-to-date balances by account.  Such  a 
report in summary form is depicted in Figure 4. Managers of 
cost  groups  and  functions  receive  the  total of cost  centers  for 
each  group  or  function  under  their  control. If a budgeting 
system is used, actual figures are compared  to budgeted fig- 
ures.  Any  variances  are  reported. 
Profit center  gross  profit. Each  production  cost  center  and 
sales unit receives a report showing actual  sales of their 
service,  cost of those  sales,  and  gross profit. This  report is 
also  prepared  for  functions  and  groups. If a budgeting system 
is used, budget and  variances also are shown. 

Input. Cost  center managers supply the budgeting information. budgeting 
Detailed  expenses by account by month are  necessary.  Revenue system 
budgets are prepared by the  sales  department with the  assis- 



tance of the  productive  cost  center managers. Other  income  and 
expenses are supplied by accounting. Time  and  resource  inputs 
used  for developing standard  rates are  the responsibility of each 
productive  cost  center manager. 

Ourput. The budgeting system provides monthly budgets with 
an annual  recap  reported by cost  center  group,  cost  function, 
and  total company. Revenue  and  gross profit budgets are also 
provided. If standard  rates are developed, all component  groups 
within system  are analyzed to show  total cost and expected utili- 
zation by category: PT, MP,  RR, DT, PM, and IT. 

resource Input. The first input required is actual utilization data, which is 
utilization supplied by any one of the programming measurement  systems 

system discussed. Utilization data  consists of the following: 

Job Identification 
Beginning and end time of each  job 
Devices  used, by 

Type 
Physical record length 

Address 
Access method (DASD) 
CPU cycles used 
Main storage allocated 

Number Of READS or WRITES (MCPS)  

Also,  other  data  are needed such  as  are  contained in the equip- 
ment file or  the program resident  table  that identifies each com- 
ponent  group by physical device  address  and  component group 
number. The program resident  table  further  contains  standard 
unit rates  and  expected utilization by category (FT, MP,  PM,  DT, 
RR, and IT). Input regarding down time (DT) and  preventive 
maintenance (PM) is furnished daily. A method of identifying 
reruns, presumably built into  the job identification number is 
also  required. 

At least two processing programs are required. The primary 
functions of the daily processing program are to: 

1. Read utilization data  for  each  job 
2. Compute  job TRU time 
3.  Compute  component utilization 
4. Write job  cost 
5. Add  component utilization to utilization table 
6.  Format  and write utilization reports 
7. Write utilization data 

The monthly processing program reads,  sorts,  and  combines  job 
costs  and utilization data,  and writes the monthly reports. 
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The resource utilization report,  produced daily and monthly, 
provides  for  each  component  group  the  actual  and budgeted 
hours as a  percentage of total available hours.  Percentage varia- 
tion is given for pT, MP, RR, DT, PM, and IT. 

The throughput analysis report  provides the following informa- 
tion by component group and  total  for  the  system: 

Number of devices 
Standard  rate 
Budgeted dollars (PT extended based on budgeted utilization) 
Actual  dollars (PT extended  based  on  actual utilization) 
Variance 
Actual  hours Of PT, MP, RR, DT, PM, and IT 

The  job  cost report gives the standard  cost by job within func- 
tion within user of 

CPU 
Main storage 
Channels 

Tape 
Printer 
Card  read/punch 
Teleprocessing  devices 
Other devices 
Total 

DASD 

Concluding remarks 

The measurement of the  use of data processing  resources is 
necessary  to  allocate  the cost of these  resources to users.  This is 
becoming more important  because  the cost of data  processing is 
making up an increasingly larger percentage of each user’s bud- 
get.  Traditional  measurements of the  cost of data processing re- 
sources,  such  as  the full absorption  method,  are  unsuitable be- 
cause  users are not  charged  according  to  their  actual  resource 
utilization, and  because data processing departments are not 
held accountable  for fluctuations caused by efficiencies and inef- 
ficiencies of their  operations. 

Systems  and programming resources are measured by any of the 
common manpower  measurement  systems used throughout in- 
dustry.  The measurement of computer  systems  resources, how- 
ever, is more difficult, particularly if the computer is used in a 
multiprogramming mode. A  system  that  measures  resource utili- 
zation is required to  furnish  actual usage data  to a program that 



data processing cost  centers  are identified and budgeted utiliza- 
tion and  cost  data  are supplied so that  a  standard  rate  for com- 
ponents  can be calculated. Jobs  are costed  at  a  standard  rate to 
isolate cost  and usage fluctuations from job  cost data. 

Two methods  determine  component utilization. Measuring wait- 
ready time  experienced by a job is the more accurate  method, 
but the  user may not be able  to make the  operating  system modi- 
fication necessary to measure it. An  alternate  approach is to 
compute  theoretical  resource utilization using algorithms based 
on the  speed of devices  and  the  amount of data being processed. 

The  resource utilization system  described in this  paper  provides 
not only job cost data, but  also  systems  throughput  and compo- 
nent utilization information. It is presented with general ledger 
and budgeting systems to  assist the  company  that  desires to in- 
stall an integrated accounting  system, or simply to aid one in 
understanding how the utilization system  interfaces with a gen- 
eral corporate accounting system. The systems  presented in this 
paper pertain to  the historical aspects of computer  system utili- 
zation. An additional use of the  cost  data  developed is a predic- 
tive one. New and revised applications can now be evaluated 
because  standard  costs of the  proposed  applications can be de- 
veloped. 

Appendix 

In developing theoretical  resource utilization, other  factors  such 
as on-line jobs, spooling, and  consecutively  processed  data  sets 
regarding job type  and  resource identification may be  consid- 
ered. 

By definition, on-line jobs  require  the availability of all resources 
while the job is resident in the computer. The on-line job bears 
the  cost of  all allocated  resources (I/O devices  and main storage) 
for  the  elapsed time the job is resident. 

The spooling, or writing of report files after the  job creating  the 
files has  terminated,  presents  another special situation. If the 
costs of the spooling program are identified and  allocated to  the 
programs creating  the  records on a per-record  basis,  then this 
results in a full absorption  cost  system that is subject to price 
fluctuations.  Therefore, the development of a standard  rate  for 
spooling operations is recommended  since spooling is consid- 
ered a resource of the  total  system. 

In  the measurement of TRU time, the assumption  that all I/O is 
overlapped with all other I/O is not  true when two  or more data 
sets  are  processed  consecutively  because  one or more data  sets 
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are completely processed before one or  more subsequent data 
sets are processed. It follows that consecutively processed data 
sets are  identified and I/O transfer  time is calculated as if those 
data sets were one. Thus they are  added  together  and  treated as 
one data set before being  compared  with  other  data sets. 
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