This guide to the literature on microprogramming is preceded
by an exposition intended for the less knowledgeable reader.

Microprogram control is seen as a form of simulation in which
primitive operations are combined and sequenced so as to imi-
tate the characteristics of a desired machine. Discussed are such
design considerations as microword formats, performance, writ-
able control stores, and the relationship between microprogram-
ming and software reliability.

Readings in microprogramming
by P. M. Davies

Two decades ago, shortly before the first commercial U.S. in-
stallation of a general-purpose digital computer, M. V. Wilkes
coined the term ‘“‘microprogramming’’ and articulated the basic
principles in an address at the University of Manchester in En-
gland. His intent was to offer a more orderly substitute for the
ad hoc process of designing controls in digital computers. In-
terest spread rapidly in computer development circles, but, ex-
cept for a few instances of user-microprogrammed machines de-
signed a decade or so ago, exploitation of the technique remained
generally within the province of the hardware designers. Within
the last few years, however, greater understanding of digital com-
puting processes, combined with manufacturing technologies
rendering highspeed changeable controls economically feasible,
have led to a resurgence of interest in computers whose controls
may be modified during normal use.

The purpose of this paper is to offer a guide to the literature on
microprogramming that has developed over the last twenty years.
It is intended both for those who have interest but limited know-
ledge of the subject and those whose knowledge is more than
casual. The paper is divided into two parts: an expository section
for the less knowledgeable reader and an annotated bibliography.

Many of the articles tacitly assume that the reader possesses a
computer engineering or design background, which puts some
readers at a disadvantage. The exposition in this paper is orga-
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nized as a primer, rather than an exhaustive dissertation, in an
attempt to alleviate this disadvantage and to establish some ini-
tial perspective. Microprogramming is introduced by considering
the concept of simulation, the structure of digital computers, and
the need for control of their binary logic. Specific attention is then
given to microprogram control and to the format of control words.
Cost and performance are considered next, followed by discus-
sions of writable control stores and of the relationship between
microprogramming and software reliability.

Simulation and microprogramming

An introduction to microprogramming may best be made through
considering the idea of simulation. Suppose that there is at hand
some system, say an IBM 7094, which we will call a host system.
This system has a set of external attributes that define it func-
tionally: an instruction set, storage media (main storage, disks,
tapes, etc.), interruption system, channel configuration, and so on.
Programs written in this system’s language —7094 machine code
—can be directly executed. Suppose further that there is a pro-
gram written for another system, an 1BM 7040, perhaps, that we
desire to have executed on the 7094. A set of 7094 machine code
programs can be written that will accept 7040 machine code and,
executed on the 7094, will create the same results that a 7040 sys-
tem would if it were executing the 7040 code directly. The com-
bination of the 7094 host system and 7094 programs can be con-
sidered to constitute a virtual system, that is, functionally, a 7040
(time dependencies excepted, of course). We can call the 7040
the target system.

Thus a virtual system can be created based on a host system
whose external attributes differ from those of the target system
through the agency of programs that supplement or transform the
host’s attributes. The process is generally called simulation of the
target system, in this case the 7040 system, on the host system.
In general, to create any virtual system, we need only a host con-
taining sufficient facilities for simulation programs to be con-
structed. The efficiency of the process depends upon the degree
of match between host and target system attributes.

The idea of a host system being used to create a virtual system
can be extended into the internal workings of a computer. If we
were to take the covers off a 7094 central processing unit and
delve inside, for example, we could separate its internals into
two segments: functional and control. The functional segment
includes the facilities that hold, route, and transform information,
while the control segment embraces the logic that directs the
activities of the functional parts so that, by orderly sequences of
internal processes, the entire conglomeration creates the effects
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data-flow
section

defined by the 7094 CPU specifications. The two segments are
linked by control signals flowing to the functional parts from the
controls and by information returning to the controls that de-
scribes the status of functional activity and the environment.

An imaginary line enclosing all the functional parts but excluding
the controls could now be considered the boundary of a host sys-
tem at the hardware level. The external attributes of this host
could be written down (although it might be an arduous task);
corresponding to each control signal intersected by the imaginary
boundary there is some primitive function in the operational
parts, and the set of all such primitives defines the hardware-
level language of the host. The control signals are activated so
that, through the mediating agency of the control logic networks,
the hardware-level host is used to create a virtual 7094 CPU. Note
that if the host hardware remains unmodified but the control logic
is changed, some virtual CPU other than a 7094 can be created.

In this example, logic networks, rather than simulation programs,
are used to manipulate the host to produce a virtual CPU. The im-
portant point to note is that the combination and sequence of
control signals applied to the host determine the attributes of the
virtual CpU; any other adequate agent, not necessarily logic net-
works, can be used to generate the control signal combinations
and sequences without affecting the virtual attributes. If a pro-
grammable storage array is used to generate these control signals,
the virtual CPU is said to be microprogrammed.

Basic control concepts

The following paragraphs give a more detailed explanation of
what is involved in the control of binary logic.

The working nucleus of a digital computer is the central process-
ing unit and its associated main storage unit. The CPU, as we have
seen, can at least conceptually be divided into two parts. To bring
our terminology in line with that commonly used, we will now
refer to the functional segment as the data-flow section.

The data-flow section is constructed of binary logic circuits. The
detailed characteristics of these circuits may vary from machine
to machine, but the basic building blocks are usually AND’s, OR’s,
and INVERT’s or simple combinations of these functions, such as
NAND’s, NOR’s, and EXCLUSIVE OR’s. Groups of such blocks are
interconnected to form storage elements, data-routing switches,
and data-transformation networks. The storage part of the data-
flow section includes such things as main storage interface regis-
ters, operand and address registers, and registers for recording
temporary information and ancillary conditions (presence or ab-
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Figure 1 CPU dato-flow section
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sence of arithmetic overflow, pending interrupt requests, and so
on). The data-transformation part executes the hardware-level
functional repertoire of the cPU. This repertoire may not, and, in
fact, usually does not correspond exactly to the machine-code
repertoire the CPU is intended to execute, but rather consists of
a limited set of basic operations, such as AND, OR, COMPLEMENT,
ADD, SHIFT, and so on with which more complex operations can
be synthesized. These data-transformation networks are gener-
ally called the arithmetic and logical unit, or ALU. There may
also be networks that perform specialized internal operations,
such as incrementing and comparing addresses and counts. The
remainder of the data-flow section contains switching networks
to route data onto the appropriate paths interconnecting the stor-
age and transformational parts.

Figure 1 shows in abstract form part of a CPU data-flow section.
In this example, any of the three registers can be switched onto
the ALU input path; the ALU output can be switched onto the in-
put path to any of the registers; and we will assume that the ALU
can perform several distinct operations. It is evident that for this
data-flow segment to perform a coherent operation, say to ADD
the contents of registers A and B with the result deposited in reg-
ister C, control signals must be applied to the data switches to
choose the proper data routing as well as to instruct the ALU to
perform the selected operation. Furthermore, since a finite time
is required for the circuits to switch and propagate signals
through the networks, these control signals must remain in effect
long enough to allow completion of the operation. Generally a
time is chosen in which all the usual operations can be completed.
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Figure 2 AND gate
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This time is then used as the basic increment, or cycle, of data-
flow operation. More complex functions are then implemented in
consecutive sequences of this basic cycle.

AND circuits are the fundamental mechanisms by which control
is exerted. Consider a two-input AND circuit, such as is shown in
Figure 2 with an accompanying truth table. When input A is OFF,
the output is also OFF. But when input A is ON, the output is iden-
tical to input B. Hence A acts as a control signal for B, either
blocking it or allowing it to pass unchanged. When used for this
purpose, AND circuits are generally referred to as GATES, for
obvious reasons.

Referring back to the terminology used earlier, the data-flow

section of a CPU provides a hardware host for simulation of a
target processor. The simulation is accomplished by the control
section, which directs the data-flow activities cycle by cycle to
create the desired results. The control task is twofold: first, the
control state during each cycle must be established; and, second,
the correct next sequential control state must be determined.
From this statement of the control task, we can infer that the
control section must contain at least these facilities: first, stor-
age for the information that identifies the current control state;
second, a means of translating this identifier into a pattern of con-
trol signal activations; and, third, decision logic to choose the
next state identifier. (It can also be inferred that there must be a
timing mechanism to synchronize data-flow switching and control
state transitions.) A simple schematic of a generalized control
section is shown in Figure 3.

In the conceptually simplest possible organization, the storage
part of the control section could contain a storage element cor-
responding to every control line, connected directly to its con-
trol terminal in the data-flow section. If this were done, there
would be no need for logic to translate the recorded state into
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the appropriate control signal pattern; the pattern itself could
serve as the state identifier. For efficiency, this is normally not
the method used. A typical small-to-medium CPU may have sev-
eral tens or hundreds of control signals, which, with one storage
state recording element per signal, would allow on the order of
219 or more different control states to be recorded. Of these, only
some small fraction (say 2'° to 2'%) represent meaningful com-
binations. Thus a tradeoff is made between the number and or-
ganization of state storage recording elements and the logic net-
works required to transform an encoded state into a set of con-
trol line signals.

In conventional hardware controls, the state encoding can be
loosely described as a hierarchical system. At the highest level
are storage elements, or registers, whose contents define major
modes of operation—instruction stream execution, input/output
operation, or interruption handling—that change relatively infre-
quently. Next are identifiers for specific operations within the ma-
jor modes, such as the program operation code, for instance,
during instruction-stream execution. Then come identifiers for
successively finer resolution of activities down to the basic cycle.

The link between the target program in main storage and the con-
trol section is provided in the information that flows from the
data-flow section into the next state decision logic. The control
sequence that fetches an instruction into the data-flow section
also switches the operation code into the control section to be-
come part of the state identifier for subsequent execution cycles.

Interpretation is another word often used in connection with the
simulation process. In the context of controls, it denotes simula-
tion of a target program, instruction by instruction, so that the
effects of a given instruction are completely evaluated before
any further instructions in the target program sequence are con-
sidered. This is consistent with describing as interpretive those
compilers that accept and execute source code statement by
statement. (In fact, the distinction between compilation and sim-
ulation as outlined above lies primarily in the nature of the tar-
get program.)

In the foregoing discussion, we have assumed that the controls
are built of the same sort of logic circuits as the data-flow section.
What the controls are built of is not important per se; what mat-
ters is the efficiency, economy, usability, maintainability, and so
on, of the virtual machine. These factors reflect the choices made
in the design of the host hardware and control mechanisms. Thus
it is really an empty exercise to debate whether or not a particu-
lar control implementation is intrinsically better or worse than
another; the question is which best achieves the desired attributes
in the resultant system.
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Figure 4 Microprogram control section
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At this point we can draw a physical distinction between a logic-
network-controlled and a microprogram-controlled unit. In the
former, only logic-circuit storage devices (registers) are used to
record control information; in the latter, a large part of the con-
trol information is stored in some form of regularly organized
memory array, called the control store.

In microprogrammed controls, the current control-store address
identifies the current control state, while the contents of the ad-
dressed array location provide the information required to es-
tablish the proper control signal combination and to choose the
next address. A simplified diagram is shown in Figure 4 of a read-
only microprogram control section, which is quite similar in all
its essentials to the generalized control section in Figure 3.

All control stores must be writable in some manner so that con-
trol information can be introduced. The quest for speed often
leads to the design of arrays that can be loaded only by mechani-
cal or electromechanical means, and these are designated as read-
only to differentiate them from arrays whose contents can be
changed during normal use, as, for instance, main storage arrays.
Where normally writable arrays are used for control, their logical
and operational context may render them also effectively read-
only except under special circumstances.

The question of encoding the state identification vanishes with a
microprogrammed control section. Each control state corre-
sponds to some addressed storage location. The number of
unique control states needed thus defines (for a read-only device)
the minimum number of words of control store that must be pro-
vided.

The output of the control store is a microword. In the following
paragraphs, we discuss what different elements the microword
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can contain and some of the considerations involved in choosing
a microword format.

First, the microword must contain sufficient information to es-
tablish the settings of the control lines for each cycle. The sim-
plest technique would be to assign a bit in the microword for
every control line, but this is generally shunned for efficiency
reasons. Only a small fraction of all the possible combinations of
control signals represent meaningful functions. Thus a word con-
taining a bit for every control line would contain many bit com-
binations (code points) that are never used, giving low informa-
tion efficiency. A common procedure is to examine the control
signals for groups that are logically mutually exclusive —that is,
groups in which only one line at a time is activated in meaningful
control states —and to assign such groups to encoded fields in the
microword. Transformational logic is then interposed between
the control word and the control line groups to decode the micro-
word field values and to activate the appropriate line in each
group corresponding to the encoded value. The number of such
encoded data flow control fields in a microword is a rough mea-
sure of the parallelism (number of operations that can be done
concurrently) in the data flow section.

(In some cases, variables external to the microword may be used
to modify the group assignment and decoding of a field.)

A second function that must be accomplished through every
microword is to establish the microprogram address (control
state) that is to succeed the current one. At first glance, it might
seem that simple ways to do this would be either to increment
the current address to point to the next word or to store a suc-
cessor address in each control word and replace the current ad-
dress with its successor during the execution of each control
cycle. Neither of these schemes, however, permits any variation
of the sequence of execution of microprograms, since each word
uniquely defines its successor without reference to any external
conditions that might occur during execution. Since the ability
to vary the sequence of execution (to branch) is essential to any
useful program, means must be included to vary the choice of
next address as a function of previously executed states and of
ancillary conditions.

A common technique is to construct the next address from the
current address by providing fields in the microword that control
modification of the current address as a function of environmental
conditions, data-flow contents, and constants (address fragments)
stored in the microword.

A third useful function of most microwords is control of the ac-
tion of temporary condition-recording registers, which can store
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information for establishing control store addresses. In engineer-
ing jargon, such registers are often called “stats.”

A fourth type of field is commonly provided: a literal, or constant,
field (in the jargon, the “emit” field), which may be used by the
microprogrammer to introduce numerical values into the data-
flow section from the control store (for instance, in updating ad-
dresses), to set the “stat” registers for microroutine linkages,
and to supplement the next-address selection fields.

So far we have assumed that one microword is executed for each
internal CPU time increment (i.e., that there is a one-to-one cor-
respondence between the basic CPU cycle and the control store
cycle). Moreover, we have noted that the simplest control word
organization (not necessarily the most efficient) assigns bits to
control lines on a one-to-one basis. This particular combination
represents one end of a continuous spectrum, at the other end of
which lies the conventional machine instruction. One moves
across this spectrum both by compressing the microword in size
(reducing the number of bits at the expense of more intermediate
decoding logic and more sophisticated hardware functions) and
by expanding it in time (increasing the number of CPU cycles exe-
cuted per control word, trading control words for intermediate
control logic and still more complex hardware functions). This
progression moves explicit control information out of the micro-
word and imbeds it instead in logic networks.

Somewhere between the two extremes lies the “miniword,” an
appellation attached to fairly small control word organizations

that generally control multiple rather than single CPU cycles.
Miniwords do not directly activate primitive control signals but
logic-controlled subfunctions instead. Miniwords provide only
a small portion of the range and complexity of normal machine
instructions.

Since the data-flow section of a CPU is the ‘“calculating engine”
that does the useful work, one might expect microword charac-
teristics — the microinstruction set—to be strongly influenced by
data-flow design. This is indeed often the case.

One of the important objectives in processor design is optimiza-
tion of the cost-performance ratio. A processor’s raw speed is
largely determined by the main storage speed and word width
(data bandwidth). (Any buffering schemes used to enhance effec-
tive data storage rates are logically part of the storage system,
although they may reside physically in the processor.) Once a
performance level is established and a main storage is chosen, the
next-level task is to organize the data-flow and controls. Logic
circuit quantity has historically been a major cost-contributing
variable, so data-flow organization has been aimed toward at-
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taining a best match between hardware host facilities and virtual
attributes to minimize the number of circuits needed. There has
been as much truth as humor in the statement that the microword
is defined by where the logic designer quits.

The balance of power is not all on the side of the data-flow de-
signer, of course. The organization of an efficient processor in-
volves complex trade-offs between control store speed, capacity,
format, decision (addressing) logic, and data-flow facilities under
the constraints of the target instruction set. An intuitive appre-
ciation of this trade-off process may be conveyed by the following
example.

Suppose that one of the operations critical to performance is the
computation of an effective address from its base, index, and dis-
placement components. This computation must take place during
the interval between availability from main storage of an instruc-
tion and the beginning of the next main storage cycle. (This in-
terval depends on the delay from the initiation of a storage cycle
until data becomes available and on the length of the cycle it-
self.) At one extreme, a three-input parallel adder of adequate
speed could be provided in the data-flow section solely to com-
pute addresses, permanently connected between the address
component source registers and the storage address register by
dedicated data switches. This configuration could be controlled
by just one or two bits in a single control word, but would require
substantial logic circuitry. At another extreme, a single one-byte
adder might be provided in the data-flow section that is to be
shared by all operations calling for addition. In this case, the
address components would have to be switched byte by byte
into the adder input registers and the address accumulated in a
series of partial sums. At least five or six control cycles would be
required in the same length of time as a single cycle in the first
case;, more data switches would be active and require more bits
in the control word; but very little logic circuitry would have to
be supplied solely for address computation. The best configura-
tion depends upon the specific relationships between control
store speeds and capacities, the logic required, and the costs.

The rapid decrease in logic costs promised by advances in in-
tegrated-circuit manufacturing technology is now definitely loos-
ening logic minimization constraints on data-flow section design
(hence microinstruction set definitions); and interest is increasing
in more generalized organizations that could make a single hard-
ware configuration a reasonable match to several distinctly dif-
ferent virtual machine definitions.

The discussion so far has probably given the impression that
writing microprograms is, as far as logic and information content

is concerned, a nontrivial task. This is very often the case. The

No. 1 + 1972 MICROPROGRAMMING READINGS

writing
microprograms




cost
benefits

performance of a processor is dependent upon the number of con-
trol cycles executed per function or instruction, and its cost is a
function of the amount of control store needed. There are bene-
fits to be derived from tight, “clever” microcode, which contrasts
with the case of conventional software where clarity and main-
tainability are generally more important. An intimate knowledge
of data-flow facilities, microinstruction specifications, and ma-
chine timing is prerequisite for writing efficient, tightly packed
microcode.

The mechanical aspects of creating microprograms are less for-
midable. To support the development of System/360 and System/
370 microprograms, a set of design aids called the Control Auto-
mation System has been developed. This system accepts micro-
programs in a special flowchart format and performs diagnostic,
simulation, assembly, and documentation functions. Its principal
outputs are printed flowcharts (control logic diagrams) and a man-
ufacturing interface tape to direct the physical production pro-
cesses.

The bulk of all microprogrammed computers produced so far has
employed read-only control stores. Most microprograms have
been produced for these computers in a development environ-
ment as essentially one-shot operations. While the need for ac-
curacy and efficiency has led to automation of the checking,
verification, and bit-pattern generation tasks by simulators and as-
semblers, there has been no strong impetus to develop compiler-
level microprogramming aids. Assembler-level facilities are a
good match for relatively small staffs of highly skilled people

writing relatively small volumes of microprograms; compilers
are more likely to find economic justification where many people
of diverse skills have continual need to generate and maintain
large quantities of programs. Since the latter environment seems
somewhat remote for microprogramming, microprogram com-
pilation will probably remain a subject of academic interest for
the near future.

Other design considerations

In order to achieve the required speeds at reasonable cost, tech-
nological constraints have generally dictated that control stores
be writable only by mechanical or electromechanical means (of-
ten involving a factory-only process). The principal benefit of
such stores is the increased number of functions (compared with
logic network controls) obtainable for a given cost. Costs of logic
controls increase in roughly linear proportion to functional cap-
ability, but once the physical installation of a control store is ac-
counted for, the incremental cost of adding functions up to the
maximum capacity of the store is small. A plot of cost versus
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function for microprogrammed control thus approximates a series
of step functions, each step representing the addition of a module
of storage, and lies beneath the cost line of logic for significant
ranges of function. The cost differential has encouraged inclusion
of multiple instruction set controls (emulators) and extensive
checking, retry, diagnostic, and verification procedures. Eco-
nomically feasible control store capacities have been far from
generous, however, and have still constrained the number of func-
tions a particular machine can include. Advances in manufac-
turing technologies are now making it economically reasonable
to include useful quantities of high-speed control store the con-
tents of which can be rapidiy changed in an operational environ-
ment. Such storage, loaded by replacement or overlay methods
from inexpensive permanent microprogram residence devices,
can greatly expand the effective control capacity and largely
remove the capacity constraints, hence manufacturer’s cost
constraints, on the instruction repertoire with which a machine
can be equipped.

During program execution in a conventional digital computer,
the CPU communicates across an interface to the main storage
unit, fetching instructions and data and storing results. If we as-
sume that the CPU is fast enough to always use every storage
cycle available to it (main storage is never waiting for the CPU),
then we see that data are transferred across the interface at the
maximum rate possible, utilizing the maximum available data
bandwidth.

The fact that a machine is running at maximum storage data band-
width does not necessarily imply that a particular programmed
task is being executed at the maximum rate that could be achieved
given the freedom to vary the organization and representation of
the statement of the task (the program) and its associated data.
The formats and sequences of communications across the storage
interface are functions of the instruction sequence and must con-
form to the architectural rules of the target instruction set. There
are at least two ways in which the storage bandwidth information
efficiency may be decreased from its possible optimum: when a
program is not optimally constructed for a given architecture,
and when the architecture itself permits only an inefficient state-
ment of the algorithm being executed. We will not consider the
first source of inefficiency here but will concentrate upon the
second.

Let us take as an example a segment of code whose purpose is to
multiply two numerical strings of the same number and size of
element pairs. Given an instruction set with a typical scalar-
oriented, operation-code, memory-address, register-address for-
mat, we see that each element pair requires at least the following
program steps to be executed:
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1. Load memory to register.

2. Multiply memory to register.

3. Store registers to memory.

4. Update indexes and close loop.

For every element pair in the strings, at least four instructions
(and possibly more, depending on the data characteristics and the
power of the index manipulation and loop-closing branch instruc-
tions) must be fetched across the memory interface, in addition
to the two data fetches and one result store.

Compare this with an instruction set that contains provisions for
initializing data descriptors and repetitively executing operators
over described strings of data. To start the program segment
would require several initializing steps:

1. Load string 1 starting address, increment, and extent.
2. Loat string 2 starting address, increment, and extent.
3. Load result starting address, increment, and extent.
4. Define end and branch conditions.

This could then be followed by one step:
5. Execute operator (multiply).

This sequence would produce exactly the same effect as the first
example. However, once the initializing fetches are accomplished
only source and result data transfers are required across the me-
mory interface, regardless of the extent of the strings. The infor-
mation efficiency with which the available memory bandwidth is
utilized is increased by the elimination of the repetitive instruc-
tion fetches per siring element shown in the first example. Once
initialization is complete, microroutines can accomplish all the
necessary updating and testing of string addresses without fur-
ther reference to main storage, assuming of course that sufficient
storage and transformational logic is made available to the micro-
programmer in the CPU data-flow section, and that the additional
internal functions can be accomplished in the available time.

The foregoing paragraphs illustrate one of the principal situations
in which microprogramming can be utilized to enhance CPU per-
formance: where information efficiency, or density, across the
memory interface can be increased by revising instruction and
data format definitions to substitute microprogrammed functions
for logically redundant storage cycles. (Note that logic networks
could also be used to control the added functions.)

An extension of this principle occurs in special cases where in-
formation normally resident in the instruction stream can be re-
moved and instead implied in special-purpose microroutines. An
example of such a special case might be the previous example of a
string multiply restricted to fixed-length strings with fixed-size
elements. The increment and extent parameters could be stored
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in the microroutines as local constants, eliminating the need for
transfer of this information in the initializing sequence.

A secondary benefit may accrue when specially designed instruc-
tions permit a more compact program representation that re-
quires less memory space than its conventional instruction equiv-
alent.

An implicit theme in a number of technical discussions of dy-
namically changeable controls has been that users will leap at
the opportunity to tailor machines to their particular require-
ments by writing tailored microroutines. Industry experience in-
dicates, however, that this is a naive assumption. Developments
in computing hardware have been paralleled by developments in
software language processors and operating systems (with strong
user impetus) that are designed to remove the users’ problem
statement and operational interfaces as far as possible from the
machine level. The tendency to adopt higher-level interfaces
has a basis in programming cost considerations. There is a rough
correspondence between the power and sophistication of system-
provided services and the language level employed. As machine
language is approached, a programmer must do more and more
for himself; thus he must exercise greater detailed programming
skills while running the risk of reduced overall productivity.
Since the machine code level has proved thoroughly distasteful
to most users, it is hardly reasonable to expect user enthusiasm
to manifest itself at the microcode level, which is yet more com-
plex and intricate.

The exposures of users programming at the microcode level are

not limited to the possibility of incurring higher direct coding
costs. A family of machines that is compatible at the machine
instruction and architectural levels will almost certainly not be
alike at the data-flow and control levels. Consideration must be
given to the loss of compatibility that may be incurred when an
installation is made dependent upon special microroutines. Such
features may render it impossible to use standard operating sys-
tems, language processors, and the like; it may be either pro-
hibitively expensive or impossible to duplicate the features on
other models within the family; and nonobvious side effects may
have unexpected ramifications in areas remote from those di-
rectly affected by the features.

On the other hand, it is reasonable to expect manufacturers to
seek ways of providing users the performance and efficiency
increases that are made technically and economically feasible
by large effective control store capacities. We have seen that, for
algorithms whose expression in conventional machine instruc-
tions entails logically redundant storage cycles, performance in-
creases can be obtained by creating new machine instructions
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that permit higher information efficiencies across the memory in-
terface. It appears that many common programmed functions
fall into this category. Examples include the table searches and
manipulations typical of many operating system and language
translation tasks, and computations upon string, vector, and array
structured data. However, there is presently little experimental
data that can be used to precisely identify such functions and to
quantify their frequency of execution.

It is intuitively evident that what comprises an optimal instruc-
tion set is an intimate function of the logic and data character-
istics of a given program. From an overall system point of view,
an instruction set should be judged on efficiency in automating
program generation, debugging, and maintenance processes, as
well as on execution-time efficiency. In light of the almost infi-
nite variations of programs that exist, it appears a nearly impos-
sible task to choose a small library of instructions —say 200, 500,
or even 2000 instructions — for fixed installation on all of a given
computer model with the goal of approximating an “optimal” set
for a reasonable percentage of all environments. An instruction
set of greater flexibility and power than conventional scalar- and
register-oriented sets could certainly be provided in the future
as a fixed base. But it may prove worth while to also make pro-
vision for dynamic optimization of the repertoire as a function
of its local program and system environment.

If optimization facilities were to be incorporated into a system,
it would be equally important to include a way to measure opera-
tions in representative system environments so that optimization
choices could be based upon reasonable quantitive estimates,
rather than conjecture and trial and error.

In the architectural design of such optimization facilities, at least
three questions should be answered: What repertoire parameters
should be variable? What should be measured in order that in-
telligent choices of parameter settings can be made? By what
mechanisms should parameter settings and the associated con-
trols be changed? To properly answer these questions, an under-
standing is required of language, program, and data structures
and processes, as well as a knowledge of the potentials and limits
of the physical host facilities.

It is fairly clear that, whatever the optimization methods might
be, they should not require that users actually microprogram,
nor even understand microprogramming. Implementation should
be through disciplined and well-controlled combinations of archi-
tecture, language processor, and operating system services, with
the user’s interface as straightforward and as far from the de-
tailed microcode level as possible, and with compatibility main-
tainable across a complete family of computers.

DAVIES IBM SYST J




An area that seems to be currently somewhat neglected is the
relationship of architecture to software reliability. A program,
like hardware, fails when it produces unexpected or incorrect
results. Hardware is generally well checked at the functional
level, and most current architectures establish some rules of
validity for individual machine instructions. These are enforced
by hardware checking, so that failures through the machine-code
level are relatively well screened. Rules of validity for program
representations above the machine-code level are rudimentary,
however, and failures due to faulty program structure are usually
detectable only through their side effects (unless checking rou-
tines are explicitly coded).

Consider as a simple example an architecture that defines some
particular operation code as an entry code and establishes the
rule that this be the only valid target of branch operations for
program control transfers. This rule could be hardware-enforced
by a few microinstructions, giving a simple but powerful check
on the connectives constructed during execution. The author is
of the opinion that extension of architectural discipline to pro-
gram structure, implemented and checked by microprogrammed
controls, may be one of the more rewarding uses of expanded
control store capacity.

Summary

The part of a digital computer that performs the useful work is
made up of these elements:

o Storage facilities
e Routing and switching facilities
¢ Data transformation facilities

They are connected together in data-flow sections. A data-flow
section can be considered a hardware host for simulating a target
machine. The simulating agent is the control section. The task
of the control section is to generate sequences of signal patterns
that direct the data-flow activities to create the effects described
by some target machine specification.

One particular class of control mechanisms uses regularly or-
ganized storage arrays to contain a large part of the control in-
formation. Machines employing such control mechanisms are
said to be microprogrammed. Specific control section and data-
flow designs evolve from considering architecture, technology,
performance, and cost interrelationships. Microinstruction for-
mats can range across a spectrum from a one-to-one correspon-
dence between control gates and bits in the microword to “mini”
formats that approximate conventional machine instruction
forms.

MICROPROGRAMMING READINGS

software
reliability




Control stores have historically, for speed reasons, generally
been effectively read-only, have provided more functional cap-
ability above some threshold at a given cost than logic networks,
but have still been limited in capacity and, for very high perform-
ance environments, in speed. The incremental functional cap-
ability has been utilized to provide multiple instruction reper-
toires and extensive checking, recovery, and maintainability
aids. Current manufacturing advances are rendering writable
control stores more attractive in cost and speed. Very large ef-
fective control store capacities can be achieved through com-
binations of bulk microprogram residence devices and writable
control stores.

Raw processor performance can often be increased by enriching
instruction repertoires to permit more efficient representations
of algorithms and data structures. Efficient repertoire optimiza-
tion may depend upon detailed analysis of application environ-
ments and means for dynamic, local adaptation of the repertoire.
Writable control stores offer the technical means of implement-
ing local adaptation, as well as the capacity for implementing
richer base instruction sets. It is unrealistic to require users to
microprogram; to exploit these potentials adaptive capabilities
in future systems will have to be exercised through well-con-
trolled higher-level language facilities.

A goal for future architectural development exploiting writable
control store capabilities should be to increase the efficiency of
overall system processes —program generation and maintenance,
language processing, data handling, and operational control —as
well as to increase raw execution efficiency. This will involve
consideration of the relationships between language structure,
language transformation processes, program forms, and data
structures, as well as the physical data-flow and control facilities
that will be technologically and economically feasible. Architec-
tural specification of rules of validity for program structure, im-
plemented by microcode, may be one fruitful avenue to increas-
ing overall efficiency by enhancing program testing processes
and operational program reliability.
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appropriate “exchange register’”’ transfer paths.
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(1965).

The proposed design of a small microprogrammed machine is described that
accepts FORTRAN from a keyboard, translates statement by statement to
a FORTRAN-resembling internal representation, executes completed pro-
grams, and provides debugging facilities, all under control of microprogram
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nonprogramming people concerned with extension of machine architecture
by “firmware.”
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48. A. P. Mullery and R. F. Schauer, “ADAM —a problem-oriented symbol
processor,” AFIPS Conference Proceedings, Spring Joint Computer Con-
ference 23,367 -380 (1963).

Clearly written although not always easy to follow, this paper describes a
string-oriented language and data structure for a proposed experimental ma-
chine. The systematic emphasis upon information processing rather than
mathematical computation is worth noting.

. G. Radin, “A note on the concept of binding,” IBM Thomas J. Watson Re-
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A readable and excellent treatise on the relationships among program form,
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and neither is particularly easy to read. Floyd reviews the principles of formal
grammar structure and analysis while Waite describes a preprocessor for
expansion of source-language macros. They are included here as leaders into
the fields of language construction and manipulation for those contemplating
future architectures exploiting writable controls and ““firmware.”
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