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control  computer.  Thus,  while  each  active  terminal  user  “occupies” a 
dedicated  disk  drive,  he  may  share  the  computer with many  other  terminal 
users  in a simple  manner.  The  ratio of users to  computers is dependent 
on  both  the size and  power of the  machines used and  the  computation 
requirements of the  particular mix of users. This system organization is 
inherently a simpler  and  therefcre  more  reliable  approach to time-sharing 
computers,  and  has  the  potential of a highly available  system  at  relatively 
low cost. Economic  configurations  are possible for a range of system  sizes 
that  span  at least one  order of magnitude.  Finally,  problem  programs 
developed  by  remote  terminal  users  can  be  run  on a dedicated  batch  system 
if compatible  computers  are used. 

A Note on Ambiguity of Context-Free Languages and Presentations of 
Semilinear Sets, A. L. Rosenberg, Journal of the Association fo r  Computing 
Machinery 17, No. 1 ,  44-50 (January  1970). An investigation is made of 
certain  quantitative  and  qualitative  aspects of inherent  ambiguity of context- 
free  languages. Two  main  results  are  proved.  The first asserts  that  for  every 
integer  k  there  are  inherently  k-ambiguous  context-free  subsets  of a*b*c*. 
This  result is obtained  as  a  corollary of a more  general  result  concerning 
ambiguous  presentations of semilinear sets. The  second result asserts  that 
inherent  ambiguity  can  arise  from  the “nesting” property of context-free 
languages,  as  well as from  the  “pairwise  matching”  property. 

A Processor Allocation Method for Time-sharing, A. P. Mullery  and 
G. C. Driscoll, Communicatiorls of the ACM 13, No. 1, 10-14 (January 
1970). A scheduling  algorithm  is  proposed which is intended to minimize 
changes of tasks  on  processors  and  thereby  reduce  overhead.  The  algorithm 
also has  application  to  more  general  resource  allocation  problems.  It  is 
implemented  by  means of a method  for efficiently handling  dynamically 
changing  segmented lists. 

Programming and Graphics Support for Infrared Thermal Plotters, A. D. 
Levit, Materials Science 26, No. 9, 180-186 (September  1968).  Program- 
ming  and  graphics  support is essential if one  hopes to raise the  status of 
laboratory  thermal  plotters  from a curiosity  to a significant, useful  tool. 
Computer  programs  have  been  written  to aid in the  development of the 
instrument by testing  proposed  techniques  for  data  collection.  It will be 
shown  how  computer  programming  was used in the  investigation of the 
“one-scan  calibration”  hypothesis,  which, if  acceptable to the user, would 
substantially  reduce  the  amount of time  required  to  obtain  meaningful  data. 
Once  a  system  has been established,  computer  programming  can yield a 
feasible  method  for  data  display  and  interpretation.  Computer  programs 
are used to  convert  “raw  data”  into  the  more physically meaningful  tem- 
perature  versus (x, y )  position  from an initially established  reference  point 
in  a  plane. To obtain  maximum insight into  temperature  distribution  and 
heat flow, still another  program is used to  display  these  data  in  the  form 
of isothermal  contours.  The benefits of this  system,  over  other  approaches, 
and  the  derived  algorithm for the  construction of computer-generated  con- 
tour  lines will be discussed. Most significantly,  possible extensions of the 
contour  program  can  be  envisioned  which  may  prove  more  exciting  than  the 
original  concept.  Such uses could  include  generation of gradient  information 
and  heat flow patterns  leading to a more  thorough  understanding of heat 
transfer  mechanism  in  microcircuitry. 
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Symbolic Generation of an Optimal Crout Algorithm for Sparse Systems 
of Linear Equations, F. G. Gustavson, W. Liniger,  and R .  Willoughby, 
Journul of the  Association for Computing  Machinery 17, No. 1, 87-109 
(January  1970).  An efficient implementation of the  Crout  elimination 
method  in solving large  sparse  systems of linear  algebraic  equations of 
arbitrary  structure is described.  A  computer  program, GNSO, by symbolic 
processing,  generates  another  program, SOLVE, which  represents  the  op- 
timal  reduced  Crout  algorithm in the sense that  only  nonzero  elements 
are  stored  and  operated  on.  The  method  presented is particularly  powerful 
when a system of fixed sparseness  structure  must be solved  repeatedly with 
different numerical  values.  In  practical  examples,  the  execution of SOLVE 
was  observed to be typically N times as fast  as  that of the  full  Crout 
algorithm,  where N is  the  order of the system. 

Trends  in Computer-aided Circuit Design (CACD), E. T.  Johnson, Electro- 
Technology 84, No. 5 ,  57-62 (November  1969).  Computer-aided  circuit 
design-introduced only  a few years  ago as an  important new analytical 
tool  for  the  development engineer-is reaching  a level of maturity  where 
many of the  initial  problems  have  been resolved or dramatically  reduced. 
Fundamental  programming  improvements  plus  advances  in  graphic  display 
and  terminal  techniques have  resulted in faster  turn-around  time, ease- 
of-use and  greater flexibility in solving a wide range of circuit  analysis 
problems.  Fortunately,  these  advances  are  occurring  at  a  time  when  the 
impact of integrated  circuits  may  make CACD techniques  not  merely 
useful  to  the  engineer  but  rather, essential. Although  many  problems 
remain,  there  are  good  indications  that significant gains in computing 
speeds  and  the  ability of CACD  programs  to  handle highly complex 
design problems  can  be  expected  in  the  near  future.  The  author discusses 
these  trends  and  their  future  implications  in  addition  to  reviewing  the 
scope of the  present CACD  programs  available  for  the  analysis of DC, 
frequency  response,  s-plane  and  transient response. The  role of optimiza- 
tion  and  modeling  also  are  described. 
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