
Each stage in multistage  manufacturing  processes  raises  a  question 
of how  much  inspection i s  appropriate for quality  assurance.  Sam- 
pling  procedures  usually  provide  the  least  expensive  way  to  maintain 
quality.  

I n  this  paper,  a  method for use o n  a  computer  is  developed for 
evaluating  single  sampling  plans on the  basis of economics. 

Determining  economic  sampling  plans 
by E. W. Stacy, L. E. Hunsinger, and J. F. Price 

Multistage  manufacturing processes are commonplace in  industry. 
To ensure quality in the manufactured goods produced  by  such 
processes, some form of inspection is usually  employed.  Emphasis 
upon quality, while justified  on its own merits,  frequently  makes 
the economic evaluation of inspection  a  secondary matter.  The 
questions of where to  eshblish inspection stations  in a manu- 
facturing process and how much  inspection is necessary often are 
settled on a noneconomic basis. Yet, pricing and profit  pictures 
are  both influenced by answers to such  questions. 

Three  alternatives  are  available at  any stage of a manufac- 
turing process: (1) no  inspection at  all, which passes on defective 
items to succeeding stages that  may require expensive corrective 
work, (2) one hundred percent  inspection, which may be more 
expensive than correcting  defective  work in  later  manufacturing 
stages,  and (3) inspection of a, random  sample chosen from  each 
lot, which often represents  a compromise as  the  least expensive 
way to maintain  quality. In utilizing the last-mentioned  alterna- 
tive, called sampling.  questions  arise in deciding how much 
sampling is needed and  what courses of action are  indicated by 
various  sampling resulk This general  problem is discussed in  the 
literature. 

Relevant  analytical  techniques  are  suggested  by Hald,"3 
H a m b ~ r g , ~   L o ~ k e , ~  and Schlaifer' as well as  others.  The work of 
such authors served  as a basis for t'he work discussed here. In  this 
paper,  a  method is detailed for evaluating  sampling  plans on the 
basis of economics, cost functions  are  detailed,  and numerical 
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operation.  (Materials and labor have been added.) In  establishing 
the  amount of inspection to be  done  after  protective  coating, the 
notion is to minimize the  total cost of finding and correcting 
defects, recognizing that some corrective  action  may take place 
at inspection  and at each of the soldering operations. 

Per  item costs may change with gross changes in  sample size. 
For example, the number of men required to inspect 200 items  per 
lot  may  not  be four  times the number  required to inspect 50 items 
per  lot.  The cost formulas discussed herein require that such  costs 
be entered on a  per item basis for each  sample size considered. 
Also, rejected  lots sometimes entail clerical or other  additional 
costs which must  be considered. 

Appendix B contains  a  detailed  set of calculations for costs 
based upon  input numbers selected for illustrative purposes. 
These input numbers  relate  directly to  the protective  coating 
and soldering operations shown in Figure 1. 

Suppose, for example, that  the decision to accept or reject 
the  items is made without  sampling. Corresponding expected cost 
plots  depending on the LPD are shown in  Figure 2A, with the 
assumptions that: (1) inspection cost per unit inspected is equal 
to sorting  cost; ( 2 )  as previously mentioned,  inspection  costs a t  
processes beyond the first  stage  are negligible; (3) accepted  lots 
generate expected costs which are  proportional to  the LPD, 
depending upon the cost of necessary rework and  replacement a t  
various processes beyond the  first;  and (4) rejected  lots receive 
100 percent  inspection; hence, cost is  incurred  even if a rejected 
lot  contains no defective  items.  Costs of rework and replacement 
must  be  added  for rejected  lots  containing some defective  items. 
The expected amount of added cost is  proportional to  the LPD, 
depending upon rework and replacement rates at  the first stage. 

In  the no-sampling situation,  note  that,  at some LPD, ex- 
pected costs for accepting  a  lot  may  equal  those for rejecting it. 
That LPD value  is  denoted by p o  in Figures 2A and B and is 
called the break-even point. 

Figure 2 Cost of acceptance and rejection 
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Lots  with LPD less than  the break-even point should be ac- 
opportunity cepted;  others should be rejected.  Each  lot  presents an  opportunity 

loss to make the least costly decision. Ignorance of the LPD value, of 
course, precludes our taking  advantage of the  opportunity con- 
sistently. As previously stated,  an  opportunity loss is the differ- 
ence between the expected cost of an  action (acceptance or re- 
jection) and  the minimum expected cost that might  have been 
incurred. Suppose the 1,PD of a  lot is less than p,, for example. 
If no inspection takes place and  the lot is accepted, the opportunity 
loss is zero. If that lot is rejected, the  opportunity loss  is obtained 
as  the difference between the ordinates of the two lines in  Figure 
2A at  the LPD for the  lot. Similarly, if the LPD exceeds the break- 
even value,  rejecting it without sampling yields a zero opportunity 
loss; accepting it yields an opportunity loss that can be  deter- 
mined by  taking  the difference between the  appropriate ordinates. 

The purpose of inspecting  a sample is to garner evidence about 
the LPD. When such sampling is adopted,  certain costs are un- 
avoidable, viz., inspection costs for the sample and costs for 
replacing its defective items.  Note, however, that  the  latter costs 
depend upon rework and replacement rates at  the first process. 
For rejected lots, the inspection, rework, and  replacement con- 
tinue for the remainder of the lot a t  rates  appropriate to  the first 
process. Costs for the uninspected portion of accepted  lots  accrue 
a t  rates  appropriate to subsequent processes. 

Assumptions that we adopt  later imply  a  nonlinear  relation 
between LPD and  the overall expected cost for  lots that  are ac- 
cepted by sampling. This becomes evident as  the formulas are 
developed (particularly when Equations 1 and 18 are considered 
jointly).  The nonlinearity is reflected in  the curves labeled “Ac- 
cept  (Sampling)” in Figures 2 and 3. 

Figure 2B is based upon the same  assumptions which led to 
Figure 2A. It illustrates the  situation  in  terms of costs for four 
possible actions:  accepting  and  rejecting  without  sampling  as 
in Figure 2A, together  with similar actions as the result of in- 
specting  a sample. The  intercept for the dashed  curve depends 
upon the sample size and  the cost of inspecting each item  in  the 
sample. 

Again, each lot  presents an  opportunity  to  take  the least 
costly action  with the  opportunity loss being the cost difference 
between the action taken  and  the least costly action. Suppose, 
for example, that  the LPD for a  lot is less than  the break-even 
point. The lot could be accepted or rejected without sampling, 
as was discussed in connection with  Figure 2A. If it is accepted 
only after inspecting a  sample, the opportunity loss is obtained 
as the difference between the ordinates of the  appropriate curves 
(highlighted by the shaded  area  in  Figure 2B) determined at  the 
LPD for the  lot. 

Figures 3A and B are much like Figure 2, the  primary differ- 
inspection ence being that accommodation is provided for the likelihood 

and sorting that inspection and  sorting costs are  not  equal.  Figure 3A 
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reflects a no-sampling reject  line  based  upon  sort  costs  only. 
However, i t  is logical to  presume that some information is nec- 
essary  before  sorting of rejected  lots  can be initiated.  Figure 3B 
illustrates  such  a  situation; a  selected  number of items  must be 
inspected  prior to  any  sorting even if a lot is rejected  without 
sampling. If that selected  number  is  equal to  the sample size 
(when  sampling is employed),  there  is no  way to  distinguish 
between  rejection  without  sampling and rejection with sampling. 
Note, however, that  the break-even  point ( p o )  shifts  in  Figure 3B 
because some inspection  is  assumed to  be required  whenever  a 
lot  is  rejected. In  contrast,  there  is always the possibility of ac- 
cepting  a lot  without  any inspection. Opportunity losses are 
obtained a t  each LPI) as before. 

Certain  characteristics of the production process are assumed production 
to  be known. The first thing  required  is  lot size. If the lot sizes considerations 
under  consideration do  not  vary  greatly, it  may be  advantageous 
to  use the average  lot size  for  computing the economic sampling 
plan.  Applications  encountered by  the  authors  have involved lot 
sizes that varied  over a wide range. In  these cases, we selected 
several lot sizes throughout  the  actual  range  and  computed  the 
economic  sampling  plan for each size selected. This provided 
approximate  answers to  the questions of optimum sampling  plans 
for  lot sizes that were not  investigated. 

Second, a lot  percent  defective  table  is  required. This can in 
some cases be summarized  from  existing data.  In other cases for 
which data is  not available, one of two  things  may be  done. Col- 
lection of relevant data is often possible. An appropriate  form can 
be filled out  daily  by  manufacturing or quality  departments 
until sufficient  information  about LPD’S is obtained.  Whenever 
that procedure is impractical, the user  can substitute a  hypothe- 
tical  distribution for the LPD. His best guess as to  the LPD dis- 
tribution  may be good enough to  determine  reasonable, though 
admittedly not optimum,  sampling plans. 

The formulas  in the section  on theory  require  the user to know 
the percentage of defective  items that  are replaced and  the per- 
centage of defective  items that  are reworked. This  is necessary 
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so that  the rework unit cost is applied only to those units re- 
worked and  the replacement cost to those  units replaced. With 
respect to defective items,  the user also must know what per- 
centage of those defective items  eventually received at subsequent 
processes can be reworked and  what percentage must  be replaced. 
That knowledge enables the user to apply  the replacement and 
rework unit costs in  the correct proportions.  Similarly, it  is 
important to know the probability that a defective item will fall 
out in each subsequent process. 

A  typical  form suggesting the kinds of data which should  be 
collected in  this  regard is included in Appendix B in  Figure 7. 

Theory for comparing sampling plans 
In  the following discussion, single sampling plans are  to be com- 
pared  with no sampling on the basis of economics. Lot and sample 
sizes are denoted  by N and n respectively, and  actions (or de- 
cisions) resulting from sampling are made according to  the usual 
rules. That is,  a  lot is rejected if the number of defective items in 
the  sample exceeds some agreed-upon number which is here 
denoted  by d.  Rejected  lots are made defect-free (defective items 
are reworked or replaced) before being sent for further processing. 
Thus,  the lot sizes remain constant. For lots that  are accepted, 
only the sample is rendered defect-free prior to  further processing. 
Defective  items  in the remainder of such  lots are subject to 
detection at later stages of manufacture,  with rework or replace- 
ment as necessary. 

The cost model that we adopt accommodates two  aspects of 
manufacturing which merit special attention. It frequently 
happens that defective items can be classified according to  the 
subsequent  stage of manufacture at which the  item  may become 
troublesome. In such cases, a simplifying assumption is made: 
classification is unique, so that no  item can be troublesome a t  
more than one stage.  The symbol X, is used to denote the prob- 
ability that, if an  item fails to pass inspection at  the first stage, 
the defect is of the  type  that can be troublesome at the  sth stage 
of manufacture. It may also happen that product specifications 
used to define defects at the first  stage  contain a significant margin 
of safety.  Thus,  an  item that is judged to be defective at  the first 
stage  may  or may not cause quality  degradation at a  subsequent 
stage  in  manufacture. The symbol v. is used to denote the con- 
ditional  probability that  an  item will be troublesome at   the 5th 
stage, given that inspection reveals a defect of that type.  Thus, 
the product X p , ,  hereafter  denoted p , ,  is the probability that 
an  item  that would be judged defective at  the first stage will be 
troublesome at  the  sth stage. We also write q. = 1 - p,. 

The number of defective items  in any lot is unknown prior to 
probability inspection and is regarded as a  random  variable,  hereafter  denoted 

model by D, which may take  any of the values 0, 1, 2, - . , N .  How- 
ever, to facilitate  studies  in which values of D are grouped for 
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convenience, it is  expedient to write the possible values of D as 
a,, a2,  . . .  , ak 5 N .  Each a,  is  integer-valued and  the relation 
k 5 N + 1 must be satisfied. Also, for reasons apparent from 
Equation 1, sample sizes considered by us never exceed N - 

Ratios al/N, az /N ,  . . . , a, /N arc called lot  percent defectives, 
and the event D = ai is  denoted by A ; ,  i = 1, 2 ,  . . . , k .  The 
probability that D = ai, i.e., that  the event A i  occurs, is  denoted 
by P ( A  i). Historical records' of production may provide  estimates 
for P(Al) ,  P(A,), . ., P(A,). Otherwise, special studies or "best 
guesses" may be necessary. Discussion here is based upon the 
assumption that  the values  are known for each of the probabilities 
P(A,),  . . -, F'(Ak), with 

a ; ( i  = I., . . . , IC). 

k 

P ( A J  = 1 
1 

Random samples of sizes n 5 N are assumed whenever sam- 
pling is employed. The  number of defective items  in a sample is a 
random  variable  denoted  by R, and  the conditional  probability 
that R = r given D = a is assumed to be 

for r = 0, I ,  - . . , min (a ,  n) and  to  be zero otherwise. This is to 
say that  the conditional  distribution of R, given a, is taken  to be 
hypergeometric  with  parameters N, n, and a. 

When sampling  is employed, acceptance or rejection of a  lot 
is determined  by  whether or not R I d for the sample. The  event 
R 5 d is denoted by X ,  and immediate  interest concerns the 
conditional  probabilities 

P(X 1 A J  = CP(R = r 1 D = ut ) ,  i = 1 ,  , k  (2) 

where d' = min(d, a i )  and the remaining  notation  has the obvious 
meaning. The joint  probability that D = ai and R 5 d may  be 
written 

d '  

r - 0  

P ( A ; X )  = P(A , )P(X  1 A , )  (3) 

As a matter of practice, the hypergeometric  probability P ( R  = 
r 1 D = a)  frequently is approximated by  the use of either binomial 
or Poisson probability  tables, i.e., 

For use of the capabilities of a computer, a more satisfactory 
procedure is to use Equation 1 without modification. We may 
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compromise as follows for large  lot sizes, with  relatively  small 
values of a and n. Compute the approximate  value of 

by noting that 

- ( N  - u - 12 + l/2) log 1 - N 

(5)  

The present version of the previously mentioned  experimental 
computer  program utilizes Equations 4 and 6. 

We should note  that  the conditional  expected  value for R, 
equal repair and given a and  no  restriction on the number of defective  items in  the 

replacement costs sample,  is 

r$,(n) = n ( a / N )  (7) 

where the notation on the left side of the  equation  has obvious 
meaning. The restriction R 5 d holds in all  lots that  are accepted 
by  sampling. For those  lots, the expected value corresponding to 
Equation 7 is written 

d ,  

Ee,d(R)  = rP(R = r 1 D = a)/P(R 5 do 1 D = a) (8) 

where d,, = min (d,  a). (With a = ai, the denominator in  Equation 
8 is P ( X  1 Ai) . )  

A major consideration here  is the calculation of expected 
costs associated with acccpted  lots. The explanation at  this point 
and  in  the next  section  is simpler if  we assume tentatively  that 
repair and replacement vosts are  equal.  Defective  items  in the 
sample  are compensated for  at one rate,  say c, and  defective 
items  in  the uninspected part of an accepted lot involve  another 
rate,  say c'. The expected cost, given D = a, becomes inspection 
cost plus 

V = O  

I 
d o  

[cr + (a  - r)c']P(R = r I D = a) 
E,,,[cR + (a - R)c'] = , = O  

d o  (9) 
c P ( R  = r I D = a) 
r - 0  
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I 
~ Label in Figure 2B Algebraic  notation 

Accept (No sampling) Cl(U) 
Accept (Sampling) C d a )  
Reject (No sampling or sampling) C d a )  

I for  defectjive  items  in  accepted  lots. This cost includes  items  found 
t,o  be  defective at  the inspection station.  Denoting inspection 
cost plus the right side of Equation 9 by C ( a ) ,  w e  see that’ t,he 
unconditional  expected cost of accepted lot’s of type X becomes 

m 

i l l  

Various modifications to  Equation 9 are considered in  subsequent 
sections.  However, we retain  the notat,ion C ( a , )  in  all cases since 
no  ambiguity  results. 

It is convenient at  this  juncture  to again refer to Figure 2 .  
Ordinates of the curve  labeled  “Accept  (Sampling)” are given 
by C(a) .  To distinguish  these  ordinates  from  those of other  curves, 
subscripts  are  adopted,  as  in  Table 1. Suppose for purposes of 
interpretation,  that a  lot is accepted as a  result of inspecting  a 
sample of items.  Then [C,(a) - Cl(a ) ]  gives the conditional ex- 
pected opportunity loss if ( a / N )  < p o  and [C,(a) - Cs(a ) ]  gives 
the corresponding opportunity loss when the value of a /N  ex- 
ceeds p o .  The unconditional  expected opportunity loss for accepted 
lots  (based  upon  sampling) is computed  by 

Extension to cover other cases indicated  in Icigures ‘2 and 3 is 
completely  analogous and  merits  no special comment. 

Produd design specifications having  margins of safety, as 
previously  discussed, are accommodated  similarly. If a’ defective 
items  from the first  stage are presented  at’ the  sth  stage, some will 
cause quality  degradation at  the  latter process; some will not. As 
a consequence of the definitions in  the beginning of this section 
on theory,  the  quantity p ,  may be  regarded as the probability 
that, if a  defective item  is presented to  the st,h  stage, the  item will 
necessitate  corrective  action at the  sth stage. If a’ items  are pre- 
sented, the probability that r’ will cause corrective  actions is as- 
sumed to be 

where p. = 1 - p ,  as before. The associated  random  variable is 
denoted  by I? and, accordingly, its mean value is alps (again 



from  elementary  probability  theory).  Introducing  these notions 
into  the cost considerations  indicated by  Equation  9, we see that 
the expected cost of a defective  items in a  lot of size N becomes 

x P ( R  = r I D = a) 
n o  

. = u  

when the  sth stage  is considered and  the sample size is n. 
Extension of Expression 12 to include  several  stages is straight- 

forward. The expected cost corresponding to Expression  12 
becomes : 

x P ( R  = r 1 D = a) 
d o  

1 = 0  

where c, is the cost of a  defective part when it necessitates cor- 
rective  action a t  t)he sth stage (s = 2 ,  3, * . . , m). 

An unconditional  expected cost corresponding to Expression 
10 is written  in  an obvious  way,  requiring  only that C(a, )  be 
int>erpreted  according t’o Expression 12 or 13, as  applicable. 

It is convenient to recall that q. = XJv, ,  where X, is the prob- 
variations  in ability  that, if an  item fails to pass inspection at the first  stage, 

cost formulas the defect is a type  that can  be  troublesome at  the  sth  stage,  and 
v,? is the probability that, if the defect  is of that  type,  it mill be 
troublesome. Thus, direct, substitution  into Expression 13 yields 
the expected cost 

,i 

x P ( R  = r 1 D = a) 
1 = 0 

when a defectives in  all  are  generated at  the first process for  a  lot 
that is acmpted  with  sampling. 

Introduction of inspection  costs for the sample (and, when 
inspection  and appropriat>e,  sorting  costs  for the remainder of rejected  lots) is 

sorting costs straightforward.  For  example, consider Expression 12, which 
applies t’o accepted  lots. If T denotes the inspection cost per item 
inspected,  one merely adds nT t,o  Expression 12 to  obtain  the 
expected cost per  accepted lot. (Modifications  t>o  Expressions 13 
and 14 in  this ( m e  are  identical.)  Corresponding cost,s for rejected 
lots become 

nT + ( N  - n)S’ + ac (15) 

where X is the sorting cost, per item  sorted. 
It is usual a t  every  operation to find that reworking  some 

defertive  items  is less expensive than replacing  those  same  items. 
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inspection station can be reworked satisfactorily,  and  let 1 - a = 
P. Corresponding  probabilities  associated  with the  sth operation 
are  indicated  hereafter  by  subscript,  thus defining a. and 0.. 
Similarly,  let t and u indicate the respective  costs of rework and 
replacement  for  each  defective item  found at  the inspection station 
and  adopt  the  same  subscript  notation  to  indieatme costs a t  sub- 
sequent  operations. 

Expression 14 is rewritten as 

m 

S = 2  

to  express conditional  expected cost when a defective it’ems exist 
in a lot  prior to  sampling and  the  lot is accepted.  (Inspection cost 
must  be  added.) 

It is possible, of course, to reject  a  lot  without  sampling.  When expected costs 
sorting is applicable, i t  cannot begin immediately.  Some  number of no sampling 
of items,  say n’, must be  thoroughly  inspect’ed to determine  what 
to  look for when sorting.  This leads to  the conditional  expected 
cost formula: 

n’T + ( N  - n’)S + a(at + Pu) (17) 

for lots  that  are rejected  without  sampling, given that  there  are 
a defective  items in  the  lot. 

The corresponding formula for lots  that  are accepted  without 
sampling  is 

where T. is the inspection cost per item  at  the  sth process (the 
current  computer  program is based upon T ,  = 0), and  the overall 
expected cost of such lots is 

2 P(Ai>C’(aJ 
i = l  

where C’(a,) is indicated  by  the  immediately preceding cost ex- 
pression. TJnconditional expected cost for rejected  lots is computed 
in the obvious way for the no-sampling case. 

We now summarize the conditional  expected costs, given that 
the defective  items in  the  lot is a,  when sampling is the  adopted 
course of action: 
Rejected  lots 

nT + ( N  - n)S + a(at + Pu) 
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Apcepted lots 

nT + ( N  - n) T ,  
8 = 2  

+ 5 ?=n {[(at  + pu)r + (a - r )  2 n = 2  (a.3t. + p.u,)h.v,] 

x r ( R  = r 1 D = a)} /  5 p ( R  = r 1 D = a) (18) 

Expressions for unconditional  (overall)  expected  costs and 
opportunity losses are modeled after Expressions 10 and 11 
respectively. 

The previous  paragraphs  set  forth some of the fundamentals 
more than one for economic evaluation of sampling  plans  based  upon  lot size 
action  number N ,  sample size n, and  an  action  number d. It is  convenient in some 

problems to examine more than one action  number,  say dl and 
d,, in  a single analysis. Then  three  events  are defined, based  upon 
the number R of defertive  items  found  in the sample.  Denoting 
these  event's  by X, Y ,  and Z : 

0 5 R 5 dl  defines X 

d, < R 5 d, defines 1' 

d, < R tlefines Z (19) 

!vi tJh 

P(X  1 A,)  = P(R = r I D - u ? )  

7=n 

d 8 

7 = O  

rl ' ' 

P ( Y  I A, )  = P(R = 1. I D = ai) 
7 = r l ' + 1  

d ' ,  I 

P(Z 1 A , )  = P(R = r I D = ai) 
r=rl"+1 

where d' = min(dl, ai), d" = min(d,, a i ) ,  and d"' = min(ut, n) .  
Of rourse, if ai 5 d,, then P (  Y 1 A i )  and P(Z  \ A,) are  each zero, 
and, if d l  < ai 5 d,, P(Z  1 A c )  is zero. Development  leading to 
formulas for unconditional  costs and  opportunity loss corres- 
sponding t'o events Y and Z is straightforward. (If we first  recall 
Equation 3 ,  we see t,hat Expressions 10 and 11 serve  as models for 
final formulas.  Nodificat,ions to  Equation 9 must be  conlpat'ible 
wit,h Equation 20, of course, and indices for the two  summations 
in Expression I 1  should reflect, respectively, (a , /N)  5 p ,  with 
C,(a,) > C,(a , )  and ( a , / N )  > p ,  with C,(a,) > C 3 ( u ; ) . )  Figures 
8 and 9 and  Table 5 in Appendix B indicate  calculation  details 
of a  convenient work format'. 

Kumericd examples encountered by  the  authors  have led 
to t,he csonject'ure t)h:tt in all  practical  applications, one of these 
d values I d 1  be redundant.  That  is to say, if rejection  is  best 
when Y occurs, then rejection is best when Z occurs. Similarly, 



Details  for  computing costs are cited for a  particular  example 
in Appendix B. However, the computations  are  quite  suitable for 
computer  calculations. Appendices C and D contain  typical com- 
puter  printouts for the example cit,ed. In  deference to users who 
wish to display  details  such  as  those  t’hat Hamburg4 Locke,’ and 
others  recommend, the program  incorporates  two  options  for the 
printout: one  provides  numbers for displaying  a  romplete “decision 
tree”  through  the use of Bayes’  theorem;  the  other provides only 
the essentials for comparing  various  sampling  plans. 

Figure 9 in Appendix B shows a work format  indicating the 
specific computations  t’hat yield the expertcd  opportunity losses 
under  “sampling” and “no-sampling”  assumptions. 

A sampling  plan is determined when both  t’he sample size (n)  optimum 
and  the acceptance  number (d )  are specified. An optimum  sam- sampling plan 
pling plan is defined to  be a  plan whose expected  opportunit’y loss 
is a t  least  as small  as that for any  (every)  other  plan. Direct’ 
comparison of opportunity losses provides  t’he  only  available way 
of finding an  optimum  plan. 

To find the  optimum sampling plan,  the following procedure 
is adopted: holding the previously defined d, and d, values con- 
stant,  the  total expected opportunity losses for various  sample 
sizes are computed.  Appropriat’e  graphic  techniques  are used t’o 
select the  optimum  sample size if dl and d, arc used.  Similar 
analyses for other dl, d, values are  made,  and t’he total expected 
opportunity losses for the respcc%ivc opt>imum  sample sizes are 
easily made.  (Sample size zero is considered each time  by use of 
the  “no sampling”  expected losses.) Figure 4 illustrates the re- 
sult.  Curves for several  sets of action  numbers  are displayed, the 
corresponding input  information (costs, 1~1~1)  distribution,  etc.) 
being cited in Appendix R. The  heavy  curve of Figure 4 is asso- 
ciat’ed  with dl = 1, d, = 3 and is interpreted  to mean (for these 
action  numbers  and the specific input  information of Appendix B) : 

When t8he sample size is less than  about 110, the smallest 
expected  opportunit’y loss is achieved by  rejecting any lot, 
whose sample  contains  two or more defective it,ems. 
For larger  sample sizes, t’he  smallest expect>ed loss results 
from  rejecting  items only when the number of defective  items 
in  the sample exceeds 3. 
Among the plans that were considered, the best is a  plan  with 
a  sample size of about 65, and  an acceptance  number 1, i.e., 
n = 65 and d = 1. (See Appendix D, underlined row of entries.) 

The right-most column in Appendix  D  provides necessary 
information for plotting the curve.  Each of the other  three curves 
in  Figure 4 is interpreted  in  a  similar  way.  Thus  each  pair of action 
numbers (dl, d,) leads to a  unique  “best”  plan which should re- 
ceive special attention  in finally determining the  optimum  plan. 
T’isual inspection of the various  curves  indicates that  the  optimum 
plan  is  designated by  about n = 65 and d = 1. The corresponding 



Figure 4 Optimum  sampling 

MINIMUM EXPECTED LOSS 1 

ON CURVES, dl ON LEFT AND dl  ON RIGHT 
"d" NUMBER COMBINATIONS ARE SHOWN 

most attractive  plan involving different d numbers is given by 
n = 40, d = 0, with  expected opportunity loss 40.8 cents  per  lot.) 

The determination of economic sampling  plans  can  be  done 
on a  computer. Data can be  evaluated  more  readily a t  a  faster 
rate  and  in  greater  amounts. Appendix A describes some of the 
aspects of an experimental  program  corresponding to  the method 
just discwssed for evaluating single sampling  plans. 
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Appendix A: Aspects of a program for economic 

We now briefly describe the  input  requirements  and  output for- 
mat's of t'he  current version of an  experimental  program for  deter- 
mining economic sampling  plans.  Essentially the program does 
the calculat'iorls desvribed in the sect'ion on t'heory  and as outlined 
in  ;Ippendix B. 

sampling 
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There  arc nine possible types of input cards for the  program. 
They  are listed  in Table 2 wit'h a brief description of their (xm- 
tents. Det,ailed  descript,ions of these  cards are given in Appendix E. 

problem in a computer  run except, the sort cost cwd.  This  card setups 
is omitted whenever t,here  is  no  separate  sorting cost'. Subsequent 
problems in  the same run require a minimum  input of two t,itle 
cards  and a problem  card. Other rards may  be  added  optionally 
subject to  the following restrict'ions. 

Whenever :I new lot' percent' defectlive card is added to  the 
input, a new prior  probxbilitjy  card  must' also be  included  in 
the  input. 
Whenever a change is madc  in the line cards, all of the line 
cards  and  the ENDLIN card must, be reentered. 
Whenever a new station (sard is part of the  input  and  t'he  sort 
cost is different from the inspection  cost, a new sort cost card 
must also be entered. 

0 Whenever there is only onc operation  subsequent t o  the opera- 
tion being studied,  enter  t'he  subsequent  operation on a line 
card followed by a card  containing the  letters ~ ~ : ~ I > I , I S  in 
columns 1-6 and  blanks in columns 7-80. 

Figure 5 shotvs the order of the input  cards. It also shows 
what  action the program  takes when a  card is omitted or inserted. 
The processing initiated by the presence of LL card  is not shown. 
It should  be  emphasized tjhat  input cards must always  be  in the 
relative  order shown in  Figure 5. If an  optional  card is omitt,ed, 
i t  is simply not) found  by the program  and the card  read is com- 
pared  against  t,he  next  card  type  in the sequcnre. If a  card is out 

All of the card types  in  Table 2 are required input for the first, problem 

Table 2 Possible input cards 

Card t ype  Description 

Title (2 cards) 

Lot percent defective 

Prior probabilities 

Station 

Sort cost 

Line 

ENDLIN 

Problem description 

Finish 

Any alphanumeric  information to be used to 
identify the  output. 
Tells now many LPD levels are to be considered 
and lists  them. 
Lists the probability of occurrence associated 
with each of the LPU levels beiug considered. 
Corlt,ains all necessary iuformation about  the 
operation being studied. 
Contains the sort cost per unit if it is different 
from the inspechon cost per unit. 
Contains all necessary information aborlt a 
subsequent  operation. 
Contains all necessary information about  the 
last operation in the line. 
Tells the program what d numbers to use and 
what, sample sizes to analyze. 
This card signals the end of the  input  data  and 
mlmt be placed after  the  last problem card. 



it READ  A  CARD 

JOB MESSAGE 

0 READ  A  CARD 

CALL  EXIT 

Q READ  A  CARD 

TURN  ON 
LPD  SWITCH 

0 READA CARD 

NOTE 
A  SWITCH IS TURNED  ON  WHEN 
AN  LPDCARD IS READ  IN  AND 
TURNED OFF WHEN  A PRIOR CARD 

WHEN  A  PROBLM CARD IS READ 
IS READ IF THE  SWITCH IS ON 

AN ERROR MESSAGE PRINTS  OUT 
AND  EXECUTION IS TERMINATED. + YES 

TURN OFF 
LPD SWITCH 

i READ  A  CARD 

I 

+ YES 

i READA  CARD + YES 

0 READ  A  CARD 

$I READ  A  CARD 

READ  A  CARD 

ERROR MESSAGE 



sidered. An example of this  type of output is shown in Appendix 
C. If the short-form  output  is  requested, a one-line summary of 
the expected losses associated  with the two no-sampling strategies 
(accept no sampling,  reject  no  sampling) and  the  three  sampling 
strategies  (accept when R 5 dl, accept when R 5 d,, accept when 
R 5 n) is produced  for  each  sample size considered. The minimum 
expected loss due to sampling is also displayed.  Figure 4 can  be 
generated by plotting minimum  expected loss versus  sample  size; 
the heavy  curve corresponds to  the  data displayed  in  Appendix D. 

Appendix B: Numerical  example  description 
The section  on cost considerations  illustrates  a process in  the 
printed-circuit  card  production  line where a  polyurethane  pro- 
tective  coating is applied to  the cards.  There  are  two  major de- 
fects considered for  illustration.  They  are  illustrated  in  Figure 6 
as (A)  coating on lands  and (B) coating on tabs. 

In  each case, excess coat,ing can  interfere  with  sound solder 
joi11ts. In  this problem, we use the flow diagram shown in  the cost 
consideration  section, along with a list of historical  background 
dat,a  and cost figures to  calculat'e  expected  costs and  opportunity 
losses for a sampling  plan. 

A typical form for collecting data  in  this regard is shown  in 
Figure 7. Resulting  input  data for determining  expected losses 
are shown  in  Table 3 .  Figures 8 and 9 depict work format's. 

Following are some computations  presented  for  illustration. 

Calculations at inspection  station-lOO~o  inspection  and 2% LPD 

1. 100% inspection cost 800($0.005) = $4.00 (per lot) 
2. Other calculations 

a) Rework costs 800(0.02)(0.80)($0.093) = $1.19 
b) Replacement costs 800(0.02)(0.20)($0.360) = $1.15 

3.  Tot,al cost if 100yo inspection is used: $6.34 

Calculations at solder operations-no inspection 
1. At contact solder 

a) Inspection SOO($O) = $0 
b) Rework 800(0.02)(0.30)(0.~50)(0)($0) = $0 
c )  Replacement 800(0.02)(0.30)(0.50)(1.00)($0,58) = $1.39 ~ 

d)  Total $1.39 

2. At wave solder 
a) Inspect,ion 800($0) = $0 
b) Rework 800(0.02)(0.70)(0.15)(0.40)($0.20) = $0.13 
c) Replacement 800(0.02)(0.70)(0.15)(0.60)($5.00) = $5.04 
d)  Total $5.17 

3. Total cost if no inspect,ion is used: $6.56 

__ 

With similar  calculation for other LPD values, Table 4 is estab- 
lished. Table 5 describes  calculation  details. 

NO. 3 . 1969 ECONOMIC  SAMPLING  PLANS 

Figure 6 Moior defects in 
printed-circuit  card 
production 

A 
EXCESS FOATING 

E 

v 
EXCESS COATING 
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Table 3A Sample input data 

Indicated uses* of data 

Processes, 
work stations 

Table 36 lot  percent 
defective table -1-  Inspection 

at coating 

T = 0.005 
s = 0.005 
t = 0.093 
u = 0.360 

Contact 
solder 

t l  = 0 
U I  = 0.58 

Wave 
solder 

tz = 0.20 
uz = 5.00 

LY~ = 0.40 

P z  = 0.60 

Xz = 0.70 

Total  1.00 

Y? = 0.15 

Data type 

1. Unit inspection cost ($) 

2.  Unit rework cost ($) 
3. Unit replacement ($) 
4. Percentage of defective units 

5.  Percentage of defective units 

6. Lot size 
7. Lot percent defective/100 

8. Percentage of defective 

a. Sort cost (if different) ($) 

reworked/100 

replaced/100 

(see Table 3B) 

items/100 from coating that 
are  potential defects  here 

9. Probability  that a potential 
defect from coating will 
cause a defect here 

(ai/N) 
% Defec- 
tive/100 

1. 0 
2 .  0.010 
3 .  0.020 
4.  0.040 
5 .  0.050 
6.  0.100 
7. 0.180 
8 .  ... 
9.  . . *  

10. . . *  
11. ... 
12. f . .  

P(Ai) 

% Lots/100 

0.500 
0.250 
0.050 
0.050 
0.050 
0.050 
0.050 
... 
... 
. . .  
. . .  
. . .  

01 = 0.80 a1 = 0 

P = 0.20 81 = 1.00 
N = 800 

X1 = 0.30 

/ V I  = 0.50 

*Symbols as defined throughout  the discussion 
.I - 

Figure 7 data collection form Typicc II 

I MANUFACTURING INSPECTION 1 1 I 
~ 

REJECTED ORDERS 
QUALINASSURANCE 

I INSPECTION 

SAMPLING DATA 
DEFECT  TYPE & 

AMOUNT 
T t 

REPLACEMEN 
NUMBER 

&TYPE 

T 
100% INSPECTlOh 

0ATA.DEFECT 
TYPE &AMOUNT 

NUMBER 
REWORK 
&TYPE 

SAMPLING DATA 
DEFECT TYPE & 

AMOUNT 
REWORKEl 

NUMBER 

& N P E  
REPLACED 
NUMBER 

&TYPE 
r 

" 

- 
CARD SIZE 

A 
B 
C 
D 
E 

COATING ROOM REPLACEMFNT DFFFCTTVPFC PANEL TYPE 
INNERPLANE .I 
NONINNERPLANE-N 

I B M  SYST J 

NUMBER OF PIECES REPLACED 
IN COATING ROOM (TAKEN 
FROM ROUTING) 

~ ~~ 

COATING IN HOLES  -A INSUFFICIENT COVERAGE-E 
COATING ON LANDS-B MISCELLANEOUS -F 
COATING ON TABS -C ADHESION 
BUBBLES 

~. " . . . _" 
-D CONTAMINATION -G -H 
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~ ~~ 

Table 4 Expected costs and  opportunity losses 

LP D 

0 . 0  
0.01 
0.02* 
0.04 
0.05 
0.10 
0 .18  

Expected  costs 
(no  sampling)  

___- 

Reject 
lot 

4.00 
5.18 
6.34 
8.68 
9.86 

15.70 
25.07 

-1- 
" 

Accept 
lot 

0 
3.29 
6.56 

13.13 
16.42 
32.82 
59.09 

* From calculations in Appendix B 

Figure 8 Work  format  for LPD's 

Expected  opportunity loss 
(no  sampling)  

Reject 
lot 

4.00 
1.89 
0 
0 
0 
0 
0 

Accept 
lot 

0 
0 
0.22 
4.45 
6.56 

17.12 
34.02 

1 (from  Equalion 2 )  

1 
2 
3 
4 
5 
6 

k = 7  

(Illustration given in Appendix C) 

* From historical records 

Figure 9 Work  format  for casts and  opportunity losses 

i 

1 
2 
3 
4 
5 
6 

k = 7  

Costs 

N o  Sampling 

Reject  Lot  Accept  Lot 
-~ 

(Table 4) 

Sampling  size n 

Reject  Lot 1 Accept  Lot 

(Equation 9)  

Opportunity  Loss 

No Sampling  Sampling size n 

Reject  Lot  Accept  Lot  Reject Lot Accept  Lot I l l  
(Illustration given in Appendix C) 

* Labels for use in  Table 5. 
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Table 5 Total  expected  opportunity loss 

Pair* 

No sampling-reject lot: h n e r  product of columns labeled P ( A i )  
No sampling-accept lot:  Inner  product of columns labeled P ( A  i )  and and  (I) (11) 

X with sample size n-reject lot:  Inner product of columns labeled P ( A , X )  and (111) 
X with sample size n-accept lot:  Inner product of columns labeled P ( A i X )  and  (IV) ) 2  

Y with  sample size n-reject lot:  Inner  product of columns labeled P ( A i Y )  and (111) 
Y with sample size n-accept lot:  Inner product of columns labeled P ( A i Y )  and  (IV) 1 3  

2 with sample size n-reject lot:  Inner product of columns labeled P(AiZ)  and (111) 
Z with sample size n-accept lot:  Inner product of columns labeled P ( A i 2 )  and  (IV) ) 4  

* The minimum  value  in the first  pair (no sampling) is to be compared with  the sum of the minimum  values 
from each of the  three remaining  pairs  (sampling). 

Appendix C: Example of long form of computer  printout 

P R O T E C T I V E   C O I T I N G  2 HI 6 J O I N T   F R E O U E N C Y   D I S T R I B U T I O N   O F   S A M P L E   R E S U L T S   A N 0   F V E N T S  
L O T   S I Z E  L 000 Oll l  0283 SAMPLE S I Z E - 6 5  

PIYOFF M I T R l X  S H O Y I N G   O P P O R T U N I T Y   L O S S E S   F O R  
L C C E P T I N G   O R   R E J E C T I N G   L O T S  YlTHDUT S A M P L I N G   L P O   T Y P E  X TYPE Y T Y P F  2 T l l T A L  

S A M P L E   R F S U L T S  

.a 
1 PO 

.OLO 

.040 

.OZO 

-050 
.IO0 
-180 

PRIOR 
PROB. 
.500 
.250 
-050 
-050 
-050 
-010 
-050 

R E J E C T   I C C E P T  
4 C T I O N  

4.00 0.0 
1.89 0.0 
0.0 0.22 

E X P E C T E D  
R E J E C T  

0 .47  
0 .0  

0.0 
0.0 
0 .0  
2.47 

2.00 

0.0 

L O S S E S  
4 C C E P T  

0.0  
0.01 
0.22 
0.33 

1.10 
3.12 

o .n 

o.n6 

.o 

.OlO 
-020  

-050 

. I 0 0  

T O T A L  

.n40 

. loo 

2 1 7  .031 . D O L  .250 
.5oo .O  .o .=,on 
.0>1 .o17 .on2 .OW 
.n12 .oz5  .a13 .o50 
.on7 .ozz . O Z L  . m o  
.ooo .oo5 .n45 .a50 
.no0 .ooo .o50 .om 

0.761) 0.101 0.131 1.000 

T Y P E  X N U M B E R   O F   O B S E R V E 0   D E F E C T 5   L E S S   T H A N  OR EOI IAL  T O  I 
T Y P E  Y Nl lMBER OF ORPERVEO  DEFECT5  GREATER THAU 1 

T Y P E  I NUMBER OF OB5ERVFI )   OEFECTS  GREATER  THAN 3 
A N V   L E S S  THAN DR EPIJAL Tn 3 

""""""""""- 
C I L C U L A T l O N   O F   P O S T E R I O R   P R o B 4 n t ~ l T l ~ s  
OF E V E N T S   G I V E N   T Y P E  X l N F O R M 4 T l O N  

- 0  0.500 1.000 0.500 0.651 
L P D  PI41 P I X I 4 1  P I & I P I X I I l  P I A I X I  

-010 0.250 0.868 0.211 0 .207  
-020 0-050 0.622 0.031 0.040 
-040 0.050 0 .240  0.012 0.016 
- 0 5 0  0.050 0.146 0.001 0.010 
. L O O  0.050 0.007 0.000 0.000 
. I 8 0  0.050 0.000 0.000 0.000 

C I L C U L I T l O N  OF P O S T E R I O R   P R O B I B I L I T I E S  
OF E V E N T S   G I V E N  TYPE Y I N F O R M A T I O N  

- 0  0.500 0.0 
L C 0   P I A 1   P I Y I 4 1   P I A I P I V / 4 !   P ( A / Y I  

SOLO 0.250 0.130 0.033 0.323 
0.0 0.0 

-040 0.050 0.494 0.025 0.245 
-020 0.050 0.3- 0.017 0.171 

.050 0.050 0.642 0.022 0.219 

.LOO 0.050 0 .003  0.001 0.041 
-180 0.050 0.001 0.000 0.000 

C A L C U L b T I O N   O F   P O S T E R I O R   P R O R 4 B l L l T l E S  
OF E V E N T S   G I V E N   T Y P E  Z INFCTRM4TION 

- 0  0.500 0.0 
LPO PIA! P I Z I 4 )   P 1 & 1 P 1 2 / 4 1   P I A I Z I  

0.0 0.0 
-010 0.250 0.002 0.001 0.004 
.nzo 0.050 0.03; 0.002 0.013 
.OIO 0.050 0.250 0.013 0.09R 

-100 0.050 0.910 0.045 0.347 
.050 0.050 0.412 0.021 0.151 

.LBO 0.050 0.999 0.050 0.381 

P A Y O F F   M A T R I X   S H O U I N C I   O P P O S T U N I T Y  
G I V E N   T Y P E  X I N F O R M A T I O N  

L 0 S S E 5  

P l lST .  
L P O  P R O 0 .   R F J E C T   4 C C F P T   R F J F C T   A C r E P T  

A C T l O Y  E X P E C T E D   L O S S E S  

.o  0.651 4.00 0.77 7.60 0.21 

.a10 0.2~2 1.~9 0.77 0 . 5 ,  0.w. ~ ~~ ~. 

. o m  0.040 0.0 9.39 0.0 0 . 0 2  
..~. 

.040 0.016 0.0 4.51) 0.0 0.01 

. .  . . .. 

P A V D F F  M A T R I X  S H O Y I N G   O P P O R T U N I T Y   L O S S E S  
G I V E N   T Y P E  V I N F D l H A T l O N  

CPO PQOB. REJECT ACCFPT RSJFCT ACCEPT 
DOST. ACTION E X P E C T E D   L I I S C E P  

.O 0.0 4.00 - 0 . 0  0.0 

.010 0.323 7.13 0.0 0.69 0.0 
0.1 

- 0 2 0  0.111 0.06 0.0 Q.01 0.0 
.a40 0.245 ~ . n  4.12 0.0 1.n1 .~ .. . 
.o50 0.219 0 . 0  6.77 0.0 1.36 

.IRO o.mo 0.0 33.59 0.0 

.loo 0.041 0.0 16.13 0.0 0.69 

T ~ T A L S  0.70. 3 . 0 ~  
0.02 

P 4 Y P F F   M A T R I X   S H O Y I N G   O P P O Q T U N I T Y   L O S S E S  
G l l E N   T Y P F  2 I N F O R M I T I O N  

PDST. 
L P O  PRDB.  RFJFCT 

A C T 1  

.O 0.0 4. 00 

.OlO 0.004 7.64 

.n2n 0.013 0.57 

. o i o  o.oSS 0.0 
~~ 

O N   E X P E C T E D  l O 5 S E S  
ACCEPT  RFJFCT  ACCEPT 

- 0 . 0  0.0 0.0 
0.0 0 . 0 1  0.0 
0.0 0.01 0 . 0  
3.55 q.O 0.35 
5 .59  0.0 0.n8 

31.25 0.0 11.90 
15.63 0 . 0  5 . 5 2  

T O T A L S  n.02. 18.54 

M I N I M U M   V A L U E S  A R E  T O  B E   M U L T I P L I E D   B Y   C O R R E S P O N D I N G  
P R O B A B I L I T I E S   F R O M   T H E  F I R S T  TWO GROUPS  ABOVE  THE  DASHED 
L I N E  I N  T H I S  A P P E N D I X ,  I . E . ,  E X P E C T E D   O P P O R T U N I T Y   L O S S  
F O R   T H I S  S A M P L I N G   P L A N  I S  

10 .768) (0 .43 )  + t O . 1 0 1 ) ( 0 . 7 0 )  + ( 0 . 1 3 1 ) l 0 . 0 2 )  = 0 .4056  
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Appendix D: Example of short form of computer  printout 

L I S T   l N P l l 1  DATA 
P R O T F C T I V C   C ( l A T I V i  2 H I  b 

L P O  0.0 o . 0 ~ 0  0.020 0.040 0.050 0.100 0.180 

PRIOR O.5OU 0.250  0.050  0.050  0.050  0.050  0.050 

STA 800 .005  .093 .5b 0.0 . R O  .20 

L I N E  0.0 .5a 0.0 0.0 1.00 .30 .50 

E N D L I N  .20  5.00 0.0 a 4 0  .bO . l O  .I5 

PROBLH I 3 5  200  5 

L O I S I Z E  

ROO. 
800. 

8OU. 
ROO. 

R O O .  
800. 
800. 
800 .  
800 .  
800.  
800.  
Roo. 
8U0. 
800 .  
800.  
8 0 0 .  
800.  
800. 
800. 

800. 
800. 
800. 
800. 
800. 
800.  
800. 
BOO. 
ROO. 
ROO. 
800. 
ROO. 
890. 
800. 
800. 
HOO. 

800. 

ROO. 

Roo. 

nno. 

noo. 

SAMPLt  
S I Z E  

5 .  

15. 
IO. 

20.  
25.  
30. 
35 .  
40 .  
4 5 .  
50.  
55 .  
6 0 .  
6 5 .  
1 0 .  
75 .  
ao .  
115. 
90.  

100. 
95.  

110. 
105. 

115 .  
120 .  
I Z Z .  
11~1.  
135 .  

145 .  
150 .  
155 .  
169 .  
l b 5 .  
170.  
175.  
LBO. 
185 .  
190 .  

200 .  
195 .  

140.  

PERCENT 
SAMPLF 

0.01 

0.02 
0.01 

0.32 
0.03 
0.04 
0.04 

U . 0 6  
0.05 

0.06 
0.07 
0.01 
0.08 
0.09 
0.09 
0 .10  
0.11 
0.11 
0.12 
0 .13  
0.13 
0.14 
0.14 
0.15 
0.16 
O.Ib 
0 . 1 1  
0.1 7 
0.18 
0.19 
0.19 
0.20 
0.21 
0.21 
0.22 
0.22 
0.21 
0.24 
0.24 
0.75 

E X P .  LiISS  EXP. LOSS 
NO SAMPLING 

REJECT ACCEPT 
2.472 
2.412 3.119 

3.118 

2.472 
2.472 3.118 
2.412  3.118 
2.412 9.118 
7.472  3.118 

2.472 
2.472 3 . 1 1 3  

3.118 
C.472 3.1lR 
2.412 3 . 1 1 d  
2.472 3.118 
2.412 
2.412 

3.118 
3.118 

2.412 
2.412  3-118 

1.472 
7 . 1 1 9  
3.118 

7 .  [ l a  

2.412  3.118 
2.472 3.119 
2.472 
7.412 

3 . 1 1 8  
3.119 

2.412 
2.412 

3.1 IH 
3.118 

2.472 3.113 
2.472 3.118 
2.472 3 . 1 1 8  

2.472 
2.412  3.118 

3.11R 

~~ 

2.472 3.119 
2.472 
2.172 

3.118 
7.118 

2.472 3 . 1 1 3  
2,477 
2.472 

3 .  I 1 8  

2.472 3 . 1 1 8  
2.472 3.118 
2.471 3.118 
2.412  3.11R 
2.472  3.11R 
2.412 3 . 1 1 9  

~~ 

3 . 1 1 8  

E X P .  L O S S  Tn 
ACCEPT R LE.  

2.667 

1.362 
1.920 

1.003 
0.179 
0.638 
0.547 

0.450 
0.426 
0.412 
0.406 
0.406 

0.411 
0.410 

0.428 
0.441 
0.455 
0.471 

0.506 

0.543 
0.562 
0.583 
0.604 
0.625 

0.667 
0.646 

0.68R 
0.709 
0.730 
0.150 

0.190 
0.170 

0.809 
0.829 
0.R41 
0.866 
0.884 

0 . 4 8 8  

0 . 4 8 8  

0.524 

E X P .  L n s s  Tn EXP.  L O S S  T O  MIN EXP. LOSS 
SAMPLING 

I ACCEPT P LE. 3 ACCEPT R L E .  5 5  DUE TO S)rMP. 
3.101 
2.957 

3.114  2.667 
3.110 

2.606 
1.920 

3.106 
2.175 

1.362 

1.176 
3.102 
3.098 

1.003 

1.457 
0.119 

1.218 
0.638 

3.090 
1.042 3.086  0.488 
0.912  3.082 
0.815 

0.450 

0.140 
3.078 
3 .014  

0.426 

0.b82 
0.412 

0.637 
0.406 

0.h01 3.062 
3.066  0.506 

0.410 

0.551 
0.513  3.058 0.k11 

3 . 0 5 4  0.528 

3.094 
n. 547 

3.010 

0.536 
0.521 
0.511 
0.504 

0.499 
0.501 

0.500 
0.503 
0.501 
0.513 
0.521 

0.540 
0.530 

0.551 
0.563 
0.516 
0.590 
0.605 
0.620 
0.b35 
0.651 
0.668 
0.684 
0.101 

3.050 
3.046 
3.042 
3.038 
3.034 

3.025 
3.030 

3.021 
3.011 

3.009 
3.013 

3.001 
3.005 

2.997 
2.P93 
2.989 
2.985 

2.977 
2.981 

2.913 
2.769 
2.965 
2.961 
7.957 

0.441 
0.k55 
0.411 
0.488 
0.501 
0. +vv 
0.500 

0.507 
0.503 

0.513 
0.521 

0.540 
0.530 

0.563 

0.590 
0.576 

0.605 
0.620 
0.635 
0.651 
0.668 
0.685 
0.101 

0.551 

EN0 UF JOB 

Appendix E: Detailed input  card descriptions 

Columns  Contents 

Title curd format 
1 - 6  The characters TITLE+. 

Note: indicates  blank. 
7 - 80 Any alphanumeric  information. 

Lot percent  dqfective  card  format 
1 - 6  The characters L P D ~ $ ~ .  
7 - 10 The number of lot percent defective levels listed  on this 

card (max 12). 
Units digit must be in column 10. 
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Columns  Contents 

11 - 15 Lot percent defective levels to be considered. Numbers 
16 - 20 must be entered with a decimal point  in consecutive 
21 - 25 fields. For example, if you have  three LPD levels, lo%, 
26 - 30 20%, 30%, you would enter .I in columns 14 - 15, .2 
31 - 35 in columns 19 - 20, .3 in columns 24 - 25. 
36 - 40 

66 - 70 

Prior  probabilities card format 

1 - 6  The characters PRIOR)$. 
7 - 10 Left blank. 

11 - 15 
16 - 20 The probability of occurrence associated with each of 
21 - 25 the LPD levels in  the preceding card. Numbers  must  be 
26 - 30 entered, with a decimal point, in consecutive fields. There 
31 - 35 must  be one entry  on this  card for each entry  on  the LPD 
36 - 40 card. 

66 - 70 

Station card format 

1 - 6  The characters S T A ~ $ $ .  
7 - 11 Lot size. Units digit must be in column 11. 

12 - 21 Inspection cost per unit.  Must  be entered  with  a decimal 
point. 

point. 

point. 

be entered with a decimal point. 

with a decimal point. For example, 75% is entered as .75. 

with a decimal point. 

22 - 31 Rework cost per unit. Must be entered with a decimal 

32 - 41 Replacement cost per unit.  Must be entered with a decimal 

42 - 51 Other costs (see section on cost considerations). Must 

52 - 56 Percentage of defective units reworked. Must be entered 

57 - 61 Percentage of defective units replaced. Must  be  entered 

Sort cost card format 

1 - 6  The characters SORT$$. 
7 - 16 Sort cost per unit. Must be entered  with a decimal point. 

Line  card or ENDLIN card format 

1 - 6  The characters LINE# or ENDLIN. 
7 - 21 Left blank. 

22 - 31 Rework cost per unit. Must be entered  with  a decimal 
point. 

point . 
32 - 41 Replacement cost per unit. Must be entered  with  a decimal 

~~~~ 
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Columns  Contents 

42 - 51 Other costs (see section  on cost considerations). Must be 
entered  with a decimal point. 

with a decimal point. 
52 - 56 Percentage of defective  units reworked. Must  be entered 

57 - 61 Percentage of defective units replaced. 
62 - 66 Percentage of defective parts from the operation being 

studied that  are  potential defect causes a t  this  operation. 

being studied will cause a defect a t  this operation. 
67 - 71 Probability  that a  potential  defect  from the operation 

Problem card format 

1 - 6  
7 - 11 

12 - 16 
17 - 21 

22 - 26 

27 - 31 

32 - 35 
36 

The characters PROBLM. 
d, (see section  on theory for  explanation).  Units  digit must 
be  in column 11. 
dz (see theory section).  Units  digit must be in column 16. 
First sample size to  be considered. Units  digit must be 
in column 21. 
Last sample size to  be considered. Units digit must  be 
in column 26. 
Value by which the sample size is to  be incremented  over 
the range between first and  last.  Units digit must be in 
column 31. 
Left blank. 
Enter a zero (0) if short-form output is desired. Enter a 
one (1) if long-form output is desired. 

Finish card format 

1 - 6  The characters FINISH. 
7 - 80 Left  blank. 
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