
A computational procedure i s  derived analytically to  evaluate the 
inputloutput  buffer storage requirenzents in a data exchange. 

Validity of the analysis i s  substantiated by c o i n p a r i n g i n  a t!Jpical 
instance-the analytical  results  wilh Lhose oblained b ! ~  simulation. 

Storage  requirements  for  a  data  exchange 
by I. Delgalvis  and G. Davison 

One of the fundamental problems in designing a real-time system 
is to  determine the storage requirements of the  data exchange 
used to connect the communication network and central processor. 
The difficult part of the problem is to find the amount of data 
exchange storage needed for input/output buffer storage. In this 
paper, an analytical method is developed. 

Exchange storage 

exchange Different exchange storage areas  may be identified in  terms of 
storage their usage, as shown in Figure 1. 
areas 

Input/output storage - containing blocks of storage assigned 
to  the communication channels to receive or to send messages. 
Input/output storage  may be subdivided into buffer and out- 
put message queue. 
Permanent storage - containing programs and tables through- 
out  the entire operation. 
Programming  queue - containing messages waiting in the ex- 
change for the appropriate program to handle  them. 
Data  channel  queue - containing messages waiting to be 
transmitted  to  the processor. 
Auxiliary storage queue - containing messages to be read from, 
or sent to, some external storage associated with the exchange. 
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In most systems, the program and table  areas of the exchange 
are fixed, whereas the  data channel and auxiliary storage queue 
areas  vary with time and  are always relatively small. The 1/0 

buffer is for assembly of incoming  messages and disassembly of 
outgoing messages. The  output message queue is used to store 
messages that  are  to be transmitted over lines already in use. 
This queue is usually stored in an auxiliary storage, such as 
disk files or drums. Hence, the problem of finding the  amount 
of exchange storage required is reduced to finding how much 
storage is needed for buffering. 

In most buffers, the incoming and outgoing traffic moves in 
parallel-messages are received and sent over a  particular line 
independently of the other lines. The character is used as a unit 
of measure for both message length and buffer  size  (one character 
of a message  occupies one character of storage in the buffer). 
In  the buffer, the messages  come in over the lines, one character 
a t  a time, with the time between character  arrivals being constant 
for a given line. When transmission is completed, the entire 
message is instantaneously transferred to  the program queue. 
Similarly, messages to be sent come into  the buffer area from 
the queue area  instantaneously and go out,  a  character at  a 
time, over the lines. Two messages cannot be assembled or dis- 
assembled a t  the same time; hence, if one wanted to provide 
the maximum area that would ever be  used, one only has to find 
the maximum message length and multiply it by the number 
of Iines that use the area, But if long  messages rarely occur, 
as is usually the case, the exchange would be overdesigned and 
unduly expensive. 

Buffer usage distribution 
Buffer usage distribution is governed, in part, by the method used 
to allocate the storage. One may  think of exchange storage as 

Figure 1 Exchange storage areas 
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Figure 2 Method 1 buffer storage allocation 

1 
I 

L 

Figure 3 Method 2 buffer storage allocation 
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consisting of a common  pool of character storage locations from 
which the buffer  receives and  returns the storage as needed. 
The common practice is to allocate to the incoming  message a 
whole  block of character storage locations at  a time. Similarly, 
when a message is sent  out,  the storage is returned in blocks. 
The size of the blocks varies with application and  the  particular 
exchange. The two most common ways of allocating and retrieving 
storage are: 

Method I .  As soon as a message is to be transmitted, a block of 
storage corresponding to  the size of the message is  taken from 
the pool and reserved for the message. All of this storage is held 
until the message has been transmitted  and removed from the 
buffer. The process is represented graphically in Figure 2. 

Method 2. A block of storage is assigned to a line when the exchange 
starts receiving a message from the line. If the message  fills this 
block, another block of storage of the same size is taken from 
the pool and assigned to  the line. This process continues until 
transmission of the message  is completed, as shown in Figure 3. 

The next factors to be considered are  the distribution of 
message length, message lengths and  the traffic rate. In most systems, the origin 
traffic rate and length of message are only statistically determinate. Usually, 

enough  is  known about  the messages to  obtain: 

The probability distribution of the occurrence of message 
lengths. The notation f ( X )  is used to denote the probability 
of a message of length X occurring. 
The  rate a t  which  messages originate. 

Method 1 
allocation 

Consequently, the probability that a line is sending or receiving 
a message at some random time t may be computed. This prob- 
ability  is commonly  called line  utilization and will  be denoted by p. 

The first problem to be solved is to find the probability of 
using k characters of storage at  some random time t. For simplicity, 
first suppose the line is sending and receiving  messages  con- 
tinuously ( p  = 1). Then, storage utilization with  Method 1 and 
Method 2 allocation are shown in Figures 4 and 5, respectively. 

To find the distribution of storage usage for one line with 
Method 1 allocation of storage blocks, let: 
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Figure 4 Method 1 storage utilization 
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Figure 5 Method 2 storage utilization 
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2' = a long interval of time, 

dE 

N T  = number of messages that occur in T ,  
N X T  = number of messages during T of length X,-&nd 
C = time between  successive character assembly. 

Then, the  total number of characters occurring in T is T/C,  and 
the probability of a message  being X characters long is given by 

f (x)  = lim ( N X T I N T ) .  

- 

T" 

The number of characters of storage used by messages of 
length X during time T is X N X T .  From Figure 4, it is easily  seen 
that this  is the number of time units, C, during which X characters 
of storage are used.  Hence, the relative frequency of using X 
characters of storage is 

The  total number of characters occurring during T is the sum 
over all the message lengths of each message length times the 
frequency of that message length, 

Therefore, the relative frequency of using X characters of storage is 

By dividing the  numerator  and denominator of the  latter  quantity 
by N T  and  then  taking  the limit over T ,  we obtain g ( X ) ,  the 
probability of using X characters of storage: 

the  last  equality having been obtained by noting that 

holds,  since  messages of infinite length do  not exist in reality. 

1 

STORAGE REQUIREMENTS FOR A DATA EXCHANGE 5 





where h ( Y )  is the probability of using Y blocks of storage when 
the line  utilization is p. 

I n  summary, the density  function h ( Y )  for the buffer storage 
usage distribution  for one line takes  the following forms: 

Method 1 allocation 
If the block size b is  equal to 1, 

I " P  for Y = 0 

for Y > 0, 

and if b > 1, 

for Y = 0 

h ( Y )  = 
X > ( Y - l ) b  for Y > 0. 

Method 2 allocation 
If b = 1, 

11 - P for Y = 0 

for Y > 0, 

for Y = 0 

and if b > 1, 

[ I  - P 

h ( Y )  = E [X-(Y-1l)bl f (X)+b c f ( X >  (4) 
P 

Y - ' ) h  X > 6 Y  c X f m  
for Y > 0. 

X 

Figure 6 gives an example of message length  distribution using 
blocks of characters. In  this example, me assume  a Mcthod 2 
allocation. Since the distribution is given in  terms of whole blocks 
rather  than in characters,  there is no possibility of having a 
partially filled block. Therefore, we can use Equation ( 3 )  in terms 
of whole blocks instead of characters  to calculate the probability 
of a single line using any given  number of blocks a t  a random 
point  in  time.  Thus, the probabilities of 0 and 1 blocks in use 
may be  found,  respectively, as  follows: 

h(0) = 1 - I 

O+t+t h(l)  = 
&O) + 2($) + 3(3) + 4($) 3 '  

) = I  

Similarly, h(2) - +, h(3) = $, and h(4)  = A. 
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consists of two simplex  lines,  one  used for output  and  the  other 
for input.  First, we find the storage required by the N I  lines 
which are used for input. If Yir is the number of storage units 
used  by  Line i, the number of units used by all N I  lines is a new 
variable, Z N I ,  where 

Z N I  = YII + 'r . . . + YNI. 

Since Y d I  are independent, the mean and variance of ZNr are  the 
sums, respectively, of the means and variances of the YiI .  If the 
message length distribution and  the line utilization are  the same 
for all the lines, the mean and variance of ZNI for Method 1 
allocation are : 

and 

In  the case of Method 2 allocation, the mean and variance of 
Z N I  are: 1 
and 

Similarly, for N o  output lines (if Y i o  denotes the number of 
storage units used  by line i, and ZNo denotes the sum of the Yio) ,  
the corresponding equations for the mean and variance are ob- 
tained from the foregoing equations by replacing I by 0. 

A problem arises with half  duplex  lines  when different methods 
of storage allocation are used for message assembly and dis- 
assembly. Let ZI be the number of storage units used  when a 
message is coming  in  over a half  duplex  line, and 2, be the number 
of storage units used  when a message is going out over the same 
line. The first two moments of the  distribution of storage used 
for both assembling and disassembling the messages over this 
line are: 

where 

p I  = probability of assembly process taking place, and 

po = probability of disassembly  process taking place. 
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If N ,  half  duplex  lines are hooked up  to  the exchange, the moments 
of the distribution of the number of storage units used for both 
assembly and disassembly of the messages  over all N 1’ lnes are: 

E[ZN,1 = N H ( E [ z I O ] )  t 

E[Zi,I = N , ( E [ Z : O l  - E2[Z101) + N:;(E[Z101)2. 
Let 2 denote  the  total number of storage units used by all lines. 
Then 

z = Z N s o  + Z N s r  + Z N , ,  

E[Z1 = EIZNsoI  + E[ZN.sr] + EIZA’frl? 
E[Z2] = E[Z%,o] + E[Z;ST] + E[Zi , ]  + ~ E [ Z N S O ] ~ [ ~ N ~ ~ ~  

+ 2E[ZNso]E[ZNrrI + 2E[ZN.srIE[ZNaI? 

where 

Z N , ,  = number of storage units used by outgoing simplex  lines, 

Z N s ,  = number of storage units used by incoming  simplex  lines, 

Z N ,  = number of storage units used by the half  duplex  lines. 

Note that E[V2] can be obtained from c i  from the relationship 

E[V2]  = a; + ( E [ V y  

for any variable V.  

Design of the buffer  area 
Very  few systems can be  designed to process  all  traffic 100 percent 
of the time. In most cases, the required buffer area would be 
excessive. Small infrequent delays are much less costly than  the 
extra hardware that would  be  needed. 

Hence,  when  designing a system, the percentage of time that 
the system should be able to process all traffic must be fixed 
before  one tries to find the size of the system required. 

The variable 2, being the sum of independent random vari- 
ables, has  a  distribution which is approximately normal-the 
greater the number of lines, the  better  the approximation. Thus, 
it is possible to compute the  amount of buffer storage to be 
provided, Z’, so that  the system overflows a specified percentage 
of the time. 2’ is computed from the following  expression: 

2’ = E[Z]  + haz,  

where the value of h is chosen to permit overflow the specified 
percent of the time, the value of h being obtained from standard 
normal distribution tables. Thus, the amount of storage to provide 
adequate buffering of the lines for any given percentage of the 
time can be computed. 

A technique often used to reduce the amount of buffer storage 
needed is to segment the messages and  to buffer  only  one segment 
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