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The IBM POWERG™ microprocessor presented new challenges to
array design because of its high-frequency requirement and its use
of 65-nm silicon-on-insulator (SOI) technology. Advancements in
performance (2X to 3X improvement over the 90-nm generation)
and design margins (cell stability, writability, and redundancy
coverage) were major focus areas. Key elements of the POWERG
processor chip arrays include paradigm shifts such as thin memory
cell layout, large signal read (without a sense amplifier), segmented
bitline structure, unclamped column-half-select scheme,
multidimensional programmable timing control, and separate
elevated static random access memory (SRAM) power supply.
There are two main array categories on the POWERG6
microprocessor chip: core and nest. Processor core arrays use a
single-port, 0.75-pum?, six-transistor (6T) cell and operate at full
frequency, whereas the surrounding nest arrays use a smaller
0.65-um’ cell that operates at half or one-quarter of the core
frequency in order to achieve better density and power efficiency.
The core arrays include the 96-KB instruction cache (I-cache) and
the 64-KB data cache (D-cache), with associate lookup-path
SRAM macros. The I-cache is a four-way set-associative, single-
port design, whereas the D-cache is an eight-way design with dual
read ports to handle multithreading capability. The lookup-path
arrays contain content-addressable memory (CAM) and RAM
macros with integrated dynamic hit logic circuitry. In the nest
portion, an 8-M B level 2 (L2) D-cache and a level 3 (L3) directory
(1.2 M B) make up the largest arrays. The latter macro designs use
longer bitlines and orthogonal word-decode layouts to achieve high

array-area efficiency.

Introduction

IBM entered the gigahertz (GHz) frequency regime with
the POWER4* processor and extended this trend beyond
2 GHz with the POWERS* processor, which was
introduced in 2003. Going well beyond a simple evolution
with technology scaling, the design goal for the
POWERG6™ processor was to enable array operation at
2X to 3X the frequency of previous designs while
simultaneously increasing the array capacities.

This led to the conclusion that the conventional array
structure of earlier chips, with long bitlines and small-
signal dynamic sense amplifiers, should be replaced with
short, low-capacitance local bitlines (LBLs) driving logic
circuits that in turn drive longer global bitlines (GBLs).
This arrangement is sometimes referred to as a domino
sense scheme, and the key benefit lies in the ability to write
the cells and restore the LBLs in a shorter cycle time.

As well as raising the bar for performance and density,
the POWERG processor array designs must also address
the issues with technology scaling, which are more
apparent in circuits that use the smallest devices, such as
the static random access memory (SRAM) cells
themselves. Device variability, including the effect of
random dopant fluctuation, is an increasingly difficult
reality that must be neutralized by more-stringent layout
and circuit restrictions, as well as increased array
redundancy to circumvent any marginal cells.

Array technology overview

The arrays are designed using the IBM 65-nm
complementary metal-oxide semiconductor (CMOS)
technology, which uses partially depleted silicon-on-
insulator (SOI) devices that come in various threshold
voltages in order to optimize performance, power, and
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noise margins. In order for the SRAM operation to be

tuned independently from the logic, separate threshold

voltage (V) tailoring is used in conjunction with an
748 additional dedicated power supply (V) for the memory
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cells and critical array signals. The POWERG6 processor
features two simultaneous multithreading (SMT)
processor cores and a surrounding nest structure, with a
different SRAM approach for each category. To obtain
higher density and lower power consumption, the nest
arrays use a smaller cell and more-compact support
circuits, and they extensively use devices with high V.
The larger array macros use up to six levels of metal
internally to improve density and reduce the resistance -
capacitance (RC) time constant delay of long wires.

Cache hierarchy

The POWERG6 processor cache hierarchy consists of three
levels (Figure 1). The first level is composed of a 96-KB
level 1 (L1) instruction cache (I-cache) that resides in the
instruction fetch unit (IFU) and a 64-KB L1 data cache
(D-cache) that is located in the load/store unit (LSU),
both being part of the core. The second level consists of a
private 4-MB level 2 (L.2) cache for each core, split into left
and right halves that straddle the central core regions. The
third level consists of a 32-MB L3 off-chip cache that is
shared by the two processors. The controller for the L3
cache is integrated into the POWERG6 chip, but the data
resides on another chip employing embedded DRAM
(dynamic random access memory) for high density.

Each level of cache has its own performance/density
optimization level. The very-high-frequency processor
cores in the POWERG chip represent a significant
challenge compared with those of prior designs; the
subarrays (SAs) must be capable of cycling in less than
200 ps, which requires very short bitlines and higher
power circuitry. On the other hand, the large private L2
caches (8 MB total) are a significant upgrade from the
somewhat smaller (<2 MB) shared L2 cache employed by
the POWER4 and POWERS processors. The POWERG6
design is optimized for higher density and lower power
and performance. Because the L2 cache unit is designed
to operate at half the frequency of the processor core, the
widths of the load and store interfaces were doubled,
driving 64 bytes of data per L2 cache cycle into the
processing core and receiving 16 bytes of store data.

SRAM cell technology

The POWERG6 processor SRAM cell designs take
advantage of technology leverage provided by the IBM
CMOS 65-nm SOI process. To provide the best possible
control over device channel length, the polysilicon
(polySi) gates for both logic and arrays all run in the same
(horizontal) direction on a fixed pitch. The cell layout
that conforms to this arrangement is referred to as a thin
cell [1, 2] (Figure 2). The thin-cell configuration is narrow
in the vertical direction, so the bitline wiring length is
minimized.
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SOI technology provides device isolation with no
underlying well structure, thus enabling a butted junction
with a salicide bridge that connects the source-drain
region of the n-FETs to that of the p-FETs without
resorting to the first-layer metal, as shown in the layout
view of the cell (Figure 2). Although the device-isolation
shapes are more complex, the wiring of the internal cell
node is not blocking the path of a metal-1 bitline, thus
enabling a lower bitline wiring capacitance than that
which is possible with a stacked via and metal-2 approach.
The wiring of the internal cell node is completed by an
elongated contact that shorts the polySi gate to the
adjacent source—drain in the p-FET region, providing a
dense layout without an additional level of interconnect.

With a high-frequency core that demands a high-
performance cell, and with a large nest (8-MB L2)
requiring high density and reduced power, the optimal
solution is to employ two cell sizes. A 0.75-um? cell
(1.5 um X 0.5 um) provides the foundation for the core
arrays, whereas a 0.65-um? cell (1.3 um X 0.5 ym) with
reduced device widths is the basis for the nest array
designs. Since the larger cell contains wider devices and is
never used with more than 16 cells per bitline, it is
inherently more resistant to read disturbs'; hence, the
pass-gate® V, is lowered in order to provide additional
performance without decreasing stability.

Circuit techniques

Dual supply voltage

To better optimize the SRAM performance, stability, and
power, a separate power supply voltage (V) powers the
memory cells and localizes control signals such as the
wordline and bitline precharge. This dedicated SRAM
supply is targeted to be about 150 mV higher than the
main processor voltage (Vy4q), although a larger delta is
desirable for low- V44 operation (reduced power). Because
of technology scaling, the SRAM cells have increased 7,
variability; the number of dopant atoms that influence the
Vi is reduced as the device area diminishes. Along with a
degraded stability margin, these V, variations cause
leakage problems at the low extreme and poor
performance at the high extreme. Centering the SRAM
six-device cell 7, higher and keeping the V., sufficiently
high with a dedicated supply mitigates these problems
while still allowing the logic circuits to scale further with
respect to voltage for ac power reduction.

Domino sense scheme
SRAM designs in previous generations of IBM servers
use sense amplifiers for memory array reading [3]. Key

YA disturb is an interrupt or stability failure.
The wider pass-gate devices control reading from and writing to the CMOS SRAM
cell.
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attributes of the sense amplifier design include fast read
performance and relatively low peripheral area overhead
in the column circuitry. As technology scales beyond

90 nm, new challenges arise. First, sense amplifier read
access speed does not scale well with technology. Second,
the slow slew rate® on long bitlines in a sense amplifier
array aggravates cell read stability. Third, variability in
performance and functionality becomes worse in sub-
90-nm technology because of sense device offset,
particularly in SOI technology in which the floating-body
history effect drives the need for body contacts and the
effectiveness of the body contact is lower. To overcome
these challenges, the SRAMs in the POWERG6 processor
have switched from a sense amplifier to the large-signal
domino sense scheme [4, 5]. A segmented hierarchical
bitline structure replaces traditional long bitlines. The
hierarchical bit column structure consists of short LBLs
with domino read inverters that are connected to form
longer GBLs. In the POWERG6 processor core, to support
the very high frequency, LBLs of the SRAM macros
are only 16 or even 8 cells deep. The local and global
column circuitry is designed and optimized for fastest
read access in order to meet the goal of 2X to 3X
improvement in performance over previous systems.
Outside the core, functional units operate at fractions
of the core frequency. For better array area and power
efficiency, LBLs of the non-core SRAM are longer and
contain either 32 or 64 cells. These slower SRAMs
typically run at 2X to 4X the core cycle time.

In addition to having faster read performance and
better technology scalability, the POWERG6 processor
SRAM domino read scheme also improves memory cell
stability. With the segmented bitline structure, LBLs are
shorter and have faster slew rates than before. The cell
read current decays at a faster rate, which minimizes the
duration of the cell disturb condition. This allows the
memory cell devices to be tuned and optimized for faster
access without causing a read disturb.

Elimination of clamped bitlines

To further improve cell stability, the design approach for
the POWERG6 processor SRAM was to eliminate the
clamped half-selected bitlines. Half-selected bitlines are
bit columns that are not selected by the bit decoder in an
active SA. In a conventional design, bitline restore is
usually controlled by the bit decoder signals. When bit
columns are not selected, the bitline restore devices are
turned on, clamping the bitlines to the high-power supply
(e.g., at Vyq). When a wordline is selected, the bit half-
selected cells along this wordline conduct at a higher read
current than the fully selected cells, since the unselected
bitlines are clamped high and are not allowed to

3The slew rate represents the maximum rate of change of signal at any point in a
circuit.
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discharge. The read disturb problem in these half-selected
cells is worse. In the POWERG processor segmented
bitline scheme, LBL restore is controlled by a word-path
decode signal rather than the bit decode. When a
wordline is selected in a local SA group, its local bit
restore signal is shut off. The LBLs are not clamped high,
but they are allowed to fall, hence reducing the amount of
read current pumping into the cells. As a result, a read
disturb is less likely and cell stability is improved.

Multiprogrammable array timing

In high-end microprocessor applications, arrays usually
dominate critical paths of the machine, particularly in the
core units. Like the L1 cache and its associate lookup-
path arrays, SRAM macros typically have very aggressive
timing in order to meet more demanding cycle-time goals.
Internal timing control of these SRAM arrays, therefore,
becomes crucial to avoid an impact on final chip yield and
system frequency. For these reasons, previous generations
of the IBM server SRAM design had programmable
internal timing control to ensure hardware functionality.
In the POWERG6 processor, the introduction of a second
SRAM-only power supply (V) provides a new level

of flexibility for array performance and functionality
tuning. To couple this added power supply dimension,
and to further support hardware optimization for yield,
Vinin (minimum Vyg/Ve), Vg (maximum Vyg/Ves
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differential), and f,.x (maximum frequency), the SRAM
programmable timing design was improved. In addition
to having fully adjustable local c1/c2 clocks for boundary
L1/L2 latches within the array macros, all critical array
internal timing for bit, word, and data paths have
multiprogrammable local clock generators. Each of these
programmable clock generators is controlled by a
dedicated mode block containing a series of general-
purpose test register (GPTR) latches that are scan
initialized. By setting values of the GPTR latches, all
critical internal timings of the array (such as clock
chopper pulse width, word/bit/data path alignments) can
be adjusted for wafer, module, or system tests to aid

in hardware characterization and debugging. Yield
enhancement, system maximum frequency (fmax) tuning,
and Viin/Vaig optimization are attained. Figure 3 shows a
simple block diagram of the POWERG6 processor SRAM
programmable timing control scheme.

Core arrays

L1 caches

The 96-KB L1 I-cache is a single-port SRAM, capable of
either one 32-byte read or one 32-byte write for each core
cycle. It is composed of six instances of the 16-KB array
macro and is four-way set associative (512 entries X 4
ways X 68 bits wide). The 64-KB L1 dual-read D-cache
can support either two 1-byte to 8-byte reads or one
1-byte to 32-byte write per processing core cycle. It is
composed of four copies of the macro and is eight-way set
associative (256 X 8-ways X 72 writes, 512 X 8-way X 36
reads). It is a store-through cache, so store instruction
data is also sent to the L2 cache.

D-cache
The 16-KB D-cache macro features a two-stage pipeline
that supports two independent reads or one write per
cycle. Each read port provides 4 bytes and is 512 entries
deep, whereas the double-bandwidth write operation
provides individual control of the 8 bytes to the two
macro halves (upper and lower) in parallel. Write data is
passed through to the outputs, and a byte-steering signal
selects which output port the upper- and lower-order
bytes are routed to on a write cycle. A wordline disable
feature provides an effective bypass mode with no
additional pipeline latches, since no cells are disturbed.
The macro floorplan is shown in Figure 4. The memory
cells are grouped into four vertical quadrants. Each
vertical quadrant contains 72 active columns of cells and
2 spare columns for use in skip-over replacement, which
uses additional FET switches to avoid a defective region.
The 72 active columns are organized as nine groups of
eight interleaved sets (9 bits = 1 byte). The macro is also
divided horizontally, with the right and left halves each
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having its own central row decoder region. Each side
contains 16 usable SAs and 1 spare SA for use in skip-
over replacement. The combined column- and SA-based
redundancy allows six repair actions per macro.

Read and write addresses are received in the center of
the macro and combined into pre-decoded address
signals. There are two identical sets of decoding circuits
(one for each read port). The first-level pre-decoder
multiplexes one of the read addresses with the write
address. This first-stage pre-decoder uses a very narrow
capture pulse and a wider enable pulse to create dynamic
return-to-zero pulses that are propagated throughout the
decoder tree. The narrow capture pulse eliminates the
need for a separate inline latch on the address inputs
within the macro.

The second-level pre-decoder generates an SA-select
(SAS) signal and a row-in-SA (RIS) signal. There are 16
RIS signals, 16 SAS signals, and 1 spare SAS signal. In
addition to the SAS signals, a dummy SAS signal is
generated for each port. This dummy SAS signal is active
whenever an SA is active within the given macro half
(upper or lower) for a given port. This signal is sent to the
remote timing circuit regions, where it is used to gate and
control timings associated with the GLBs. The second-
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level SAS pre-decoder incorporates a skip-over
redundancy multiplexer (mux), enabling replacement of a
defective SA with the spare SA. The word decoder
combines an SAS and an RIS signal to select a wordline,
which activates one pass transistor on one side of each
cell in a row of cells. During a write, the write address
feeds the decode circuitry for both ports, activating both
pass transistors for a given row of cells. This scheme
permits the use of a traditional word decoder circuit,
which can be shared with single-port SRAMs.

The memory cell is the same six-transistor (6T) 0.75-
umz cell used elsewhere in the core, but with each pass
transistor connected to a separate wordline. Single-ended
reads are triggered by activating a wordline and bitline
precharge connected to a given side of the cell. Writes are
possible when both wordlines for a given row are active
along with the appropriate write controls.

Figure 5 shows the details of the datapath. The read
path uses a hierarchical bitline approach. The pass
transistors of 16 memory cells are connected to form an
LBL pair, with one LBL serving each port. Unlike
designs that use a static NAND circuit to combine the
LBLs from a pair of SAs, before driving a GBL, this
design reduces the LBL load by replacing the n-FET
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stack with a single device controlled by a signal (PRE_N)
that mimics a bitline transition, based on the logical

OR of the two adjacent SAS signals. In addition to
reducing the load on the LBL, this approach slows the
read access time of extremely fast cells while improving the
delay for marginal cells because the p-FET turn-on and
the n-FET turn-off are skewed. With programmable
control of the slew rate and the down level of the PRE_N
signal, the response of the single n-FET pull-down can
be varied to perform read margin testing of the memory
cells. This LBL read structure for each SA pair drives an
n-FET pull-down on a GBL, which in turn is routed
through a mux to a set/reset latch per column.

The final stage in the read path is a dynamic eight-way
mux/latch. This latch is reset to a “1” at the beginning of
the cycle and then sampled using one of eight chopped
clocks based on the select signals received from the set-
predict macro. Since sets are interleaved within a bit
position, a compact 8:1 mux can be located near the
dynamic-to-static conversion latches. This saves power
and wire resources by eliminating the need to drive all 288
latch outputs to a remote set mux.

I-cache

The I-cache macro is similar to the D-cache macro, with
the dual-read and byte-write capability removed. The
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split wordline cell used on the D-cache to provide dual
single-ended reads is replaced by a standard single
wordline. The address path is also simplified with just one
set of inputs instead of three, and the eight-way
associativity is converted to four way.

Lookup-path arrays

Access to the POWERG6 processor L1 cache is by way of a
three-cycle path: A0, A1, and A2. For the D-cache in the
LSU (as with the I-cache in the IFU), cycle A0 is the
effective address (EA) generation, the output of which is
fed to the D-cache, the data directory (D-directory), and
the set-predict arrays. Cycle Al is parallel SRAM access
in the cache, directory, and set-predict arrays. Cycle A2
is the late select of the cache output set and the path to
the formatters, along with directory hit or miss detection.
Figure 6 shows a functional block diagram of the LSU
D-cache and lookup array structures. Two of the top
timing-critical paths in this cache lookup include the set-
predict to late-select data out and the D-directory hit/miss
generation. These two critical paths dictate the LSU cycle-
time capability.

Set-predict array

The set-predict/late-select function is implemented in the
set-predict array (SETP) macro, which contains a
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64-entry X 8-way X 16-bit single-port array coupled to
8-way X 16-bit dynamic comparators for hit logic
generation. The SRAM is physically implemented as two
half-arrays of 32 wordlines X 4 ways X 32 bits for fast
read performance. The 32 wordlines are further divided
into four segments of eight cells per LBL to yield the
fastest possible read access time. It provides dual-phase,
dynamic output directly to the 16-bit dynamic
comparators. The comparators are pseudo-dynamic
circuits with robust yet fast switching performance. The
comparator/hit drivers send one out of eight dynamic
late-select signals, feeding into the D-cache data-out
muxes for set selection [4].

D-ERAT

The other array-limited critical path in the LSU is the
directory hit/miss detection logic. It consists of two highly
complex array macros: the data effective-to-real address
translation (D-ERAT) and the D-directory (D-DIR)
arrays. The D-ERAT performs the first-level translation
for the data address. It is an 8-way X 128-entry associative
design implemented with content-addressable memory
(CAM) and RAM array topology. It supports three
page sizes (4 KB, 64 KB, and 64 MB) concurrently. The
CAM array is 60 bits wide, and it contains the EA,
page-size bits, and the thread valid bits. The RAM array
is 59 bits wide and contains the real address (RA) and
miscellaneous bits. The D-ERAT is a high-performance
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single-cycle design accessed in the Al cycle. The first
half of the cycle is the dynamic CAM search and
hierarchical match line generation. Twelve to fourteen
CAM cells are connected to form the local match lines,
four of which are then connected to form the global
match/hit output. The second half of the cycle is the
RAM access driven by the CAM hit lines. The RAM
output containing an RA is cycle-staged and sent in the
A2 cycle to the D-DIR macro for the RA hit/miss
compare function. The D-ERAT array is the only SRAM
macro on the POWERG6 processor that does not use the
standard 6T thin cells; the larger SRAM devices are
shown schematically in Figure 7. The CAM cell is custom
designed with 6T for non-CAM read/write operation.
Internal latch nodes of the 6T design are coupled to a bit
XOR with n-FET drain match line pull-down. The CAM
memory cell size is 2.0 yum X 1.75 um. The D-ERAT
RAM cell is an 8T design with standard 6T topology in
order to support normal read/write plus two stacked
n-FET open-drain pull-downs for the CAM hit line read.
The RAM cell layout is also custom, at 1.8 um X 1.75 um
and with a pitch matching the CAM cell height.

D-directory

The D-DIR macro is a large array containing both RAM
and logic functions. It is a 16-way, 32-entry by 48-bit-
wide RAM, with a 16-way by 38-bit-wide dynamic
comparator for hit logic, plus 16-way static parity

D. W. PLASS AND Y. H. CHAN

753



754

CAM cell
wl_cam »

Pl}lﬂ“ "“|€P2
blrc @—si 1 L > r ~is @ blrt
NA NB

[l e |

blet = 1 blcc
NX2 NX1
2 <
PXx2

PX1

@
match
=i, NC

wl_cam — CAM cell wordline

blrt/blrc — read bitline true/complement
blct/blcc — compare bitline true/complement
1/r — cell left and right internal nodes

C — compare internal node

RAM cell

b e JB
NI ‘iIﬂ—J »-ITE’,NZ

wl_ram ®» l

blt @1 !
NA

ram_blrc

hit =—— /i N4

wl_ram — RAM cell wordline

blt/blc — bitline true/complement

I/r — cell left and right internal nodes

ram_blrc — RAM read bitline read complement
hit — hit (full match) signal from CAM array

Figure 7

Content-addressable memory (CAM) and RAM (random access memory) cell circuits in the data effective-to-real address translation

(D-ERAT) array.

checkers. The RAM contains 34 bits of RA and
miscellaneous data. It is accessed in the Al cycle. It
provides both static and dual-phase dynamic outputs that
are cycle-staged to drive, respectively, the parity checkers
and comparators in the A2 cycle. To provide fast
performance, the D-DIR 16 SAs are each physically
implemented as 16 words X 48 X 2 bits wide. The bit
column is one level deep with 16 cells along the bitlines.
This is the only SRAM on the POWERG6 processor chip
that does not use the hierarchical bitline structure. The
dynamic comparators and parity checkers are placed
directly adjacent to the SA output and are connected with
short local metal-4 wires to minimize critical path delay.

Nest arrays

L2 cache

The L2 cache building block for the POWERG6 processor
is a 32-KB SRAM macro (2 X 8 ways X 18 bits). The
array runs at one-quarter of the core speed, or half the
nest frequency, and is optimized for density. It features 64
cells per LBL, bidirectional GBLs, and fully independent
two-dimensional redundancy. It is an eight-way set-
associative design that accesses all sets simultaneously for
low latency, with late-select multiplexing occurring in the
last quarter of the SRAM cycle (fourth core cycle). The
late-select signals come from the L2 directory compare
circuits. The L2 macro floorplan is shown in Figure 8 and
is similar to that of the slower L3 design [6].
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The macro area is 0.26 mm? with an array efficiency
(usable cell area/macro area) of 74%. There are no
vertical circuit columns, resulting in a narrow design that
allows for more flexible placement of repeaters and chip
1/O circuits. The row decoders are combined with the
column circuitry, and the wordlines are connected with
orthogonal wires, thereby eliminating the empty space
normally associated with a vertical spine of row circuits.
The memory cells are grouped into 16 vertical sections (or
SAs), each containing 288 active columns of cells and 4
spare columns. The skip-over-column redundancy uses
series pass-gate muxes to avoid the defective elements;
this implementation allows two random repair actions.
There is a smaller seventeenth SA that contains eight
spare wordlines that are used for four random row repair
actions, bringing the two-dimensional total to six. Each
SA has a local area that includes the bit-select, local word
decode, bitline precharge, local write, and local bit decode
circuits. All other circuits are located in the short central
1/O block, forming an efficient layout.

Within an SA, there is a single synchronization signal
(SS), and the various local array support circuits are
timed from a single common bus, in contrast to having
individual control wires for each of the SA circuit
functions. This provides better synchronization of the
row and column functions, which in turn improves
performance. In addition, an area savings is realized by
eliminating extra logic devices utilized for individual
sinking of the various decoding, precharging, and write
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control activation nodes. There are 16 SS signals, one for
each of the 16 SAs. The local word decode is a two-input
decoder with one input coming from one of the 64 global
word decoders and the second input coming from one of
the 16 SS decoders, both of which are generated in the
central I/O block and wired on a combination of metal-4
and metal-6 levels.

L3 directory

The L3 directory macro (4 X 2 ways X 43) is a widened
derivative of the L2 cache design, employing the same
64-cell-per-bitline SA design and redundancy scheme.
Unlike with the cache, there is no late-select mux; only an
additional 2:1 column decode in the central I/O block
provides 86 direct outputs to the directory compare
circuitry.

L2 directory

The L2 directory macro (2 X 48) is a full-speed nest array,
operating at one-half of the core frequency. To achieve
this level of performance, the LBLs are shortened to 33
cells, and the separate SA with fully re-locatable spares is
replaced by a 32-out-of-33 skip-over-row redundancy
scheme.

Summary

The 65-nm POWERG6 microprocessor arrays represent a
significant paradigm shift relative to the earlier POWERS
processor designs. Key elements that allow the POWERG6
processor arrays to achieve 2X to 3X frequency gains
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include features such as thin memory cell layout, large
signal read (without sense amplification), segmented
bitline structure, unclamped column-half-select scheme,
multidimensional programmable timing control, and
separate elevated SRAM power supply. Under favorable
conditions, the core arrays have been fully functional up
to 7 GHz. By separately optimizing array cells, circuits,
and layouts for the core and nest arrays, very-high
performance and high-density arrays are realized on the
same chip.
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