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The design and implementation of the z/VMt SCSI (Small
Computer System Interface) I/O subsystem is described. z/VM is
an operating system that provides multiple virtual IBM System ze
machines on a single IBM System z computer. The approach
adopted herein allows the reuse of entire device drivers from
AIX 5Le, a completely different operating system, essentially
unchanged. AIX 5L is the IBM UNIXt operating system for
the IBM System pe platform. The design, and much of the
implemented code that allows the incorporation of such ‘‘foreign’’
device drivers, is independent of both z/VM and AIX 5L and could
potentially be used in other operating system environments.

Introduction

The potential benefits of software reuse are generally

accepted in both industry and academia [1, 2]. Experience

with technology suggests that there is rarely any benefit in

‘‘reinventing the wheel,’’ and the risks of ignoring past

technological approaches are well known [3]. Reuse can

take many forms, including the reuse of computer

programs, frameworks, and integrated development

environments. Reuse may reduce costs, increase

reliability, and accelerate the evolution of software. The

growing number of object-oriented languages (such as

Cþþ [4], Eiffel** [5], Java** [6], Smalltalk** [7], and C#**

[8]) and object-oriented design and development

environments (such as Rational Rose* [9]) attest to the

importance of software reuse. All of these reflect examples

of software that may be written with reuse in mind.

This paper concerns the reuse of software in a realm

where neither the software nor its environment were

actually architected or implemented with reuse in mind.

The technology described offers a flexible and efficient

methodology for the migration of operating system (OS)

extensions, such as device drivers, from one operating

environment to another. This methodology thus allows

the sharing of a single implementation of appropriate

operating system functions across multiple heterogeneous

systems. It should be noted that this approach is not an

architecture for the development of platform-independent

OS functions; rather, it is a way to exploit existing OS

functions in an environment other than that for which

they were originally developed.

The efficacy of the technology is demonstrated in a

practical manner by the successful integration, with

minimal change, of device drivers from the AIX 5L*

operating system in z/VM*, an IBM System z* operating

system product. The success of this approach is significant

because the two operating systems are very different in

purpose and implementation. AIX 5L (hereafter referred

to simply as AIX*) is the IBM proprietary UNIX**

operating system for the IBM System p* and provides a

rich application development and execution environment.

The primary function of z/VM is to provide a virtual

System z environment for other operating systems.

The methodology described in this paper offers

significant benefits in terms of programmer productivity

and allows developers to preserve the integration of

reliability, availability, and serviceability (RAS) models.

Overall programming error rates are reduced. The

approach does present some interesting challenges with

respect to performance and scalability. However, because

much more code is potentially portable than was designed

to be so, this methodology makes it possible to implement

many capabilities that would otherwise be prohibitively

expensive to introduce in a way that is responsive to

market demands.

The technology is based on the concept of an

architected execution container that preserves the
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reliability and robustness attributes expected of System z

operating systems (for example, recovery from runtime

errors) while implementing an execution environment

that provides the data and programming interfaces

expected by the migrated code. The AIX device drivers

are incorporated into the host operating system, z/VM,

as components in the execution container. As described

below, the execution container provides a framework for

combining multiple components in order to implement

a particular function, in this case, access to Small

Computer System Interface (SCSI) I/O.

The remainder of this paper is organized as follows.

First, some background information is presented to

briefly introduce the IBM System z, the AIX operating

system, and their associated I/O models. Next, we discuss

the design of the execution container and the way in

which it may be tailored to meet particular migration

needs. We also discuss the porting of AIX device

drivers so that they run in the execution container, the

integration of the execution container and device drivers

into z/VM, and the deployment of the finished product.

Included in this section is a discussion of the small

changes made to the device drivers and why these changes

are preferable to previously proposed alternative

approaches for producing production-quality

multiplatform device drivers. Also discussed are compiler

and other environmental requirements and how these

requirements were satisfied for the z/VM product.

Finally, results are summarized and conclusions

presented.

Background

A brief introduction to IBM System z

The IBM System z continues a succession of computing

systems that started with the IBM System/360*

introduced in 1964 [10–19]. Throughout this evolution

of large-scale commercial computer systems, upward

compatibility of hardware and software has been

preserved. In an analogous manner, the System z I/O

architecture [17–23] has evolved to add new functions

while usually allowing existing applications and I/O to

continue to function properly. The I/O architecture

includes the notion of channels, which manage I/O

devices under the control of channel programs stored in

the computer main memory, and more recently an in-

memory protocol called queued direct I/O (QDIO), which

manages the I/O devices [24]. The effort to maintain

hardware compatibility required a similar continuity of

software, starting from the first OS/360 [25] and leading

to current versions of z/OS* [26] and all IBM operating

systems for System z, including z/VM (see the section on

the z/VM CP environment below). Since the introduction

of the IBM System/360, technology has evolved and

hardware reliability has improved dramatically [27–29],

thereby raising the expectations for software reliability.

AIX device driver environment

In AIX, the interface between a device driver (or other

kernel extension) and the rest of the operating system

kernel is similar to those in other UNIX systems [30–32].

Documentation on how to write device drivers for AIX

for the IBM System p platforms is readily available

[33–40]. When device drivers are introduced into a system,

they register their services dynamically. The mechanism

that allows the addition of new device drivers is in the

AIX kernel itself, but much of the control, including the

configuration of drivers and individual devices, is driven

by application programs known as device methods

[33, 39]. AIX uses the object data manager (ODM) as a

repository for configuration information, and the device

methods use defined interfaces to access the configuration

information in the ODM [33, 39]. Neither the ODM nor

the device methods were ported for integration in z/VM.

Instead, the device methods were replaced by new code

that offered equivalent function (see the section on device

driver extensions below). Similarly, new code was written

to meet the configuration information needs that were

previously satisfied by the ODM. The new code was

implemented as a ‘‘container component’’ (see the section

on the anatomy of a container component below) and

manages the required configuration data using a simple

data model that can be readily mapped to a simple

database or flat-file representation. (A flat file was used

for the initial test scaffolding, which is discussed in the

section on z/VM CP integration below.) The AIX SCSI

support is implemented in multiple software layers. The

lowest-level AIX device driver, the layer that interacts

directly with System p I/O hardware, was not ported.

Instead, the interfaces expected by the higher-level drivers

are implemented by a new device driver for the System z

QDIO interface.

z/VM CP environment

The current z/VM operating system is the latest in a

succession of such systems that originated in the IBM

Cambridge Scientific Center in the 1960s [41, 42]. The

primary function of z/VM is to provide a fully virtualized

System z environment in which System z operating

systems (primarily Linux** for System z and z/OS, as well

as z/VM itself) can execute. The control program (CP)

is a fundamental component of the z/VM operating

system that is responsible for the management of the

real machine’s resources and the provisioning of those

resources to the guest virtual machines. The primary

purpose of the work described in this paper is to allow the

CP to use standard SCSI devices instead of disks specific

to System z.
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In the past, IBM introduced the concept of Fixed Block

Architecture (FBA) for storage in a range of mainframe

I/O devices, and such devices worked with a fixed block

size of 512 bytes. Because SCSI disks are also typically

subdivided into 512-byte blocks, it was possible to create

a relatively thin new layer of software between the pre-

existing CP FBA functions and the interface to the AIX

drivers in the execution container. This mapping between

CP FBA functions and the AIX driver interfaces, as well

as a new mechanism to allow the initial program load

(IPL) of z/VM directly from a SCSI device [43], has made

it possible for FBA-aware System z operating systems

to operate entirely with SCSI devices.

For a substantial portion of its history, the CP

component of z/VM executed without making use of the

System z dynamic address translation (DAT) facilities.

That is, the CP used ‘‘real addresses’’ rather than ‘‘virtual

addresses.’’ Even with the introduction of DAT facilities

to CP, CP itself still allocated contiguous storage in

chunks of no more than 4,096 bytes, which equals

one page. As a consequence, new CP facilities for the

allocation of larger contiguous ranges of memory were

required in order to implement an execution environment

for the AIX drivers. These facilities are based upon earlier

work by C. J. Stephenson [44], which was adapted to

the CP environment and extended to include several

attributes required by the AIX driver, including storage

allocations larger than 4,096 bytes and allocations on

specific power-of-two boundaries.

Design

Overview

In an ideal world, reusable software will run in any

execution or OS environment. Unfortunately, since little

useful software can satisfy such a constraint, some

modifications are inevitably required in order to use

the software in another environment.

Moving software from one environment to another

using a strategy of adaptation (also known as software

porting) is often as expensive in terms of development and

testing costs as development of new code, and does little

to enable any future amortization of those costs. In

order to obtain substantial benefits of reuse, both the

programming and data models of the original system

must somehow be preserved, and thus the required

transformation must be performed at a level not directly

apparent to the software itself. A number of ways exist

to accomplish this goal.

One established approach is to create reusable software

by developing it within a universally available operating

environment [45], but this approach has performance

challenges and may not achieve sufficient isolation from

the native operating system environment. It also excludes

reuse of software already developed without reuse in

mind.

An alternative is to create an execution context that

closely mimics that of the system from which the software

is being migrated, which is not a trivial task. However,

the cost of this approach can generally be amortized as

other software is migrated. Provision of most required

services in this way is relatively straightforward.

However, assumptions with respect to late binding (i.e.,

binding performed at execution time) and the dynamic

introduction of executables can be harder to resolve.

Nevertheless, this approach offers an advantage over

simple porting in that it is sufficient, from a testing

perspective, to demonstrate that the mimicked services

are functionally equivalent to the original system. The

imported code that uses the mimicked services is not

changed and thus does not require further testing.

The methodology presented in this paper allows

internal operating system software, such as device drivers,

to be migrated by providing services that mimic those

of the original environment, and we present several

mechanisms for addressing the issues that arise. The

approach also provides a general structure within which

such environments may be constructed with progressively

lower costs—not only costs associated with the migration

of subsequent functions, but also the lower costs of

operating systems that can share much of the container

infrastructure described below.

The execution container (hereafter referred to simply as

the container) is based upon an architecture that specifies

the way in which a program may operate within the

environment of the container. The container architecture

itself defines no specific interface with the operating

system within which it is instantiated, leaving any

obligations of communication and interaction to one or

more of the executable components that are introduced

during its operation. In this context, the term component

is used to describe any object that conforms to the

architectural requirements of the container. In other

words, a component is aware of, and by implication

capable of conforming to, the environment of the

container. In this sense, the container is nothing

more than a very simple programming framework.

To be useful, the container must be more than a

framework, and the necessary additional functionality is

provided by the core system services component (CSSC).

This component provides a basic set of services that

are discussed further in the section on environmental

requirements below. The container alone serves no one

specific purpose; rather, it provides an architected

environment within which one or more loaded

components provide functionality.

With the sole exception of the CSSC, all components

are required to be introduced by means of the
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CSSC_loadComponent service. Aside from taking care of

the required tasks associated with loading and initializing

a new component, being successfully ‘‘loaded’’ into the

container via CSSC_loadComponent is a sufficient

indication of architectural conformance. In other words,

no further tests are made to ensure conformance before

or after loading, beyond the provision of some mandated

functions to be invoked when loading and unloading a

component. A component is not obliged to communicate

with, or offer services to, any other component, but in

general a component is likely to do both.

Typically, a component has no dependencies upon

any external capabilities except those offered by other

components. This independence implies complete

portability across any environments that support the

container architecture. Portability in this context is

compile-time portability, not binary compatibility.

This platform independence is implied wherever the

term component is used without other qualification.

We must also recognize a special class of component

that does have an awareness of the host OS environment;

these are known as system interface components. In

discussions of container frameworks, a system interface

component is any component that has some knowledge

of or dependency upon the environment within which

the container is being instantiated. This knowledge

allows such a component to interact in some way with

the environment. CSSC is an obvious example of such a

component, because it is responsible for the integration of

the container with its environment, including the task of

container initialization. In general, other system interface

components are required only in order to provide access

to services provided by the container.

Another component that must be aware of a non-

container environment is the personality, discussed in

the section on personalities below. For the z/VM

SCSI, the non-container environment is the AIX kernel

environment. The personality component transforms

the services available to container components to those

expected by the ported device drivers. Together with the

device driver extensions (described in the section on

device driver integration below), it provides the AIX

kernel services expected by the device drivers.

The container has been implemented using the C

programming language. This choice of languages was

natural, but not essential, because AIX drivers are

themselves written in C. Operation of the container only

requires object-code compatibility. Any language can be

used when creating a component, provided that the

simple interface obligations of the container can be met,

together with the underlying complier assumptions for

linkage.

Our approach is useful because it is relatively

inexpensive to create a prototype in an environment other

than that for which the work is ultimately intended.

For example, the container for the z/VM SCSI was

prototyped in an application environment on Linux,

which allowed development and test of the platform-

independent components using conventional

development tools—something that is not easily achieved

with operating system extensions. Figure 1 illustrates the

basic components of the programming environment being

described.

Specification is not required with respect to the way in

which the container communicates with the environment,

and this offers some important benefits. The

implementation of the container can be encapsulated

within some other recognizable entity in the intended

environment. For example, the container may be

packaged so that it appears to be a conventional device

driver in the Linux environment. In this way, a single

device driver may be shared across a number of different

and apparently incompatible environments. The

container can be closely integrated with its environment,

so that instead of requiring an intermediate software layer

that maps the semantics of the environment to some

public interface defined by the container, the environment

itself can be adapted to behave as a component and

communicate directly with the services provided by the

Figure 1

Container schematic showing the container environment and its 

interactions with the host operating system. All interactions with 

the host operating system are mediated by a system-interface 

component. The unlabeled boxes inside the personality compo-

nent represent the AIX device drivers, which are isolated from the 

container environment by the AIX personality and the driver 

extensions (not shown).
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supported OS extensions. The issues of porting the OS

extensions are easily separated from the issues relating

to their exploitation on a given platform. It is a

straightforward task to introduce extension-specific

system interface components in support of specialized

requirements. For example, workload management

capabilities can be directly integrated with the container.

Finally, a system can have any number of containers

concurrently active, subject to whatever host OS

constraints apply. The use of multiple containers

promotes isolation of code and data structures, and

isolation of resources managed by the ported code.

These characteristics have the potential to enhance

RAS, security, workload balancing, and installation

management and control.

Anatomy of a container component

Each component is a separately loadable object within

the container-managed environment. As previously

mentioned, it must conform to certain internal

requirements of the container, and it may also have

awareness of the environment outside of the container.

The following summary describes material that is covered

in more detail in the subsequent sections.

Each component has one or more associated interface

header files that contain all of the information needed to

load and access the component. Language preprocessing,

in conjunction with specific programming models,

allows one component to access the services of

another component with no additional programming

beyond the inclusion of the header file and a call to

CSSC_loadComponent to load the desired component.

Versioning information contained in the interface

header files ensures that any conflict (for example,

between the versions of the interface used at compile time

and the versions expected at runtime) is detected when the

component is loaded. Depending upon the component,

such a conflict may result in a load failure or the

automatic provisioning of the appropriate interface by

the component being referenced.

When a given component is first loaded, a component

control area (CCA) is allocated and associated with the

component. Control is given to a mandated function, as

previously mentioned and discussed in more detail below,

that has the opportunity to establish component-specific

information for future use. The component control area

contains the vector table discussed below as well as

internal component control structures.

Each component interface is implemented using a

vector table, and access to a given interface is obtained

using either the CSSC_loadComponent service or the

CSSC_getInterface service. Each vector contains the

entry point of an associated function and the component

control area that should be effective when that function is

in control. Some powerful capabilities offered by this

approach are enumerated in the following paragraphs.

First, by separating the definition of the interface from

the executable component itself, it becomes possible for a

single component to present multiple versions of the same

interface to its callers. This separation facilitates both

upward and downward compatibility as well as providing

the possibility for an interface that can adapt to the needs

of a specific caller. The use of vectors also enables

multiple versions of a given component that can be

concurrently supported.

Additionally, by storing both the function address

and the control area address in each vector, it becomes

possible for a component to export vectors owned by

other components without incurring the normal

computational overhead associated with cascaded

function calls. This mechanism is effectively exploited

by the system services component itself.

All components have a designated default interface

that is accessed using the reference returned by

CSSC_loadComponent. A component may also support

additional interfaces, and access to these interfaces is

obtained via the CSSC_getInterface facility.

The first request to load a component causes the

initialization function for that component to be executed.

Subsequent load requests increment the use count but do

not cause further initialization. The process of unloading

decrements the use count, and a component remains

available until its responsibility count reaches zero.

At that time, its terminate function is called, and it is

considered to be unavailable within the container. A

subsequent load will result in the initialize function being

called. The initialization and termination vectors are two

examples of a set of vectors that are an obligatory part of

the container architecture. Other required vectors include

recovery, debug, recycle, validation, control, start, and

stop.

The recovery vector allows a component to define a

procedure that should receive control as a result of a

system-detected error during execution. This interface is

part of an architected recovery hierarchy defined within

the container. The debug vector allows a component to

interact with an external debugging mechanism. This

interface may be used to modify the behavior of the

component. The recycle function informs a component

that a client has terminated. This notification allows the

component to ‘‘clean up’’ any resources, such as memory,

held on behalf of that client. The validation vector allows

a component to indicate its own functional status, that is,

true if no errors are found or false if some unrecoverable

problems are detected. The control vector is a function

with unspecified semantics that allows additional

component vectors to be defined that are not expressly
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defined by the container architecture. Whether or not

such functions exist depends on the component.

The start vector, if present, indicates that this

component is capable of being a primary container

component. A primary component is one to which control

is given at some time after container initialization is

complete. A hierarchy of such components may exist if

a component that receives control using this interface is

prepared to pass control to the next component in such a

hierarchy. The exact nature of such a hierarchy is not

programmatically apparent; rather, it is an emergent

property of a set of components. For example, in the

case of the container I/O application described in this

paper, CSSC is the component to which the container

initialization routine gives control. Once CSSC has

completed its container-related initialization, it passes

control to the first identified primary component in the

load list (see the section on establishing purpose below).

A primary component is not expected to return control

until it has to terminate. Consequently, when the primary

component previously called by CSSC returns control,

the container will close. Typically, one primary

component will establish interfaces for services to entities

outside the container environment and then wait to

service requests via that interface. The stop vector

provides the means by which an external agent, such as a

system operator, can indicate to a primary component

that it should cease execution. This interface is intended

to be the normal mechanism for shutting down the

container.

Any function exported by a component for use by

other components must conform to the programming

model of the container. This obligation is satisfied by

a collection of macros supplied for the purpose, such

as the following:

void *

my_function(thread_ct * thread, void * arg)

f
COMP_ENTRY(my_function);

void * result;

result ¼ arg;
COMP_EXIT(result);

g

In this example, the COMP_ENTRY and COMP_EXIT

macros conceal the container-specific linkage obligations

associated with the designated function. A variety of

such macros are provided to address all of the basic

requirements of structured programming within the

container. As well as addressing issues of linkage, these

macros provide a consistent and comprehensive RAS

model within the container, which is integrated with the

container environment by CSSC. The scaffolding macros

are defined in such a way that inconsistent usage, or

omission, is generally detected at compile time.

Core system services

CSSC comprises two separate components. A system

interface component, CSPS (core services, platform

specific), is responsible for providing an interface with

the operating system in support of the various control

and management services required. A platform-neutral

component, CSPN (core services, platform neutral), is

responsible for making various control and resource

management services available to other components in

the container. These services represent a minimal set

of capabilities needed to allow consistent, platform-

independent operation of other components loaded

into the container.

For practical purposes, CSSC embodies the container

from the perspective of other loaded components. Access

to the CSSC public vector table allows a program to be

a component in the container environment. The various

parts that make up a working container are illustrated

in Figure 1.

Environmental requirements

The AIX kernel environment, the z/VM CP environment,

and other operating system kernel environments are all

greatly restricted in terms of available system services

when compared with the application environment. In

this context, such limitations are not disadvantageous.

Indeed, this characteristic makes device drivers relatively

portable and makes the required infrastructure to support

such portability reasonably straightforward.

These environmental services needed to support OS

extensions can be classified as

� Executable content management (e.g., load/unload

and exported reference identification).
� Memory management (e.g., allocation/deallocation

and pinning/unpinning).
� Cross-memory addressing services.
� Synchronization (e.g., general locking services, wait,

and notification).
� Scheduling (e.g., asynchronous scheduling, execution-

mode switching, time-delayed scheduling, and time-

limited suspension).
� RAS (e.g., trace, dump, and logging).

Some services are needed to gain access to system

resources (e.g., services such as content management

and memory management). Other services support

the integration of container-managed events with the

environment (e.g., synchronization and scheduling). The

provision of other services might be considered optional

(e.g., tracing and logging).
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The nature of the required services is generally so

fundamental that there is little likelihood of significant

problems when implementing such services in any

environment of interest. The container, as implemented,

encapsulates these services in CSSC. Within CSSC, the

CSPS subcomponent owns the actual interface between

the container and existing operating system services. This

design allows significant flexibility in terms of the way in

which a particular function is implemented. The greatest

challenge when implementing these services arises from

the need to anticipate possible future requirements that

might be placed upon a given service. For practical

reasons, the services interface exported by CSSC is

generally consistent with the analogous AIX kernel

services. For example, the AIX xmalloc service is

exported to the device drivers by the personality

component. The AIX personality component does a

simple remapping of the AIX xmalloc interface to the

CSSC_malloc interface. The CSSC_malloc interface is

in fact just the CSPS_malloc interface as exported by

the CSPN component on both z/VM and Linux.

Intercomponent flows

We place two significant constraints upon the design of

the container. In particular, the container cannot exploit

the native mechanisms of the compiler for managing

global data, and it cannot exploit any platform-unique

services for the runtime binding between components.

When the initialization function of a component is

called, the function is passed an area of memory that can

be used as a global control area CCA for the component.

The address of the CCA is maintained by CSSC and is

returned to any caller that causes the component to be

loaded. In the interests of linkage efficiency, this address

is also that of the default public vector table for the

component, as described below.

In the absence of runtime services for dynamic binding

between executables, the container exploits an efficient

compile-time mechanism to support runtime binding

between components. Exploiting this mechanism involves

certain conventions. First, each component must provide

a public header file, referred to as an interface header file.

This file provides all of the information needed to locate

and exploit the owning component. The header file must

be included wherever access to a component is required.

In addition to including the header file, a component

must use CSSC_loadComponent to load the requisite

component into the container environment at any time

prior to first use. Once this has been accomplished, the

reference returned by the loading process is stored in the

control area of the local component in accordance with

the container rules for component references. This

reference provides access to the default public vector table

of the component.

Finally, access to services in another component is

achieved using the access macros supplied in the interface

header file of the target component. For example,

xyz ¼ (t *) CSSC_malloc(thread, size, alignment,

flags);

shows how a component might call the storage allocation

service provided by CSSC. By convention, the first

argument, thread, provides access to per-thread

container control structures.

We employ a novel exploitation of the preprocessor to

allow the access macros supplied in the interface header

file to be used regardless of the caller’s own control area

organization. The code generated in support of a call

to another component, for example CSSC_malloc,

essentially resolves to

frameptr-.cca ¼ malloc.cca,
malloc.fnc (thread, size, alignment, flags);

This greatly simplified example shows the required

control area being loaded into the current frame, and the

required function vector (malloc) being invoked. A frame

is part of the container linkage mechanism. Each active

function has a corresponding frame that allows the

container to manage various aspects of serviceability

and recoverability. In this case, the frame is used to

communicate context information to the function

being called. The control structures associated with

the frame are C-language automatic variables declared

and initialized by COMP_ENTRY. The COMP_ENTRY macro

in the implementation of CSSC_malloc retrieves the

CCA from the caller’s frame and establishes appropriate

local addressability.

By storing both the required control area address and

the function address in each vector, the container allows

a component to promote vectors obtained from other

components. This approach improves overall

performance by eliminating unnecessary intermediate

execution paths when accessing non-local functions. For

example, CSSC directly exports the memory services

provided by CSPS. In other words, no intervening

CSPN wrapper is necessary.

Integrating the container with its environment

The CSPS component of CSSC, or some platform-specific

intermediary code acting as an agent for CSPS, receives

initial control from the operating system environment. As

a result, if CSPS is to be introduced by the operating

system, it must be consistent with that environment.

In the case of z/VM, CSPS and the entire container

are actually directly integrated with CP. The part of
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CSPS responsible for initializing the environment of the

container is called the prolog. This container prolog

handles any differences between the native linkage of

the system and the linkage required by the language

environment chosen for CSPS. Various ways exist to

accomplish this function, and the particular way that is

chosen tends to reflect the language and compiler being

used.

CSPS performs its own private initialization and then

loads the CSPN component, simulating the behavior of

CSSC_loadComponent. Once CSPN has been successfully

loaded, CSPS calls the start meta-function supplied by

CSPN. This event marks the end of the container

initialization and the beginning of its application.

Establishing purpose

The CSSC start function loads a set of components that

are identified in a special configuration file called the load

list. The load list is loaded using the data management

capabilities provided by CSSC. All of the components

in the list are loaded, and one of them is identified as

being the primary component. Nothing prevents a

given operating system from having some or all of

the components preloaded, and in fact z/VM does

preloading. The primary component determines the

specific purpose of the container, and is passed control

by CSSC by invoking the start vector of the primary

component. The container remains active until the

primary component returns control to CSSC. If no

primary component is provided, the container simply

terminates.

In this paper, the primary component is the I/O

services component (IOSC). The IOSC component has

two principal responsibilities: It provides an interface to

support I/O operations, and it routes such operations to

whichever personality provides access to the resource in

question.

Personalities

A personality is a specialized container component that

is responsible for emulating a particular execution

environment. Any number of concurrently active

personalities may exist. The personality presents a

standard interface to the other components and provides

an environmentally unique interface to the migrated code

that it is responsible for supporting.

The personality must map the service API presented by

IOSC to the native API expected by the migrated code.

This requirement applies not only to the I/O operations

themselves, but also to the management tasks of

initialization, configuration, and termination. Similarly,

the personality must intercept all of the interactions of the

migrated code with the environment of the migrated code

in a manner that is indistinguishable from the native

environment. Note that the requirement dictates that the

environment is indistinguishable from, but not identical

to, the native environment of the migrated code.

The AIX driver code is by definition unaware of

the container or its architectural requirements. This

shortcoming is addressed by integrating a set of

functional extensions (identified as driver extensions in

Figure 2) that are combined with the driver code during

linkage editing. These extensions address all of the

architectural obligations associated with being a

component, such as providing the required vectors

discussed above, and also relieve the personality of

responsibility for driver-specific activities normally

addressed by AIX facilities such as device methods

[33, 39]. AIX device methods are application programs

that are separate from the device drivers and that

control device activation and configuration.

In addition, the extension implements the recovery and

resource management interfaces that System z requires

of an I/O handler and that are not part of the AIX

environment. Specifically, these interfaces relate to

recovery (handling unexpected programming errors or

other failures at runtime), recycling (handling resource

cleanup on behalf of failed clients), and I/O purge

(forcing the completion of outstanding I/O requests

on the basis of some specified filter).

When linked together, the device driver and its

extension constitute a proper container component.

Language preprocessing is used to remap device driver

calls for external services to the appropriate container

linkage. Function calls that are internal to the device

driver are not modified and do not follow container

linkage conventions.

Figure 2

Driver component schematic.
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Figure 2 presents a simplified view of the major

components involved in I/O that uses the container,

and indicates the principal dependencies among them.

Note that IOSC communicates with the driver via the

personality. The personality is responsible for presenting

an implementation-independent view of the driver

interface, as well as providing a convincing AIX

execution environment for the drivers themselves. The

figure shows that the driver communicates only with

the personality and with the QDIO driver. The QDIO

driver is an example of a device driver written specifically

for the container environment. In essence, CSSC is the

personality of QDIO. Conversely, the QDIO driver must

implement the interfaces expected by the AIX device

drivers, thus performing a role similar to that of the

AIX personality. The QDIO driver must interact

with operating system I/O services and thus requires a

system interface component. Because the QDIO driver

implements a driver for a System z architecture facility, a

potential exists for amortizing its development cost across

multiple System z operating system platforms.

Container reliability

In this section, we consider the ways in which the

recovery environment that is assumed by the drivers is

preserved, and also how that environment is integrated

with the host operating system environment. Our intent is

for the overall reliability, availability, and serviceability

of the device drivers to be enhanced in the process of

integrating them in the container.

Handles

The container employs handles to transparently address

many of the reliability problems that arise from the use

of pointers to access dynamically assigned, reusable

resources owned by the system or another component.

For example, when one component loads another, it

obtains a license to access the services and resources

of that component. In the event that that contract is

terminated (e.g., because the component was unloaded),

the system needs a means of detecting such out-of-

contract usage. Handles provide such a mechanism.

The type handle_ct is declared by appropriate C

typdefs to be a single-element array whose underlying

structure anonymously reserves memory. By defining the

handle as a single-element array in C, we ensure that the

reference cannot be trivially modified. Anonymous

mapping is done primarily to avoid any kind of

implementation dependency by the user of the handle.

This technique ensures that an individual handle supplier

is not constrained in terms of implementation. This

approach (and other related approaches in this paper)

reduces unintentional programming errors. These

approaches are not security mechanisms, and they

can always be deliberately circumvented. Passing of the

handle provides the system service with an area in

the caller’s space in which the service can place the

information needed to manage a reference to a resource.

In our environment, a handle must at least allow the

address of the item that is being referenced to be derived

from the handle itself. Sufficient shared information must

exist, stored in both the handle and the element to which

it refers, to determine that the handle indeed represents

the current instance of the resource. Note that the address

information in the handle is meaningful only in the

context of the component that supplied the handle.

Figure 3 illustrates a simple handle implementation.

This mechanism of using handles as references requires

that while the element being addressed may be reassigned

or reused, it should persist and retain a consistent type

through time. The mechanism also requires that a given

identifier should not be reused. Failure to satisfy these

constraints significantly reduces the benefit that handles

offer. The container addresses these issues using two

mechanisms. First, the element representing the resource

being referenced is allocated using cell pools, that is,

pre-allocated areas of memory from which individual

elements are allocated. The use of cell pools ensures that

the internal structure of individual elements remains

consistent over time. Cell pools offer additional benefits

with respect to performance and memory management;

most significantly, their use provides a consistent

interpretation of a memory area over time, regardless of

the current use status. When an element from a cell pool

is freed, it retains all of the information it contained on

last use, and is reinitialized only if it is eventually reused.

Figure 3

Simple handle implementation, showing the address that is used to 

locate the element to which the handle refers. Also shown are two 

identifiers, one in the handle and one in the referenced element. 

For the handle reference to the element to be valid, the two 

identifiers must match.  (The upper set of rectangles represents the 

handle. The lower two rectangles represent the element referenced 

by the handle.)

Identifier

Component ID Address Identifier
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As a second mechanism, a numerical identifier is

associated with each instance of a resource at the time

the resource is allocated. This number is stored in the

associated handle. Whenever the resource is referenced,

the identifier in the handle is compared with the instance

identifier in the element representing the resource, and if

the numbers do not match, the reference is denied. The

identifier is invalidated when the resource is deallocated.

The size of the identifier field is determined by the

resource owner and depends on the expected frequency of

reallocation. This mechanism has some associated risk

because it is possible that a handle may be used after the

identifier has completely cycled and happens to be correct

at the time of reference. Appropriate choice for the size of

the identifier can make the probability of this occurrence

very small.

These two mechanisms jointly allow for safe and

verifiable access to the resources to which they are

applied. The container further enhances the serviceability

of instance identifier use by adopting a systematic

mechanism for invalidating the instance identifier.

Whenever a new instance identifier is being assigned to an

element, it is incremented by 2. Thus, all active elements

in a cell pool will have an even instance identifier. When

the resource is deallocated, the low-order bit of the

identifier in the cell is set to 1 in order to effectively make

the instance identifier odd. This technique has the useful

side effect of allowing the current allocation status of

elements in a cell pool to be determined by simple

examination of the instance identifiers. It also preserves

debugging information about the prior use of an

individual cell, and can give insight into the frequency

with which resources are being reused. Any subsequent

reference to the resource that uses the current handle will

fail because the handle is now stale; that is, its instance

identifier does not match the target data area.

To provide freedom of implementation to a handle

owner, only part of the handle is required to be uniformly

mapped by all users. This fixed portion contains the

component identity of the handle owner. Each

component is able to manage and interpret the remainder

of the information in the handle in any way it sees fit.

Handles are used in the container to manage references

to locks, latches, and several other critical data structures

whose typical usage implies frequent acquisition and

release. The use of pre-allocated storage for the resources

of a given type and the use of a handle to reference the

resource is effectively a form of ‘‘type-safe memory’’

[46–48].

Of course a penalty is paid in terms of the performance

cost of validating the handle. Typically, the validation

process first requires validating ownership (component

identity), then validating type (its type matches the

expected resource being processed), and finally validating

the identifier. These costs are in addition to the

fundamental cost introduced by the implied indirection.

The handle could be made more robust by including

a small checksum, but a checksum was not implemented

in the container. Damage to a handle that affected only

the embedded memory reference was considered too

unlikely to justify the additional cost.

Isolation

Some data elements and their memory areas are more

critical than others in terms of sensitivity to inadvertent

modification. For example, damage to the state elements

of a software lock may have implications far beyond the

success or failure of the execution flow that caused the

damage.

Data isolation is particularly beneficial in the case of

locks and latches, especially if they are to be shared by

programs that are otherwise isolated. There are several

reasons why the isolation provided by the use of handles

is beneficial. First, locks and latches are examples of state

that, while mutable with respect to the user, are internally

constrained by the set of meaningful values that can be

assumed. To increase reliability, a program should not

be able to deliberately or inadvertently invalidate the

allowable state model. Second, locks and latches are

repeatedly acquired, used, and released; that is, frequent

changes in ownership exist. The System z architecture

does not allow areas within a page to be uniquely

protected with respect to other areas in the same page,

which means that a program solution is required.

In the case of the device drivers, the types used for

locks and latches are transparently redefined so that a

handle is stored in the local data structure instead of the

lock or latch itself. The implied change to the semantics

of the locking and latching calls themselves is easily

provided by the transformation layer of the personality.

The handle is then used to reference the lock or latch with

all of the previously attributed benefits, and the actual

memory element can be placed in memory not normally

accessible to the originating program.

Trace

The container implements a comprehensive trace facility,

which allows execution activity to be collected by thread,

by function type, or by activity classification. The amount

of data collected can also be controlled within these

classifications.

All existing trace macros within the AIX drivers were

remapped, using an AIX personality header file, to the

container trace, and in this way the existing trace model

of the driver was preserved.

Additionally, the trace produced by interaction with

container services provides useful insight into driver

activity and records those failed service requests whose
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disposition is ignored by the drivers. The compile-time

remapping of the device driver calls in order to use

container linkages allows the collection of traces with the

same granularity as other inter-component calls.

Finally, compiler hooks, and/or prolog and epilog

macros, invoked by the compiler at the start and end

of functions, can be used to incorporate flow tracing

within the migrated driver stack without requiring

any modifications to the driver code. This approach

is particularly valuable because this same mechanism

permits an almost full integration of the driver code with

the container recovery model.

Detailed trace tools are essential during development

but are less useful after deployment because of the

runtime costs involved. We paid significant attention

to minimizing the runtime penalty paid for making

the trace/no trace determination.

Diagnostic aids

All major control structures managed by the container

employ the notion of eye catchers. Originally used to

improve serviceability by making core dump information

more readily identifiable to analysts involved in problem

determination and resolution, the eye catchers also make

it easier to recognize bad pointers and the effects of

memory overwrite errors. Each eye catcher consists of an

eight-character acronym, the address of the data area

within which the eye catcher is included, and the size

of that data area. This information can be used by

container-aware functions at runtime to validate data

area references, and can be used by core-dump analysis

tools to automate similar validations. Not all data

structures have eye catchers; for example, the data

structures directly accessed by the migrated drivers do not

have eye catchers.

The nature of the vector interface between components

makes it simple to incorporate additional diagnostic

mechanisms without requiring any normal runtime

penalty. Additionally, the container linkage provides

a platform-independent basis for analyzing container

activity. It is possible to determine the current status of all

threads of control that are active within the container.

The linkage also augments the normal compiler and

driver linkage in order to support OS-specific retry and

recovery models.

Device driver integration

Porting the device drivers

Preceding sections in this paper have discussed the

general characteristics of code that executes in the

architectural environment of the container. The current

section examines issues that arise specifically from the

AIX drivers.

The AIX device drivers are not aware of, nor do they

conform to, the container architecture. However, the

container allows this code to be migrated with minimum

change and with a preservation of both programming and

data models. This approach is in contrast to those in

architectures such as UDI (Uniform Driver Interface) [49]

that require new drivers to be developed that conform to a

documented architecture. The container model offers the

same benefits of single-driver development, but does so in

a way that allows an existing driver to be used without the

constraints and additional effort that a formal architecture

imposes on initial driver development. In fact, migration

of the AIX drivers to the container environment was

relatively trouble-free. The most laborious task was the

identification of required information from the AIX

system header files referenced by the drivers for use in

the container, discussed in the next section.

Very little modification of the drivers was necessary.

Indeed, in our opinion, the changes described below

amount to following good programming practices. In all

cases these changes could have been introduced into the

original driver code without affecting its function in its

original environment. The following three situations

accounted for most of the changes made.

First, when the personality requires explicit access to

information in a data area also accessed by the drivers,

that data area must be defined by the personality, and

a typedef is used to map it into the expected type space

of the driver. In some cases, the drivers referred to a

structure explicitly, and in those cases it was necessary to

modify the drivers so that an appropriate abstract type

reference was used.

Second, references to system services were resolved

during compilation of the drivers by using macros to

rewrite the reference to conform to the container linkage

model. However, in a few places the drivers made explicit

use of embedded function pointers, making such

rewriting impossible. In some cases, it was possible to

leave these explicit uses of function pointers unmodified

(where some other extant mechanism for communicating

necessary container information existed). It was

sometimes necessary to rewrite the code so that the

function pointer usage was hidden by an appropriate

macro.

Finally, instances of incorrectly typed assignments

existed. The z/VM build environment, like some other

product-build environments, does not accept such

warning messages from the compilation. Rather than

risk eliminating meaningful messages, we modified the

code to resolve such problems.

AIX system header files

The device drivers referenced dozens of AIX header files,

some of which, in turn, referenced dozens of other header
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files. We did not want to import any more code than

necessary in order to compile AIX device drivers. With

respect to the first two device drivers, we commented out

all references to AIX header files and incorporated the

required material from AIX header files into a few new

header files. We found that with this approach, the

contents of many of the AIX header files were not

required for the drivers being ported, and for some

of the header files only a few lines were required.

Subsequent to our initial work, during the process of

porting another SCSI disk device driver, we found that

this consolidation of multiple AIX header files into a

single header file was not appropriate because the

appropriate separation of unrelated definitions and

declarations was lost. For example, the second SCSI disk

device required different implementations of similarly

named data structures. The two SCSI disk device drivers

support two different storage subsystems but use the same

lower-level device driver, so this type of conflict is to be

expected. Consequently, the original header file structure

was reapplied to the subset of information required by the

drivers.

Device driver extensions

A device driver extension provides the implementation of

the services required of a component in the container

environment, as discussed above. The device driver

extension also provides the configuration and

initialization services that are accomplished in the AIX

environment by device methods [33, 39]. AIX device

methods are application programs, separate from the

device driver, that control device activation and

configuration. These functions in the driver extensions

were modeled on their AIX analogs but use a different

interface for accessing configuration information. The

driver extensions are also different from AIX device

methods in that the equivalent function in driver

extensions runs in the same environment as the rest of

the device driver, while the AIX driver methods run

as normal (albeit privileged) applications. In addition,

the device driver extensions provide functions not

implemented in the AIX kernel environment. For

example, in the System z environment, a requirement

exists to purge any outstanding I/O activity when physical

storage resources required by the I/O must be used for

some other purpose. Implementing the purge function

required an additional minor change to the device drivers

to ensure that requests being transferred between device

drivers are not missed by the purge mechanism. Like the

system interface components depicted in Figure 1, the

device driver extensions are different from most container

components because they are aware of both the container

environment and the AIX kernel environment. In

particular, they directly invoke some of the interfaces

exported by their associated device drivers as well as

invoking container interfaces exported by CSSC.

z/VM CP integration

The development of the SCSI for z/VM support did not

follow the usual product development cycle for z/VM

or for any other IBM-developed software. Before the

development environment for the final product was

available, the majority of the container was developed

and tested on Linux running as a z/VM guest. The Linux

implementation included the basic container functions,

the AIX personality, and the device driver extensions, as

well as additional device drivers required for the System z

environment and test scaffolding to emulate the layers

of hardware and software not available in the Linux

environment. The container and all of its subcomponents

executed as a normal user process. No actual SCSI I/O

was performed in the Linux environment. Such I/O was

simulated by the test scaffolding, which utilized the same

container component infrastructure as product code. The

platform-independent portions of the code developed

on Linux were subsequently integrated into the z/VM

CP component, and the first version of this support

became generally available as part of z/VM 5.1 in

September 2004.

CP environment

As discussed above, for many years the CP component

of VM did not exploit virtual addressing; that is, all of

the CP code and data areas were fixed in memory and

referenced by real addresses. This fact, and the lack of

facilities for dynamically allocating large areas of memory

(greater than one page, or 4,096 bytes), meant that each

‘‘stack frame’’ of a C routine had to occupy less than

one page. While this restriction may seem a stringent

requirement at first glance, in reality it is not that different

from the AIX or other UNIX kernel environments.

Portions of the AIX kernel are pageable, but many parts

are not. Routines that are not allowed to cause page

faults must have fixed storage for their C-procedure call

stacks. In AIX the stacks are contiguous ranges of virtual

addresses, but they are limited in size. Thus, AIX kernel

extensions and device drivers do not have routines with

large stack frames. Rather than have large memory

areas allocated as C ‘‘automatic’’ storage, the dynamic

requirements of the drivers are met by explicit memory

allocation calls at runtime or (quite commonly) by

allocating a pool of space during driver initialization and

suballocating the storage from the pool as required. In

practice, meeting the requirement that the stack frame of

each C routine be smaller than one page was not difficult,

but it does require the use of a compiler that allows

function prolog and epilog code to be supplied at compile

time.
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Two assembly language macros were provided for this

purpose, corresponding to function prolog and epilog.

Parameterized information passed to these macros at

compile time allows the macros to generate an optimal

code sequence, sensitive to the constraints, such as stack

usage, of the particular environment.

CP SCSI exploitation

To minimize the changes required of other CP

components, our initial SCSI support emulated an older

I/O device, the FBA channel-attached disk. Existing

interfaces allowed applications to access SCSI disks by

the applications building the same channel programs

that were used to access FBA disks. New code in CP

interpreted these channel programs and translated the

requests to calls to the SCSI interfaces. The processing of

these channel programs by the central processor (instead

of the channel processors) corresponds to processing

overhead incurred to avoid large-scale changes to the

z/VM I/O system. Ultimately, the interface exposed by

the FBA device support is very nearly the same as that

provided by the SCSI device drivers, so this additional

computational overhead could easily be avoided with

minor changes. We did not attempt to implement these

changes in the initial release because they are pervasive,

and even though they are not complex, they would

require a substantial verification and testing effort

that was avoided by emulating existing interfaces.

In z/VM 5.2, the paging subsystem was changed to

avoid the channel program emulation, resulting in

significantly improved paging performance on SCSI

devices, due largely to the increased concurrency

allowed by direct access to the SCSI I/O interface.

Despite the increased CPU processing overhead

discussed above, SCSI devices have been observed to

produce a substantially increased paging rate compared

with previous device interfaces [50]. The results reported

in [50] are for a hypothetical configuration, specifically

designed to force a high paging rate, and are not claimed

to be representative of any production environment.

However, the results do demonstrate that the SCSI device

interface can sustain a higher I/O rate than previous

interfaces while accessing the same external storage

subsystem via the same host hardware interfaces.

Summary and conclusions
The approach described in this paper allowed a relatively

small number of individuals to produce a new I/O

subsystem for the z/VM product. The subsystem included

tens of thousands of lines of code from a completely

different operating system, all written in C, a language

that had never been used in the CP component of z/VM.

As successful as the approach has been in providing a new

function for z/VM, with very low development and test

costs, some drawbacks exist. Although providing an AIX

execution environment (via the AIX personality)

minimized the changes to the AIX device drivers, this

environment incurs some CPU processing overhead, as

does the improved software reliability provided by the

mechanisms discussed in the section on container

reliability. In addition to these possible performance

problems, z/VM must maintain and support the AIX

device drivers, components of which are unfamiliar to the

z/VM team. Some additional education is also required

for the service team to become familiar with the extensive

use of vector tables and C preprocessor macros used to

implement component linkages.

The design and development of a significant part of the

subsystem (excluding the ported AIX device drivers) was

accomplished by workers outside the traditional z/VM

team. Much of this code was integrated into z/VM after it

had undergone function and component testing on Linux.

The schedule that started with the production of the first

working executable and culminated with components that

were ready for system test was very aggressive. However,

the progress from system test to product general

availability was relatively straightforward, and no

significant serviceability problems have appeared with

respect to the z/VM SCSI subsystem in customer

installations. As discussed in the section on device

driver integration, an AIX device driver that was not

contemplated in the original design was added to z/VM

subsequent to the initial development; it became generally

available in December of 2005 with the release of

z/VM 5.2. The addition of this device driver, which was

new for z/VM, was accomplished largely by the traditional

z/VM development team with substantially less effort than

required for the first two device drivers, demonstrating

the utility and flexibility of the container design and

validating the basic design concepts.

A significant portion of the newly developed code is

independent of the z/VM system. All of CSPN, IOSC,

the AIX personality, the AIX device driver extensions,

and the QDIO device driver have been designed and

implemented with the intent that they be reusable in other

System z operating system environments. Because of the

isolation provided by the container, the ported AIX

device drivers should also not require changes to be

functional in a different environment. All of these

components can simply be reused in order to provide the

same function in another System z operating system. Of

course, in addition to the z/VM-specific components,

namely CSPS and the z/VM system interface

components, other operating systems may require

functions not implemented for z/VM. Nonetheless, in

addition to reusing the AIX device drivers, the approach

described will allow much of the container

implementation itself to be reused.
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In summary, the container design and implementation

have proven to provide a robust mechanism for

incorporating device drivers from the AIX operating

system running on System p servers into the CP

component of z/VM running on System z servers. This

incorporation provides a significant saving in design and

implementation effort. The advantages of this approach

far outweigh the drawbacks mentioned above, and this

approach to the reuse of kernel code can be generalized to

other device drivers or kernel components and applied

to other operating systems.
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