Fully redundant clock
generation and distribution
with dynamic oscillator
switchover

This paper describes a fully redundant clock generation and
distribution approach with a fully dynamic switchover capability
and concurrent repair. It highlights the challenges as the design
evolved from a single source, to a “cold” standby backup, and
finally to a fully redundant transparent switchover with no
interruption of the workloads running on an IBM System z9™.
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The function split between hardware and the various levels of
firmware is described, including the methods to determine the
defect component in the clock distribution paths. Finally, we
describe the joint effort with a major chip technology vendor
to design and develop the necessary circuitry, according to the
z9™ requirements, for clock synchronization and switching.

Introduction

Each zSeries* generation is evaluated to determine the
most significant sources of outages, and design changes
are then made to remove these sources [1]. The traditional
single-source clock generation design was inherently a
single point of failure, which was addressed in the IBM
zSeries 990 by providing two independent oscillator
cards, each housed in a separate field-replaceable unit
(FRU) [2]. This design does not prevent the system from
going down when the oscillator fails, but it does enable
a restart on the other oscillator card and a subsequent
concurrent repair of the failed card. The detection of
failures in the oscillator signal distribution was basically
limited to a total loss of pulse or signal. The new design
for the IBM z9* improves the detection of many clock
signal failure modes, it provides a dynamic switchover
to the alternate oscillator without any disruption to the
application programs that are running, and it enables full
repair concurrently.

Clock generation and distribution design
evolution

The conventional clock signal is usually generated

by a crystal oscillator with a relatively low frequency.
Depending on the system requirements, this frequency is
multiplied by means of a phase-locked loop (PLL) to a
higher frequency, which allows distribution over different
package levels—modules, cards, and boards—to the

processor chips. The upper limit of this frequency is
defined by the card and board material and the length of
the oscillator distribution wires. A buffer circuit sends
individual oscillator signals to all processors. Finally, an
additional PLL, located on the processor chip, multiplies
the oscillator signal to the frequency required by the
processor. New system requirements, such as
programmable oscillator frequency, result in additional
components and reduce the reliability of the oscillator
clock signal generation and distribution. They also
increase the complexity of this function and the risk for
design flaws.

Adding a second source of clock generation is a first
step toward a failsafe, redundant oscillator generation
and distribution design. Together with a multiplexer on
the processor cards, it makes it possible to switch from
a failing oscillator to a backup oscillator clock source.
However, such a design is not capable of automatic
switchover and is unable to detect certain classes of
failure modes.

The next step forward is the introduction of intelligent
monitoring and switchover. In such a design it is critical
that all potential failure modes be addressed early in the
design phase to ensure optimum effectiveness. If the
design covers only a few classes of defects, the complexity
and additional failure rates of the added components may
offset the availability benefits. In addition, all support
logic and firmware must be adequately robust to ensure
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that there are no single points of failure left in the overall
design. The z9 clock signal generation and distribution
design addresses all of these issues.

System z9 clock signal generation and
distribution

The z9 design is based on a superscalar microprocessor
architecture. The central electronic complex (CEC) uses
the same processor book concept introduced with the
IBM zSeries 990. The processor book contains processor
units (PUs), cache, memory, and the cross-books cache
coherency fabric (Figure 1). The memory bus adapter
(MBA) chips are now on the MBA fan-out cards that
are plugged into the processor book. In addition, each
processor book contains a clock chip (CLK). Each CLK
receives both clock signals from each of the oscillator
cards and external timer reference (ETR) signals from
each of the ETR cards. A Sysplex Timer* [3] provides a
common reference time to each zSeries system clustered
together to form a Parallel Sysplex*. The firmware
required for the CLK initialization and run-time clock
distribution runs on redundant controllers, called flexible
service processors (FSPs) [4]. This redundancy ensures
that firmware control is based on the latest status of

the clock distribution structure.

There were several significant challenges to the
overall design. First, because the z9 is a synchronous
multiprocessor system, the interfaces between processor
chips require low-skew! oscillator signals. Therefore, even
during an oscillator switchover, the skew has to be
maintained within a small, tolerable range. Second, no
missing pulses were allowed to occur during switchover.
This requires that the first missing oscillator pulse must be
detected, and the switchover to the backup oscillator
completed within one cycle. Also, the detection design
and switchover was required to handle many different
types of failures modes, such as power supplies, crystal
oscillator, PLL, monitoring and switching circuits,
frequency drifts, and clock signal wire. Finally, the
oscillator repair had to be performed concurrently
with system operation.

Design overview

The System z9 redundant clock generation and
distribution with dynamic switchover is based on the
Intelligent Dynamic Clock Switch (IDCS) [5] module
from Freescale Inc.? and the customized z9 CLK
(Figure 2). Because the z9 design engineers were involved
early in the definition and design stages of the IDCS, they

!Skew is the difference in the arrival time of a clock signal at two or more circuits.
Ideally the clock skew should be zero. Skew is introduced by wire length differences,
manufacturing variations, and other physical characteristics.

Freescale Semiconductor, Inc. sold its Timing Solutions business to Integrated
Device Technology, Inc.
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were able to influence the specification of the circuit to
meet the rigorous IBM z9 requirements.

Two design options were initially considered. First, the
IDCS module would be mounted directly on each of the
processor boards with two external separate oscillator
sources. However, this option was dropped because an
IDCS failure would cause the entire processor card to fail
as the output frequency decreased slightly during a
switchover (all four processor cards are required to
be fully frequency-synchronized). The second option,
mounting the IDCS on each oscillator card and cross-
feeding the output of each card into the IDCS, resolved
this issue. However, the design was still exposed to
failures of the voltage regulator modules or the IDCS
itself. Finally, a combination of the two options was
selected. In the final design, the IDCS is placed on the
oscillator card, and the dynamic oscillator switchover
function is implemented on the CLK oscillator
switchover function (CLK_OSF).

With this design approach, the switchover from one
oscillator signal to a secondary oscillator signal can occur
in the IDCS on the oscillator card or in the CLK_OSF
on the CLKs. The IDCS automatic switchover on the
oscillator card occurs when one of its asynchronous
inputs fails [(1) in Figure 2]. During the IDCS switchover,
the frequency at the output is slightly reduced until the
circuit is relocked to the secondary input.

The CLK_OSF automatic switchover occurs when the
primary input signal (2) fails. During switchover to the
secondary input signal (4), a phase jump occurs that causes
a single oscillator cycle to be slightly longer than all other
cycles. In order to achieve CLK_OSF automatic
switchover, both input signals (2) and (4) must be
synchronized, and the secondary input signals must
be early with respect to the primary input signal. The
synchronization is achieved by feeding the output from
IDCS0 on OSCO to the input of IDCS1 on OSCI1.
Therefore, both CLK input signals are generated from
PLLO. The delay between the primary and secondary input
signal is generated by adding a delay line in the feedback
path of the IDCS on the oscillator card (labeled FB in
Figure 2). The delay takes into account the tolerances of
the IDCS and wiring. The delay value has to be greater
than zero, typically 500 ps, to allow shifting the secondary
signal by means of delay lines in the CLK_OSF until the
rising edge of the secondary signal occurs approximately
50 ps later than the rising edge of the preliminary signal at
the inputs of the input select block. The timing of oscillator
signals (2) and (4) sent to the CLK and the internal time
of the CLK_OSF are shown in Figure 3.

High-level functional description

The oscillator generation and distribution consists of a
16-MHz voltage-controlled crystal oscillator, a PLL,
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an IDCS, a control chip, and a power supply. These
components are located on an oscillator card. The 16-
MHz oscillator is used to generate a stable frequency.
This signal is fed to a PLL, where it is multiplied to the
final clock distribution frequency. From the PLL, one
output signal is sent to the CLKO input of the IDCS on
the same card, and a copy of this signal is connected

to the CLK1 input of the IDCS on the other card.

The IDCS monitors up to four differential oscillator
inputs continuously (only three are actually used in
the design). In the case of a failing signal, the IDCS
automatically switches over to the next input in a round-
robin fashion. The selected input, which initially is
defined by the I>C (Inter-Integrated Circuit bus protocol),
is repowered and sent out as up to eight differential
outputs. In addition to this basic function, the status
of the input signals can be observed and reported to
a control system.

The oscillator cards and the corresponding components
are set up and controlled by the control chips and the
associated firmware running on the FSPs. The setup
and control functions are the following:

* Power-on and power-off of oscillator card

components.
* Check power status (over current, under voltage).

M. J. MUELLER ET AL.
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Table 1 Oscillator setup conditions.

Primary card Secondary card Single card Disabled card
OSC_SELECTO0 1 0 1 0
OSC_SELECTI1 0 1 1 0
IDCS input 0 Primary oscillator in Secondary oscillator in Oscillator in Oscillator in
IDCS input 1 Secondary oscillator in Disabled Disabled Disabled
IDCS input 2 Disabled Primary oscillator in Disabled Disabled

* Set up PLL (frequency).

* Check PLL status (PLL locked).

e Set up IDCS (frequency range, IDCS mode, primary
and secondary input).

¢ Check IDCS status (inputs running or failing, which
input used, lock indicator).

* Set up OSC_SELECT signals to CLK.

Each of the two oscillator cards (Figure 2) can
be set up as a primary card, secondary card, single
card, or disabled card. Setup is performed using the
OSC_SELECT signals (7) and the setup of the IDCS
(Table 1). Assuming that oscillator card 0 (OSCO) is
set up as the primary card and OSC1 is set up as the
secondary, signal (1) is selected from the PLLO by IDCS0
and is driven as the primary clock signal (2) to all of the
CLKs. A second signal (5) from OSC1 is connected to
input 1 of IDCSO0 (defined as the secondary clock input,
based on Table 1). This signal (5) has the same frequency
as (1). However, the two signals do not have a fixed phase
relation and therefore are not synchronous. In case of a
failure of the oscillator or the PLLO on the OSCO card,
the IDCS0 switches automatically from input 0 to input 1
while continuously providing output signals to the CLKs.
However, to address certain types of failures—such as the
power supply (PS0), IDCSO0, or wiring between the
IDCS0 and the CLKs—the switchover function
(CLK_OSF) was implemented on the CLK.

CLK switchover structure

The REC 0 and REC 1 functions on the CLK receive
the oscillator signal from oscillator card 0 and card 1,
respectively (Figure 4). Directly attached to each receiver
is a wire test block. The wire test function continuously
observes the positive and the negative leg of the
differential oscillator signal. If one leg of the differential
signal is broken, the wire test sends an error signal to the
CNTL block. If a secondary oscillator is available, a
switchover is triggered. This function is required because
a differential receiver may show a good signal at its
output—even with only one input working correctly and
the second input broken. In this state, the system would
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be exposed to higher clock jitter, which might cause
system failure. Otherwise, the system would be exposed to
failure due to jitter induced by a failure of the differential
pair.

The output of the differential receiver is also connected
to a programmable delay line. This delay line has 128
steps, typically with 20 ps per step. The delay setting
associated with the delay line in the primary path is
always set to 0; hence, there is virtually no delay from the
output of the primary oscillator to the receiver of the
input select block. The delay setting associated with the
secondary path is set such that the input select block
always receives the secondary oscillator signal later than
the primary oscillator signal. This is accomplished by the
phase-compare function that continuously measures the
two signals to the input select and adjusts the delay line
accordingly. The amount of delay difference between the
primary and the secondary signals to the input select are
adjusted to maintain the difference as small as possible.
Otherwise, during a switchover, the signal appears as a
phase jump, which is not acceptable. The typical phase
difference achieved in System z9 is 50 ps.

The input select consists of an edge-triggered flip-flop
with two inputs. A rising edge of either input sets the flip-
flop and sends a 1 to the REPOWER block; a falling
edge resets this flip-flop and sends a 0. The input signal
received first is always sent to the output. The input select
sends the proper oscillator signal as soon as one of the
inputs works properly, even if the other input is stuck at
1 or 0.

The input select block provides other significant
functions. It provides a lock mechanism which ensures
that a switching back cannot occur after a switchover has
taken place. This prevents bouncing back and forth due
to intermittent types of failures (e.g., a poor contact or
solder joint). In addition, it contains a filtering function
that prevents erroneous switchover due to minimal noise
or short-term jitter.

The REPOWER function serves to redrive the output
signal of the input select block to the processor chips. The
signal paths are also implemented with differential point-
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to-point connections to minimize any potential signal
noise.

The delay decrement CNTL function guarantees low
skew between processor chips after a switchover occurs.
This is achieved by setting the delay line greater than 0 in
the active oscillator path. Once the defective oscillator
card is concurrently replaced, the delay decrement CNTL
function incrementally resets the delay line back to 0. This
ensures that the oscillator card replacement is prepared to
resume the primary path if necessary and also reduces
jitter due to the additional circuits within the delay line
path.

The CNTL block contains all combinatorial logic
required to set up the oscillator switch function correctly.
The CNTL function decodes incoming OSC_SELECT
signals and sends control and status signals to the other
functions. In addition, it gathers and interprets the status
of the wire test, phase compare, and input select blocks,
and generates the two OSC_STATUS output signals that
are sent back to each oscillator card. The OSC_STATUS
provides information on the CLK condition, oscillator
operation, and secondary oscillator, and indicates
whether the CLK has switched to the secondary card. The
oscillator switch status register also maintains important
status information on the oscillator operation, the wire
test, the active oscillator, and the condition of the
secondary oscillator.

Delay decrement CNTL

Each CLK in the system receives the same logical
representation of the OSC_SELECT signals. The CLKs
select between the two redundant incoming differential
oscillator signals from OSCO or OSC1. A change of the
OSC_SELECT signal indicates a switchover from the
primary oscillator card to the secondary oscillator card.
An OSC_SELECT change is asserted to all CLKs in
the same cycle, ensuring a dynamic and synchronous
switchover for all CLKs. When a CLK itself is the root
cause of the switchover, the erroneous CLK triggers an
immediate local switchover. However, the assertion of
changed OSC_SELECT signals still occurs at the same
cycle to all CLKs in the system within a short time period
after the occurrence of the error.

The delay decrement CNTL logic reduces the value of
the delay line (which is in the active oscillator path) from
the given value after the switchover occurred, down to 0.
Each delay line contains 128 delay circuits, with a typical
delay value of 20 ps per circuit. Because of CLK process
variations, the delay value per circuit varies from chip to
chip. After a switchover, the absolute delay value of each
DELAY line D; on all CLKs in the system is the same.
However, the number of delay circuits x; varies from chip
to chip because of CLK circuit delay d,,; variations:
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D;=Xx; - dgir; (Value of delay line on CLK:).
Dy=x¢ - diiro (Value of delay line on CLKO).
Dy =Xy - dgir1 (Value of delay line on CLK1).
Dy=D; (Value of delay line is the same across

all CLKs).

Therefore, in order for each CLK to achieve the same
delay line value, the number of delay circuits x; must be
individually selected for each CLK.

The removal of delay circuits is performed in
equidistant steps over time. The equidistant step rate
R; for each individual CLK is calculated prior to doing
the removal. The calculation is performed such that the
overall time of removal Ty is the same for every CLK in
the system. Because the number of circuits that have to be
removed can be different on every CLK, the step rate
varies from CLK to CLK. This approach guarantees
minimum skew between chips during the time of removal.
The overall time of circuit removal expressed in CLK
cycles is defined as

Ty =R, x;+r;, (1)

where r; is an integer remainder on CLK jand 0 < r; < x;.
Equation (1) represents the correlation of two positive
integers Tr and x;. Given a dividend Ty and a divisor x;,
the integer division consists in obtaining an integer
quotient R; and an integer remainder r;. The hardware
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implementation of a nonrestoring division algorithm can
be found in [6].

The data flow of the delay decrement CNTL logic
(Figure 5) contains a non-restoring division algorithm
for a dividend Y of 24 bits and a divisor X of 8 bits. The
first adder logic converts a 34-bit delay representation
provided by the delay line into an 8-bit divisor. The 8-bit
divisor represents the 128 different states of the delay line.
The CNTL logic provides a configurable 24-bit dividend
value. The 24-bit dividend value could be configured
between 2°* < dividend < 2%. This gives firmware a
wide range for the overall time of circuit removal after a
switchover—between 16,777,216 and 512 CLK cycles. As
mentioned earlier, this value has to be the same on every
CLK in the system. The calculation of the quotient
register is accomplished using a multiple of 24 CLK
cycles. The quotient register is then loaded into a
decrement register, which asserts a single CLK cycle
decrement pulse when 0 is reached. The decrementer
register is reloaded (x; — 1) times until all delay circuits
of the delay line are removed.

The decrement pulse, the value of the delay lines,
and the skew between two CLKs with and without
the quotient calculation design approach are shown
in Figure 6. With the division logic, CLK1_W_DIV
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receives, over a given time value, ten more decrement
pulses than CLKO_W_DIV [Figure 6(a)]. The values of
the delay lines on the two chips track tightly together
[Figure 6(b)]. Because the removal rate is slightly
shorter (CLK1), minimal skew between the two

CLKs is achieved. The skew between the CLKs
(CLKO/1_W_DIV) is limited to 20 ps over the entire
removal time [Figure 6(c)]. However, without the
quotient calculation method, both CLK0_W/O_DIV
and CLK1_W/O_DIV use the same removal rate, and
values of the delay line vary significantly. The skew
value between CLKO_W/O_DIV and CLK1_W/O_DIV
increases to 180 ps, resulting in a malfunction of the
system.

Initializing and configuring oscillator cards

The initialization and configuration of oscillator cards,
their drift error detection, and their recovery are under
firmware control. Initialization is done in three steps:
standby power on, logic power on, and power-on self-test
(POST). Firmware is enabled for error interrupts from
the oscillator cards after initialization and configuration.
Drift error detection is also started.

The 79 can have only one active clock source. The
firmware reads the status of the oscillator cards and
selects the active clock source by setting the operating
state (mode) for each oscillator card. The oscillator
cards can operate in four different modes: primary card,
secondary card, only available card, or disabled. Only
certain combinations of oscillator card modes are
allowed. Valid mode combinations are shown in Table 2.

Initialization functions

Standby power-on

Standby power, when switched on, provides power to
the system control structure. (Logic power is separate.)
Firmware senses which oscillator cards are plugged in and
determines the hardware levels of these cards as soon as
the controllers have booted. If two cards are plugged in,
the compatibility is checked and mismatches reported.
The available cards are then set to the initial mode.

Logic power-on

Logic power-on switches on all voltage levels needed by
the system. Power to the oscillator cards is switched on,
and the cards go through a temporary setup before the
logic power for the CLKs is switched on. This is done to
ensure that the CLKs always receive a valid clock signal
from the oscillators. Oscillator card 0 is configured as the
primary card by default, and card 1 is configured as the
secondary card. Only one card is configured under the
following conditions: 1) the other card is not plugged,
2) card 1 is not usable due to incompatible hardware
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Table 2 Valid mode combinations for oscillator cards.

Oscillator card 0 Oscillator card 1

Primary card Secondary card
Primary card

Disabled card

Secondary card
Single card
Disabled card Single card

Initial mode (only in
system power-off state)

Initial mode

levels, or 3) the other card has been marked defective in
the past.

Because of hardware dependencies among chips on one
card and between the two oscillator cards in the system,
the cards are set up in stages such that all signals are
available at the right time. The power to card 0 is
switched on, then the power to card 1. All PLLs are set up
on card 0, then on card 1. The IDCS chips are set up and
can use the signals of the previously set-up PLLs. At the
end of the power-on sequence, the IDCS chip on the
secondary card is reset to allow it to use an output of the
IDCS on the primary card. The firmware now enables the
monitoring of all status signals.

The logic that guarantees that all CLKs get their signal
from the same oscillator card is disabled during this
phase in order to ensure that, despite errors, all CLKs
receive a signal from at least one oscillator card. The
OSC_SELECT signals are given a fixed setting according
to the oscillator card mode. This allows a CLK to switch
to the secondary oscillator card if it does not receive
a signal from the primary card, and to do so without
causing all other CLKSs to switch to the secondary card.
The fact that some CLKs possibly do not use the same
signal does not matter at this point in time because the
interfaces between the processing nodes are not yet in
use. The final setting up of the oscillator states is done
during the POST.

POST

The oscillator cards are tested just before the full-chip
self-test step in the power-on sequence. This is done to
ensure that all chips have valid clock signals. The chips on
the oscillator card have no logical built-in self-test to
verify them, but with the status information reported
back by the oscillator card and feedback information
from the clock switch logic of each book, it is possible to
ensure that both oscillator cards work correctly and that
the CEC logic receives valid clock signals. Every card is
cycled through each mode to verify the clock switch logic.
This also ensures that all feedback wires are functional.
The correct cycle time is set up on the oscillator cards. All
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chips on the multichip module are given a PLL reset to
ensure that the system has valid clock signals and that all
PLLs are locked. If a problem is detected during the
oscillator card test, the FRU that was identified to be
defective is disabled. The system posts an error log and
calls the card for replacement.

The system is set up to ensure that the maximum
amount of hardware is available for the customer.
When an oscillator card is disabled, the clock switch
propagation remains disabled. The system continues in a
redundant mode. If both oscillator cards and the clock
switch logic of all configured books have passed their
tests, the clock switch propagation is enabled. This allows
all clock state to be propagated to the other clocks, and
the clock signals stay synchronized. The system runs with
a redundant oscillator setup, and the support element is
registered for oscillator events. Chip self-test is executed
on all CEC and I/O chips with the dynamic oscillator
switch feature enabled.

Errors during system operation
The firmware controlling the clock distribution runs on a
pair of redundant controllers. This ensures that reliable
control is available for the oscillator function. The
firmware is always ready to read and evaluate the current
status of the clock distribution. Interrupts from the IDCS
chip direct the firmware to read, to evaluate, and, if
necessary, to recover the clock distribution hardware.
Oscillator problems that occur on a running system
are divided into two categories:

1. Problems on the signal source and every component
on the input side of the IDCS.

2. Problems in the clock signal distribution from the
IDCS to the CLKSs.

Both described recoveries of oscillator signal failures
are implemented entirely in hardware and do not require
firmware interaction. Firmware actions are started after
all CLKs have switched to the alternate oscillator card.
The firmware is triggered when the oscillator card
indicates a state change on a monitored signal. The
firmware identifies and disables the defective oscillator
card. It posts an error log, calls for an FRU replacement,
and prepares the defective card for concurrent
replacement. All oscillator card repairs are concurrent;
the system continues to run on one oscillator card.

The replacement card is installed and powered on. The
configuration is updated, and an oscillator card mode
change is triggered. The new card up is now a valid
backup card. The card is verified, and a new defective
card would be disabled and removed during the repair
procedure.
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There is one special error scenario in which the
oscillator hardware does not report any problem, but the
card is defective. This is when the firmware detects a
frequency drift. Frequency drift detection and recovery
are discussed in the section on oscillator drift detection
and recovery.

Table 3 summarizes the major oscillator failure and
switchover scenarios, the hardware action taken to
maintain the integrity and coherence of the clock signals,
and the firmware actions to deconfigure the failing card
and to prepare the concurrent repair of the isolated failed
card.

Changing the configuration while running

A valid configuration is selected for the oscillator cards
during initialization. A fault on one of the cards can
dynamically change the modes of the cards, and the
firmware ensures that the modes are kept consistent
between the two oscillator cards. Every mode change
of an oscillator card is performed in a sequence that
does not affect system operation. A mode can only
change to certain other modes; the firmware ensures
that changes to the mode do not violate the hardware
constraints.

Executing a mode change on a running system is
difficult. Dozens of signals are distributed over the two
oscillator cards that must be switched in the correct
sequence. This sequence varies depending on the target
modes and on the initial mode. Since any incorrect
sequence step can cause a system outage, every sequence
step must be implemented such that a sudden interruption
after any operation is possible without any impact to the
system. After becoming active, the redundant controller
must be able to continue the interrupted sequence.

A target sequence is executed by one controller. It is
saved as persistent data on both controllers even though
one controller is not active. Every sequence is divided in
as many sub-sequences as necessary. The execution of
any sub-sequences is confirmed at a synch point. The
redundant controller can take over if the active controller
should fail. After the redundant controller takes control,
it checks first to determine whether any sequence is
incomplete. The controller restarts the incomplete
sequence, beginning at the last confirmed synch point.
The sub-sequence between two synch points is defined
such that every operation between two synch points
can be redone without any impact.

Oscillator drift detection and recovery

One type of oscillator problem is a sudden failure.
Another type is described as a creeping failure—for
example, deterioration or aging of the oscillator circuitry.
Hardware detects only sudden failures, while firmware
detects long-term problems using special hardware.
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Table 3 Oscillator failures and switchover scenarios (the numbers in parentheses refer to signal numbers in Figure 2).

Failure description
(OSCO: Primary, OSCI: Secondary)

Oscillator card mode

Component failure Hardware action

Firmware action

Before replacement After replacement

0SC_MO0
or
PLLO

PS0: Under voltage

IDCSO0 switches from
input signal (1) to (5).
Sends interrupt to
CTLO.

Changes OSC_SEL
signal (7), forcing

OSCO0: Disabled
OSCl: Single card

Changes OSC_SEL signal (7),
forcing CLKs to switch from
input signal (2) to (4) and
IDCI to switch from input
signal (3) to (6).

Sets the modes for the OSC
cards for part replacement.

Sets the modes for the OSC
cards for part replacement.

OSCO0: Secondary
OSC1: Primary

CLKs to switch from
input signal (2) to (4)
and IDC1 to switch
from input signal (3) to
(6).

Generates interrupt for
firmware.

IDCSO0: Loss of lock Deactivates output_
enable signal.
Generates interrupt for
firmware.

IDCSO0: Output to a CLK_OSF switches

single CLK from input (2) to (4).
CLK_OSF informs
CTLO that switchover
occurred via
OSC_STATUS signal.
CTLO changes
OSC_SEL signal (7).
Generates interrupt for
firmware.

IDCS0/CLK: Same as above.

Wire break

Hardware resources used for oscillator drift detection
Long-term firmware error detection is supported by
hardware on the CLK. This hardware, a precision
oscillator comparator, compares the oscillator signal
from each card. The time-of-day (TOD) function is
also used as an input. It is stepped by an external
time reference when available, providing a third
independent time source. Pulses from each card

are counted in separate counters by the precision
oscillator comparator. When either count is exhausted,
both counters and the TOD value are captured. The
firmware is interrupted, and it determines whether the
long-term drift is tolerable. The precision oscillator
comparator can be configured to interrupt for different
conditions.
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Firmware used for oscillator drift detection

The firmware uses different interrupt conditions in the
precision oscillator comparator to detect drift under
varying conditions. An interrupt can be posted only
when a specified frequency deviation is exceeded, or
measurement data can be collected and used to build a
history for a card. The z9 is configured to actively collect
measurement data which is used to monitor oscillator
drift over time. The deviation of the oscillator card pair
is determined from the measurement data. However,
determining which card is correct requires a third time
reference, which is provided by the TOD function. The
TOD function may be stepped from a Sysplex Timer
[3] as an external time reference. Comparing the drift
of the oscillators to the externally stepped TOD
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function makes it possible to determine which
oscillator card is drifting.

Firmware escalation

The firmware monitoring routine uses three thresholds
for three different situations. The first threshold indicates
that the oscillator card frequencies are diverging. It is
configured when the TOD function is stepped to an
external time reference. The threshold value is selected
such that the defect oscillator card can be detected and
identified. When a drifting oscillator card reaches this
threshold, a system reference code is posted, and the
system calls for repair of the defective card. The second
threshold is used when a third time reference is not
available. This threshold indicates that the oscillator
card frequencies are diverging, but the system cannot
determine which card is drifting. When this threshold is
reached, a system reference code is posted, and the system
calls for repair. The repair action is to change the inactive
oscillator card. A third and smaller threshold is applied
after the repair action to determine whether the repair
action has fixed the problem. It is needed to prevent
simple card tolerances from exceeding the threshold
following the repair. Should this third threshold value
be reached, the repair is repeated, with the active card
being changed. This trial-and-error scenario cannot be
avoided without an external time reference.

Test approach, methodology, results

Because of the complex interactions of numerous
involved firmware components and the many possible
parameter variations, we determined that the only
feasible way to provide good test coverage was to perform
a black box test of the whole system for a limited, well-
chosen number of error scenarios in a representative
system configuration. The error injection was done with
an instrumented oscillator card that allowed the injection
of signal errors (tie signal to 0/1 or break signal) on 20
signals covering the areas of the various oscillator signals,
control, and feedback lines among the nodes and the
oscillator card, I°C (Inter-Integrated Circuit serial bus
interface) control lines between the node controller and
the oscillator card chips, and power surveillance.

The signal error injection was realized by miniature
relays, which enabled remote control by means of special
hardware connected to the system controller printer port
and controlled by software running on the system
controller. Each signal inject was performed with the card
being the primary or secondary oscillator card during
system activation and on a fully operational system.

A few additional test cases with only the instrumented
oscillator card installed (no backup oscillator available)
were also run to verify the firmware capability to handle
nonrecoverable oscillator hardware errors.
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The total number of test cases was about 100. A test
suite was developed to run the test cases almost fully
automated. The plug position of the instrumented cards
had to be exchanged manually. The test suite was
executed by the system controller, automating the
use of the error-injection component, controlling and
supervising system status to ensure that the correct
hardware was identified as being defective, and
monitoring the system error log to verify that the correct
hardware error message and call home to the IBM
Remote Technical Assistance Information Network
system was performed. For each test case, a full error-
data collection, including gathering of traces, dump, and
log data, was performed.

The test cases were executed in two shifts: the first shift
with the instrumented card used as the primary oscillator,
the second shift with the instrumented card used as the
secondary. Each shift took nine hours to complete,
resulting in approximately 3,000 tests executed over a
six-week test period.

Development of the test suite and the test-case driver
and result collection, together with debugging the test
cases, was a cumbersome and time-consuming process.
The effort was well spent and created a highly automated
regression test package, which is used and enhanced to
verify that this critical firmware component works
flawlessly after fixes are introduced.

Conclusion
The increasing demand for continuous availability
necessitates that each function be designed such that
virtually any failure within its domain can be tolerated.
Furthermore, the repair of the failing unit must be
concurrent with system operation. The dynamic oscillator
switchover function introduced on the z9 enriches the
availability functions suite over previous generations.
The IBM System z9 fully redundant clock generation
and distribution design with a fully dynamic switchover
provides a mechanism that allows instantaneous
switching from one input source to a backup without
introducing any damaging disturbance to the running
system. The oscillator signal generation, control, switch
logic, and control firmware are redundant. The design is
optimized to handle a variety of failure scenarios by
dynamically switching to a backup oscillator signal. The
replacement of the failing unit is performed concurrently
with system operation. The design tolerance and
concurrent repair capability supports a high level of
availability.
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