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To a large extent, scaling was not seriously challenged in the past.
However, a closer look reveals that early signs of scaling limits
were seen in high-performance devices in recent technology nodes.
To obtain the projected performance gain of 30% per generation,
device designers have been forced to relax the device subthreshold
leakage continuously from one to several nA/lm for the 250-nm
node to hundreds of nA/lm for the 65-nm node. Consequently,
passive power density is now a significant portion of the power
budget of a high-speed microprocessor. In this paper we discuss
device and material options to improve device performance when
conventional scaling is power-constrained. These options can be
separated into three categories: improved short-channel behavior,
improved current drive, and improved switching behavior. In the
first category fall advanced dielectrics and multi-gate devices. The
second category comprises mobility-enhancing measures through
stress and substrate material alternatives. The third category
focuses mainly on scaling of SOI body thickness to reduce
capacitance. We do not provide details of the fabrication of these
different device options or the manufacturing challenges that must
be met. Rather, we discuss the fundamental scaling issues related to
the various device options. We conclude with a brief discussion of
the ultimate FET close to the fundamental silicon device limit.

1. Introduction

The tremendous success of CMOS technology is due to

the scalability of the MOSFET transistor. Over two

decades, very little has changed in the basic transistor

design. A potential barrier controlled by the gate field

modulates the current flow from source to drain. Its

simplicity, together with the fact that it is available in

complementary n-FET and p-FET versions, is the

underlying basis for the success of CMOS technology.

Questions about the end of scaling have been raised many

times, but engineering ingenuity has repeatedly proven

the predictions wrong. The most spectacular failures in

predicting the end involved the ‘‘lithography barrier,’’

in which it was assumed that spatial resolution smaller

than the wavelength used for the lithographic process

(;400 nm) is not possible [1, 2] and the ‘‘oxide scaling

barrier,’’ in which it was claimed that the gate oxide

thickness cannot be reduced below ;3 nm because of

catastrophic gate leakage [3, 4]. Furthermore, there was a

substantial discussion on transport in MOSFETs when

the deep-submicron regime gate length was reached,

involving expectations that non-equilibrium effects, such

as velocity overshoot, would enable greater gains in

performance than expected from conventional scaling [5].

There is little evidence in the data to suggest that the

MOSFET design of 2006 behaves in a fundamentally

different manner than it did two decades ago. Scaling

theory [6] gives us a recipe for increasing transistor

performance; however, within the possibilities of

technology, it is becoming increasingly difficult to meet

transistor performance gains with reasonable device

leakage.

Since we have been able to break through several

‘‘brick walls,’’ now that we have devices in production

that measure several tens of nanometers in gate-length

dimension, the question can be reversed: Can we expect

transistor performance to increase forever? The answer

to this question challenges device designers and

technologists, both of whom seek solutions that go

beyond conventional scaling. We are now in an area
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in which it is no longer sufficient to simply scale the

dimensions of the device. Material properties set a natural

boundary for what is possible. The permittivity constant

of the gate insulator and the mobility of the channel

material (wafer substrate) have not (or have only slightly)

participated in scaling. In particular, the thickness of the

SiO2-based gate dielectric is a serious limiter of further

scaling. Data shows that gate tunneling has become a

major concern at about 1 nm gate dielectric thickness

[7, 8]. Channel mobility in MOSFETs is trending toward

lower values due to higher vertical fields [9, 10].

Engineering effort and physical understanding are

directed to address the material questions. Gate dielectric

research is seeking materials with a larger dielectric

constant [8, 11, 12], and techniques to increase channel

mobility through stress or substrate engineering are well

underway [13–16]. With the right material solutions,

MOSFETs will progress to the 10-nm-gate-length regime.

More recently, the end-of-scaling question has been

raised from the perspective of energy dissipation on the

chip. Energy dissipation was previously related only to

active power. In current high-performance technologies,

passive power contributes a significant part of the power

balance. To contain passive power, voltage scaling has

slowed, preventing widespread use of power-supply

voltages at much below 1 V. Given that there is a fixed

amount of power per chip that can be removed, tradeoffs

must be made between active and passive power, which

can have a detrimental effect on chip performance.

Package and architecture solutions can help [17, 18],

but ultimately the power vs. performance tradeoff will

force us to look for a different way to design and use

devices.

The organization of this paper is as follows. In

Section 2 we review what scaling had to offer in the past

and where it breaks down. In Section 3 we revisit scaling

under energy constraint and discuss some device design

tradeoffs. In Section 4 we discuss particular device design

questions related to new gate materials, device structures,

and substrate materials. Finally, in Section 5 we attempt

to address how far silicon-based devices can be pushed,

and the elements that restrain us from going further.

Conclusions in Section 6 close the paper.

2. Scaling
This section briefly reviews some of the basic principles

of scaling. It shows the benefits when scaling works well

and also how such benefits are greatly diminished in the

present era, in which the power-supply voltage V is not

scaled below about 1 V for high-performance processors.

In Table 1 we present the scaling rules for both the

original constant electric field and a generalized case. The

former case, in which voltage is scaled down in direct

proportion to physical dimensions, is described in [6]; the

latter case, in which the electric field is allowed to be an

independent variable E, defined as V divided by the

dimensional scaling factor a, is presented in [19].

The simple concept of scaling for MOS transistors is to

reduce all of the physical dimensions by the same amount

a, while increasing the body doping and reducing the

applied voltage to cause the depletion regions within the

devices to scale as much as the other dimensions. Progress

in microelectronics is also linked to scaling of the wiring

dimensions, particularly the wiring pitch. For simplicity it

is assumed in this discussion that wiring pitch is scaled by

the same factor a used in the device, as has generally been

the practice. (It has been shown that when devices and

wires are scaled independently by different factors ad and
aw, the speed is predominantly determined by ad and the

circuit density by aw, whereas all of the important power

parameters are affected by both [20].)

A first important result of scaling is the increased

circuit density. This was seen in the early days as a key to

reducing manufacturing costs, but over the years it has

changed the whole shape and course of computing. A

second important result that underlies the speed and

power benefits is the reduction of capacitance per circuit,

which can be understood as being due to the reduction of

transistor widths and wire lengths, with the capacitance

per unit dimension (e.g., C/lm) remaining essentially

unchanged by ideal scaling. (This ignores the trends

toward thicker wires and low-k insulators between the

wires, which tend to offset each other.)

Another very significant benefit of scaling has been

higher speed. In constant-field scaling, which is largely

associated with the early n-MOS work, it is easily shown

that circuit speed should increase directly with the

Table 1 Relationships for constant-field scaling and for

generalized field scaling. a is the scaling factor for dimensions, and

E ¼ V/a is the normalized electric field.

Parameter Constant-field

scaling

Generalized

field scaling

Physical dimensions,

L, W, Tox, wire pitch 1/a 1/a

Body doping concentration a E/a

Voltage 1/a E/a

Circuit density 1/a 2 1/a 2

Capacitance per circuit 1/a 1/a

Circuit speed a a (goal)

Circuit power 1/a 2 E 2/a 2

Power density 1 E 2

Power–delay product

(energy per operation) 1/a 2 E 2/a 3
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amount of scaling a. In CMOS technology over the last

ten years, it has proved to be impossible to scale V and

maintain speed increases because of constraints on the

threshold voltage in order to avoid rising standby power

in the ‘‘off ’’ transistors. In this era (it is asserted here) the

electric field E has been steadily increased by scaling V by

less than a in order to meet the goal of increasing circuit

speed by a, as outlined in the last column of Table 1.

It is well known that constant-field scaling provides

much lower power per circuit, constant power density,

and a power–delay product (energy per operation) which

improves by a 3. As shown in Table 1, all of these are

multiplied in generalized field scaling by E 2; it is no

wonder that power and power density are now a major

concern.

Unfortunately, we are now in an era in which voltage is

not being scaled at all for a given application. Therefore,

the parameter E rises directly with a, and we find circuit

power constant with scaling, power density rising as a 2,

and the power–delay product improving only by a. With

respect to the power and power density, of course, it is

assumed that the circuit speed actually increases with

scaling, which is becoming very difficult to achieve.

3. Power-constrained device scaling

While scaling has enabled decades (both in time and

scale) of improvement in CMOS VLSI, the rapid growth

in subthreshold leakage has finally, fundamentally altered

the direction of power/performance improvements to

CMOS technology [21, 22]. Figure 1(a) shows the

improvements in intrinsic transistor delay to the power of

�1; Figure 1(b) illustrates the growth of active and passive

power density with scaling from 1-lm CMOS to 65-nm

CMOS technologies. A significant transition occurs in the

130–65-nm regime, where passive power density moves

from a minor part of the total to becoming dominant.

These results have effectively halted traditional scaling in

CMOS.

Leakage-limited drive current and gate length

It is of interest to explore the consequences with respect

to gate length for a subthreshold-leakage-limited

transistor design. Typically device comparisons have

featured Idsat¼ Ids(Vgs¼Vds¼Vdd) vs. Ioff as a measure of

leakage-limited transistor speed. Here Idsat is the drain-to-

source current Ids at gate-to-source voltage Vgs and

source-to-drain voltage Vds at nominal power-supply

voltage Vdd. The off-current Ioff is measured at Vds¼Vdd

and Vgs¼ 0 V. It has been shown that a significantly more

accurate predictor of CMOS inverter delay is given [23]

by

I
eff
¼ ðI

high
þ I

low
Þ=2; ð1Þ

where Ihigh ¼ Ids(Vgs ¼ Vdd, Vds ¼ Vdd/2) and

Ilow ¼ Ids(Vgs ¼ Vdd/2, Vds ¼ Vdd). The upshot of this

exercise is that the effective drive current is sensitive to

short-channel effects in a manner that Idsat ¼ Ion is not.

Ihigh is sampled at Vds ¼ Vdd/2 and is lowered from

Idsat by the drain output conductance, which is a short-

channel effect that is strongly dependent on drain-

induced barrier lowering (DIBL). The Ilow term is

more sensitive to Vtsat than Idsat, since it is sampled

at Vgs ¼ Vdd/2; thus, the sensitivity to subthreshold

swing degradation is amplified over that of Idsat.

For a fixed Ioff, as the gate length Lg is decreased, the

longitudinal electric field driving the channel current is

increased. However, Ilow is decreased by two factors that

increase Vtsat: increased subthreshold swing and the 1/L

term in Ioff. Ihigh is decreased by these same two factors,

and additionally by increasing drain conductance. The

net result is that for a given device structure, Ieff increases

with decreasing Lg up to the point at which the discussed

Figure 1

(a) MOSFET performance vs. gate length; normalized MOSFET 
intrinsic device delay (CV/Ieff) vs. gate length. (b) Power density 
vs. gate length; data collected from literature for active power 
density and passive power density. Lines are intended to show 
trend. (fCV � frequency � capacitance � voltage.)
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short-channel effects finally dominate, and Ieff decreases

thereafter. Figure 2 shows an example of Ieff calculated

for a fixed Ioff (40 nA/lm) vs. Lg compared with

experimental data.

Power vs. power density

Two views must be encompassed when examining power-

related issues in CMOS scaling: one of total power, or

power per circuit, and a second of power density, or

power per unit area. It was seen earlier that classic

scaling leaves power density fixed and, because of the

quadratically decreasing area per circuit, quadratically

decreases the power per circuit. Thus, two metrics,

performance per power per circuit (F/P/Ckt) and

performance per power density (F/Pd) are examined for

scaling. In Figures 3(a) and 3(b), these two metrics are

plotted vs. Lg, from the same data used to construct

Figures 1(a) and 1(b). While the performance (F) trend

has been continued beyond 130 nm (Lg ; 70 nm), the

growth rate in F/P/Ckt has dropped from a (classic

scaling) ;L3 to below ;L2 as we enter the 65-nm node

(Lg ; 35 nm). Thus, the benefit to CMOS VLSI in terms

of speed per power-function is dropping from a cubic

dependence to a much slower improvement rate. More

significantly, the improvement in F/Pd has not only

slowed, but actually reversed to become degraded; that is,

for functions that may be power-density-limited, design

innovation is required in order to avoid an increase in

power density, even with no increase in circuit speed!

Transport vs. electrostatics

A trend that may have begun in the 90-nm node shows

only modest gains in short-channel scaling, aided by

improvements in doping profile advances and limited

to modest decreases in effective dielectric thickness Tox

[24]. Most of the performance gain for the 90-nm node

and beyond comes from electron and hole mobility

enhancements. In Figure 4 we show three scaling cases. In

the first, no new structural innovations are introduced,

and the mobility of transistors is held fixed at the values

achieved in 65-nm CMOS. This case shows no significant

improvement in short-channel scaling. The second case

assumes the same structural assumptions as in case 1, but

the mobilities of electrons and holes are presumed to

increase by 1.5x per generation. In the third case, in

addition to the mobility assumptions of case 2, structural

innovations are introduced at each node to improve

control of short-channel effects, effectively keeping DIBL

and swing constant at each node while gate length is

reduced in concert with the node. (These structural

innovations might be, for example, the introduction of

double-gate transistors with reduced body thickness.) In

all cases the power-supply voltage was kept fixed at 1 V,

as was the effective gate dielectric thickness. In the first

scenario, minor improvements in junction technology are

overwhelmed by intrinsic short-channel effects associated

Figure 2

Effective switching current (Ieff ) vs. gate length (Lg) model and 
data comparison. The maximum is a result of degraded short- 
channel behavior for shorter gate length. 

Model

Data

500

450

400

350

C
ur

re
nt

  (
m

A
/m

m
)

30 40 50 60 70 80
Gate length  (nm)

Figure 3

(a) Performance per power per circuit vs. gate length. Data from 
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with shrinking gate lengths, and the degrading effects

on effective drive, illustrated in Figure 3(a), outpace the

performance gains from reduced gate capacitance; a net

loss in transistor speed results.

In the second scenario, significant mobility increases,

achieved for example through strain or improved channel

materials, are able to boost current drive initially;

however, the same short-channel factors in the effective

drive eventually dominate and reverse the performance

trend by the 25-nm node. When short-channel effects are

also improved at a rate approaching the shrink factor,

as in the third scenario, the transistor speed avoids

degradation until it reaches the 25-nm node, although,

even in this case, the performance gain is very marginal.

From this model study one may conclude that significant

innovations in both enhancements to transport and short-

channel effect suppression are necessary for continued

advancement of CMOS speed when power is constrained.

Finally, it is important to consider the choice of Vdd in

the power-constrained era. In Figure 5 transistor speed

per power is plotted vs. transistor speed for a fixed

Lg¼ 35 nm, 65-nm CMOS technology. Choices of

Vdd from 0.8 V to 1.1 V are shown, and for each

the off-current is varied from 1 nA/lm to 1 lA/lm.

An envelope of best design points is sketched on the

basis of these curves. It can be seen that there is a

direct tradeoff of transistor speed for power efficiency.

As greater speed is demanded, one can either decrease

Vt or increase Vdd. When Vt is decreased, the power

eventually becomes dominated by subthreshold leakage;

hence, the speed/power efficiency eventually degrades

exponentially. At that point, increasing Vdd poses a

more favorable return of speed per power. Hence, when

comparing power vs. performance efficiencies of different

transistor options, one must take care that comparable

optimization has been established for all of the cases

under consideration.

4. Device scaling

Short-channel effects

A successful device design delivers maximum on-current

(Ion) at an acceptable device off-current (Ioff), which

has constantly increased in the previous technology

generations to keep up with the device performance

requirements. Given a constant supply voltage, high drive

current would require a low threshold voltage, which is

contrary to the desire for a low Ioff. In addition to the

threshold voltage (Vt), the subthreshold swing (S) also

determines the device off-current:

I
off

}10
�ðV

t
=SÞ
: ð2Þ

Threshold-voltage reduction with gate length and

subthreshold swing are related to the device structure.

In contrast to the on-current, they are only weakly

dependent on the transport properties. They are

related to the electrostatic behavior of the device. The

subthreshold swing is determined by the gate modulation

of the potential barrier height (hbarrier) that separates the
source from the drain. For a partially depleted doping-

controlled device, this would be the capacitance divider

between gate dielectric Cins and channel depletion width

Cdepl:

S ¼ 2:3
kT

q

]h
barrierg

]V
g

 !�1

: ð3Þ

Figure 4

Performance vs. gate length shrink factor, for constant Vdd. Data is 
normalized to 65-nm-node planar device technology. Curve 1: only 
gate-length scaling; curve 2: gate-length scaling and mobility 
improvement; curve 3: gate-length scaling, mobility, and structure- 
enabled short-channel-effect improvement.
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Consequently, a partially depleted doping-controlled

device cannot achieve the ideal subthreshold swing of

approximately 60 mV/dec. This capacitance divider is not

present in a fully depleted double-gated device in which

the front and back gates are connected to the same

potential. Therefore, this type of device has the potential

to achieve the best subthreshold swing.
A third short-channel effect is DIBL. This phenomenon

is due to the modulation of hbarrier with the drain voltage.

It is a measure of the number of field lines originating

from the drain that terminate at the source side of the

channel. DIBL modulates the threshold voltage with

respect to drain-to-source voltage and affects the effective

drive current Ieff [Equation (1)]. In Figure 6 we compile

the scaling behavior for different device architectures as

obtained from a generalized scaling theory [25]. The

electrostatic scaling length K is a measure of how the

scaling behavior of the device is related to various device

properties, such as gate length Lg, channel doping N,

body thickness Tsi, gate dielectric thickness Tins, and gate

dielectric eins. Shrinking gate length for partially depleted

doping-controlled devices requires an ever-increasing

doping level in the device, which may aggravate

subthreshold, swing, DIBL, and junction leakage, as

we later see. Ultimately, the threshold voltage of a fully

depleted (FD) device is set by the body thickness of the

device. Owing to a better shielding of the drain and

source fields, the double-gate device, at a given minimum

gate length, requires a less stringent body thickness than a

fully depleted SOI device. In cases in which Tsi is not

significantly smaller than the minimum gate length,

doping in the body is needed to control the short-channel

behavior, although the body can remain fully depleted.

The general scaling theory does not capture this situation

accurately. In the following we investigate the transition

from a partially depleted, doping-controlled device to a

body-thickness-controlled device and its impact on short-

channel effects.

Single-gate partially depleted, doping-controlled

devices

Leaving general scaling theory, we turn to some

interesting results that were obtained with 2D process and

device simulation [26]. Our simulations also include

mixed-mode simulations of delay chains to study ac

(switching) behavior. If not stated otherwise, these are

fan-out-of-1 delay chains, with or without appropriate

wire loads. We first investigate the transition of a doping-

controlled partially depleted (PD) SOI device to a

geometry-controlled fully depleted (FD) SOI device. For

all practical purposes, the partially depleted SOI device

behaves with respect to short-channel scaling quite

similarly to the bulk device, except that charge can

accumulate in the body and modify its characteristics

(floating-body and history effects). Device history is

discussed in a different contribution in this issue [27]. To

illustrate the impact of body thickness scaling, we show in

Figure 7 the saturation threshold voltage for a polySi-gate

n-FET device vs. body thickness at 46-nm and 28-nm

nominal gate lengths. Also shown is DIBL for the same

devices at corresponding minimum channel lengths of

38 nm and 25 nm, respectively. To better understand the

influence of body scaling, we adjusted the halo implants

to meet the leakage targets for the devices with the

thickest bodies and subsequently thinned the bodies.

Equivalent oxide thickness is fixed at 1 nm (physical gate

dielectric thickness). We find three distinct regions in this

study: the partially depleted device for Tsi . 25 nm,

the fully depleted device for Tsi , 25 nm, and the

body-thickness-controlled device for Tsi , 7 nm.

Owing to the higher halo dose for the shorter device,

Figure 6

Scaling potential of different device types: (a) bulk; (b) FDSOI; 
(c) FD double-gate device. Lmin estimates are done assuming a 
gate oxide dielectric and Si substrate and Lmin � 1.5�. From [25], 
reproduced with permission; ©2001 IEEE.
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Figure 7

n-FET Tsi scaling with fixed channel doping. Solid curves: Vtsat at 
Lnom and Vds � 1 V; dashed curves: DIBL at Lmin. Blue curves: 
short-device Lnom � 28 nm (Lmin � 25 nm); red curves: long-device 
Lnom � 46 nm (Lmin � 38 nm). (FD � fully depleted; PD � partially 
depleted.)
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we see a higher Vtsat and DIBL for the PD region, which

is largely independent of Tsi. The FD device shows a

decrease in Vtsat which is proportional to the loss of

doping due to the thinner body (DVtsat ; DTsi � Nchannel)

and an increase in S. This is more pronounced for the

shorter device and is related to an increase in drain-to-

source coupling for the FD body. For Tsi , 7 nm, the

device is controlled by the Tsi and is largely independent

of the doping. We see (shift of maximum in DIBL) that

for the shorter device, body control comes at a somewhat

thinner body thickness. From the general scaling theory

(no doping in channel), we find that Lmin/Tsi of about

5 is required for a Tsi-body-controlled SOI device

[Figure 6(b)]. The presence of doping in the channel

will reduce this ratio, as we see shortly. In Figure 8(a)

we show subthreshold swing vs. DIBL for a properly

designed FD device at Tsi¼ 15 nm compared with its PD

counterpart for nominal (Lg ¼ 45 nm and 28 nm) and

minimum (Lg¼ 42 nm and 25 nm) gate length. Again we

see the increase in DIBL by migrating to shorter channel

length. We also observe a somewhat higher DIBL in FD

devices. As we discuss later, the DIBL increase has a

direct consequence on the performance level.

DIBL for the PD device is, of course, also modulated

by device floating-body effect, which usually adds a

constant contribution in addition to the short-channel

effect. To evaluate the performance impact of Tsi body

scaling, we have calculated ring oscillator delays to

capture simultaneously competing ac and dc effects.

From the previous analysis we have seen that a FD device

shows slightly degraded short-channel effects if it is

doping-controlled. However, the thinner body reduces

the junction capacitance and therefore is beneficial. In

Figure 8(b) we compare the ring oscillator delay for PD

(Tsi ¼ 48 nm) and FD (Tsi¼ 15 nm) vs. device leakage.

The devices are leakage-matched at minimum gate length

Lg¼ 42 nm and Lg¼ 25 nm, respectively. For both cases

the nominal gate length is 3 nm longer than the minimum

gate length (allowing for presumed manufacturing

tolerances). The graph compares performance gain

through gate length with performance gain through body

thickness reduction. First, thinning the body results in 5%

performance gain due to reduced junction capacitance.

Second, reducing gate length from nominal 45 nm to

28 nm gives 14% performance gain for both FD and PD

devices. The limited performance increase comes from the

fact that the effective drive current is degraded by

approximately 16% due to poorer short-channel effects

for the shorter device, as indicated in Figure 2. Short-

channel scaling must be improved to further improve the

effective drive current, as discussed in the previous

section. One possible solution is to back off from

aggressive channel-length reduction and find an optimal

short-channel/delay design point. Another solution for

increased drive current is to improve the gate coupling to

the channel by using metal gates and high-k gate dielectric

material. The benefit of the metal gate is the elimination

of polysilicon depletion and thus increased gate control of

the channel potential. The device off-current, together

with the metal-gate workfunction, determines the short-

channel behavior of the device at a given dielectric

thickness. In Figure 9 we show how the subthreshold

swing and DIBL are modulated by the choice of metal-

gate workfunction under constrained Ioff at a minimum

channel length of 17 nm. Halo doping is adjusted to meet

the off-current at the minimum device length, and gate

length is varied throughout the trajectory. For both the

PDSOI device with Tsi ¼ 48 nm and the FDSOI device

with Tsi ¼ 10 nm, a significant modulation of short-

channel effects is observed with varying workfunction.

Only for the FDSOI device with extremely thin body,

Tsi¼ 5 nm, the dependence of the short-channel effect on

workfunction is weak. This is a direct consequence of the

confinement of minority carriers in the channel by the

physical thickness of the body, rather than the fields.

The lower doping levels required for more mid-gap

workfunctions reduce the vertical field and spread the

Figure 8

(a) DIBL vs. subthreshold swing for PDSOI and FDSOI devices; 
long devices Lnom � 45 nm (Lmin � 42 nm); short devices Lnom � 
28 nm (Lmin � 25 nm). Solid symbols — PDSOI devices with 
Tsi � 45 nm. Open symbols — FD devices with Tsi � 15 nm. All 
devices have the same Ioff at Lmin. (b) Ring oscillator delay vs. ring 
oscillator leakage current. Devices are leakage-matched at Lmin � 
42 nm (boxes) and 25 nm (circles). Solid symbols — PDSOI devices 
with Tsi � 45 nm. Open symbols — FDSOI with Tsi � 15 nm.
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carriers into the body region during subthreshold

operation. There is no shielding from drain to source, and

the subthreshold swing is degraded. In Figure 10 we show

the carrier distribution at zero gate voltage for a device

with a polysilicon gate and a device with a metal gate with

a workfunction of 125 mV away from the band edge.

Both devices are designed to have the same Ioff and

channel length. The study in Figure 9 suggests that an

aspect ratio Lmin/Tsi . 3–4 can provide short-channel

control that is independent of gate workfunction for a

doping-controlled FD device.

To study the performance advantage of a metal-gate

device, we calculated the delay of an inverter chain. In

addition to varying the workfunction we also included in

this calculation the sensitivity to high-k gate dielectric. To

mimic the effect of a high-k gate dielectric, we increased

the dielectric constant of the gate dielectric by a factor

of 2, from 3.9 to 7.8, and kept the physical insulator

thickness constant at 1 nm. We did not account for

any mobility degradation [11, 12], in an effort to explore

the best leverage attainable from these elements. In

Figure 11(a) we show the delay for an unloaded ring

oscillator of fan-out 1 for two different device lengths

(Lmin ¼ 35 nm and Lmin ¼ 25 nm) and three metal

workfunctions (quarter gap, band edge, and 110 mV

away from the band edge) over the range of gate dielectric

scaling (accommodated by changing the electrical

permittivity at fixed dielectric thickness). For selected

cases we also show the effect of an additional wire load to

Figure 9

Subthreshold swing vs. DIBL for metal gate with different work- 
functions and SOI devices with different body thicknesses. Gate 
length is varied: 17 nm, 22 nm, 30 nm, and 50 nm. Ioff fixed at 
Lmin � 17 nm by halo adjustments.
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Carrier distribution in polysilicon-gate and metal-gate devices 
(150 mV away from band edge). Both devices have the same off- 
leakage at 42-nm gate length. The device shown has 45-nm gate 
length.

1.0000

0.9975

0.9950

0.9925

0.9900

0.9875

0.9850

T
si

 �
 1

5 
nm

0.
49

0

0.
49

5

0.
50

0

0.
50

5

0.
51

0

0.
51

5

0.
52

0

0.
52

5

0.
53

0

0.
53

5

0.
54

0

0.
54

5

0.
55

0

x  (  m)
(a)

20

18

16

14

1.0000

0.9975

0.9950

0.9925

0.9900

0.9875

0.9850

T
si

 �
 1

5 
nm

0.
49

0

0.
49

5

0.
50

0

0.
50

5

0.
51

0

0.
51

5

0.
52

0

0.
52

5

0.
53

0

0.
53

5

0.
54

0

0.
54

5

0.
55

0

x  (  m)
(b)

20

18

16

14

Metal gate 150 mV
away from band edge

Lg

�

�

Polysilicon gate

Spacer

W. HAENSCH ET AL. IBM J. RES. & DEV. VOL. 50 NO. 4/5 JULY/SEPTEMBER 2006

346



mitigate the effect of increased gate capacitance on ac

performance. The delay is normalized to a polysilicon-

gate device with the same gate length, and off-leakage

current. The polysilicon-gate device has Tinv of 17.5 A for

a 1-nm equivalent oxide thickness. Figure 11(a) clearly

shows that for a quarter-gap workfunction, only for

an extremely scaled dielectric does the metal-gate

performance improve with respect to polysilicon-gate

devices. The band-edge and close-to-band-edge

workfunctions show almost equivalent behavior. The

results indicate that in the gate length, off-leakage, and

dielectric scaling space, the band-edge workfunction is

not necessarily optimal. This behavior is due to the off-

current constraint, since the band-edge metal requires

higher doping in the channel, and this results in a

mobility degradation which in turn degrades the drive

current. The figure also shows that for currently

achievable high-k dielectrics (Tinv ; 14 –15 A), ac

performance gain for gate-loaded circuits is of the order

of 5% to 10%. The gain is higher for partially wire-loaded

circuits. As discussed earlier, the position of the

workfunction has a significant impact on the short-

channel behavior of the device because of the off-current

constraint. In Figure 11(b) we compare the workfunction

scaling behavior of high-performance (PDSOI) and

low-power devices (bulk). The off-current leakage

specification of the low-power devices is typically three

orders of magnitude lower than that of high-performance

devices. Therefore, the channel doping concentration

(halo) is significant higher for the low-power device. To

adjust for an off-band-edge workfunction, the halo dose

must be reduced in order to maintain the off-current

leakage for maximum drive. However, there is still

enough doping left to guarantee carrier confinement, so

that the impact on short-channel behavior is less sensitive

to workfunction than in the high-performance case. Thus,

gate metals with workfunctions around 6250 mV off

mid-gap are useful and even beneficial for low-power

devices, primarily because of improved mobility.

Improved dielectric scaling gives a substantial

performance gain for low-power devices. Assuming

current high-k gate stack materials, a significant

reduction in gate length results in substantial

performance gains, as shown in Figure 11(b).

Multi-gate devices

Multi-gate devices exhibit a scaling advantage due to

better gate control of the channel [28–30]. Several

versions of multi-gate devices are discussed extensively in

the literature. There are two varieties: planar and vertical

structures. The former group contains ground plane and

back-gate devices, which are derivatives of the SOI device.

The vertical structures contain the FinFET [31–34],

Omega FET [35], and the Tri-Gate [36]. A dual-gate

device can be used in two modes. In the first mode, the

two gates are connected and move simultaneously. This

configuration provides the best short-channel scaling

advantage because of tighter gate control of the channel

and superior subthreshold swing. A generalization of this

type of operation to multiple-gate structures such as the

Tri-Gate or Omega FET is straightforward. Operating a

dual-gate device with independent gates introduces an

additional gate-to-gate capacitance, but it also gives the

opportunity to control the front-gate threshold voltage

with the back gate. In this sense, it is comparable to a

well-biased bulk device, with the advantage, however,

that a much larger threshold-voltage swing can be

accomplished with proper device design. We first turn to

a comparison of multiple-gate and FDSOI devices. For

Figure 11

(a) Ring oscillator delay vs. dielectric scaling and metal gate 
workfunction, for Lmin � 35 nm (solid curve) and Lmin � 25 nm 
(dashed-dotted curve) for PDSOI devices with Tsi � 48 nm. Work- 
functions: open squares — quarter gap 	250 mV off mid-gap; open 
triangles — 	110 mV off-band edge; open circles — band-edge 
metal. Solid symbols account for the effect of wire load for the short 
device. (b) Loaded ring delay vs. workfunction for high-performance 
and low-power devices. Band-edge workfunction corresponds to 0 V. 
Open boxes — high-performance devices: Lg � 37 nm, Tinv � 21 A; 
open circles — low-power devices: Lg � 42 nm, Tinv � 28 A (low 
gate leakage!); dashed-dotted curves — polysilicon gate replaced by 
metal gate; solid curves — high-k dielectric.
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clarification, in Figure 12 we define the geometry of the

different device types.

The Tri-Gate is essentially a mesa-isolated SOI device

in which the gate wraps around the active silicon area. All

surfaces, sides of height H, and top surface of width W,

contribute to channel conduction. The conduction in the

corner, where vertical and horizontal surfaces meet, is an

essential part of this device. The FinFET has a higher

aspect ratio than the Tri-Gate device; the top surface is

usually covered by a thick oxide and does not contribute

to the channel conduction. Its height and width define

the Fin. The height of the planar device is defined by

the thickness of the active silicon. We have studied

performance tradeoffs among these device types by

keeping all parameters such as gate oxide thickness,

doping profile, and series resistance constant. Of course,

each type of device has its own optimization space. For

the sake of comparison, we kept as much commonality as

possible. All devices were constrained to the same Ioff
leakage at a given channel length, and their short-channel

effect was doping-controlled. In Figure 13 we show the

relative change in ring delay compared with that of a

PDSOI device with the same constraints. In this figure we

have also included properly normalized 2D calculations.

We see small performance advantages of FDSOI devices

with respect to silicon body thickness, as discussed in

detail above [Figure 8(b)]. More interesting are the Tri-

Gate devices and the FinFET results. The improved

performance of FinFET for thinner width (body

thickness) is directly related to the better short-channel

scaling behavior of the device, which allows lower

threshold voltage (see Figure 4). Many of these

advantages carry over to the Tri-Gate structure, even

for a relatively open aspect ratio, as may be seen by

comparing the 10 3 30 (H 3 W ) Tri-Gate, the 65 3 10

FinFET, and the 10 3 130 SOI structures in Figure 13.

Much of this advantage is derived from the ability of the

overlapping gates to partially screen the bottom of the

SOI island from the drain field, which can easily penetrate

through the thick buried oxide to affect the short-channel

behavior of the planar SOI device. There is a slight

advantage from increased mobility due to low surface

field if the Fin is fully depleted. A potential advantage

of the FinFET is that it can be operated with two

independent gates, which offers a number of interesting

benefits.

Although the FinFET offers improved scaling

behavior, it may be a disruptive element with respect

to circuit design, since the effective device width, and

therefore the current, comes only in multiples of Fins. A

planar double-gate device would have a continuous width

but would suffer other drawbacks. One advantage for

the FinFET is, for example, that both gates are self-

aligned with the junctions so that the impact of overlap

capacitance can be engineered by a proper junction

design. For a planar back gate, the situation is not that

simple, unless a back gate can be made to align itself with

the front gate. The simplest back gate would be built on a

SOI substrate with a thin buried oxide and a buried back

gate. To operate the back gate in a reasonable voltage

range, the body must be fully depleted and the buried

oxide must be reasonably thin. In Figure 14 we show the

capacitance components for an unpatterned or non-self-

aligned back-gated device. Although schemes exist to

build self-aligned back-gated devices (with minimal

additional capacitance) [37], they are usually difficult and

expensive to implement. For an unpatterned back gate,

Figure 12

Geometry definition of multi-gate devices: Tri-Gate — three conduct-
ing surfaces; FinFET — two conducting surfaces (top surface not 
active).
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Figure 13

Relative delay for an unloaded fan-out-of-1 ring oscillator, 
normalized to a PDSOI device of same length. Devices have the 
same Ioff , equivalent oxide thickness of 1 nm, and are operated at 
1 V. Lg � 23 nm.
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additional capacitance would be added through junction-

to-back-gate coupling that would scale with the junction

length. This capacitance could be mitigated by using a

(non-self)-aligned back gate which, however, would

also increase process complexity. For the choice of an

unpatterned back gate, the proper performance design

space is now an optimization of buried-oxide (back-gate

dielectric) thickness, body thickness, and gate length, and

the front-gate dielectric. Figure 15 shows a result of such

an optimization. In this figure we have normalized the

delay impact to the SOI device (100 nm buried oxide)

with the same body thickness. Again we have constrained

the device off-leakage for all devices to the same value.

The front-gate dielectric was 1 nm equivalent oxide

thickness. For the back-gated devices we chose a

grounded back gate for the n-FET and the back gate

at Vdd for the p-FET. Halo doping was adjusted to

meet the device off-current for the minimum device. The

performance impact due to the back-gate dielectric scales

linearly with its thickness, reaching 40% degradation for a

5-nm back-gate dielectric. We also see that the impact of

the back-gate thickness does not depend significantly on

the body thickness of the device, which allows the design

point to be determined by other constraints. A reduction

of junction-to-back-gate capacitance, as obtained by a

patterned aligned back gate, reduces its capacitance

penalty linearly with the back-gate-to-junction overlap.

Reduction of the undesired back-gate capacitance for the

unpatterned case can also be accomplished by reducing

the doping level in the back gate. For the device with a

10-nm and 20-nm body thickness and 10-nm back gate,

for example, we reduced the gate doping level from 1020

cm�3 to 1017 cm�3 and further to 2 3 1016 cm�3. This of

course also affects the effectiveness with which the back

gate can be operated. However, this scheme represents an

excellent tradeoff of back-gate control with process

simplification afforded by the use of an unpatterned back

gate. Regions where back-gate action is required would

receive a highly doped back gate, and those where the

performance impact is detrimental would be doped at a

much lower level. In that scenario, performance devices

would still be designed with halo doping and proper

junction engineering. It would, however, provide an

option to create SRAM devices without channel doping

and set their thresholds by back-gate bias. This would

eliminate one component in the threshold variation

[38, 39] and would, in addition, allow device Vt values to

be set appropriately at the end of the manufacturing

process with appropriate control circuits. In Figure 16 we

show how two completely different devices can coexist on

one wafer with essentially the same device structure. The

logic device was optimized to have an Ioff ratio of 10

between the nominal and the 6r short device at a fixed

leakage for the 3r short device. Its short-channel

behavior was adjusted with a proper halo implant and

choice of junction design. The SRAM device did not

receive the halo implant or a separate channel doping.

With more negative back bias, we can bring the SRAM

device with the undoped channel into an appropriate roll-

off behavior without significant gate-length penalty.

We have discussed solutions and limitations of

electrostatic scaling behavior to improve device

performance. It was essential for this investigation that

we went beyond the conventional Ioff/Ion metric to

measure the ‘‘goodness’’ of the device. We systematically

applied ring oscillator delay calculation to compare the

Figure 14

Capacitance components for an unpatterned (left) and aligned 
(right) back gate with diffusion-to-back-gate overlap Lsd.
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Figure 15

Performance impact of unpatterned and non-self-aligned back 
gate normalized to an FDSOI device of the same body thickness, 
channel length Lg � 25 nm, and Ioff . Group 1: Tsi � 10 nm, contact 
length 100 nm; Group 2: Tsi � 10 nm, contact length 22 nm 
(aligned back gate); Group 3: Tsi � 20 nm, contact length 100 nm. 
Dashed arrows – performance degradation with thinner back-gate 
dielectric; solid arrows – reduced junction-to-back-gate capaci-
tance due to more lightly doped back gate.
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different device design options. We have learned that the

best way to success is an improved gate dielectric scaling,

as enabled with high-k dielectrics. For metal gates we do

not see a benefit in performance if we cannot get the

workfunction close enough to the band edge. Proximity

of less than 100 mV to the band edge is required. We see a

performance benefit for off-band-edge metals in the low-

power application space. Device leakage still requires

a substantial amount of doping in the channel, which

provides for confinement of carriers to ensure good short-

channel behavior. A device for which short-channel

effects are independent of the metal gate workfunction

requires a minimum gate length that is three to four times

the body thickness at 1 nm equivalent oxide thickness.

We also have shown that multiple-gate structures display

some advantage over single-gate structures with respect

to short-channel behavior. For vertical structures there

is a better performance/complexity tradeoff through the

dominance of corner current and sidewall shielding for

Tri-Gate devices. For independent gates in multiple-gate

structures, the FinFET has an advantage due to the self-

aligned gates, which eliminate the additional capacitance

that occurs in a planar structure with unpatterned or non-

self-aligned gates. We have offered a solution to show

how, with little process complexity, an unpatterned

planar back-gate device can be used as a high-

performance logic and SRAM device with essentially

the same device structure.

High-mobility channels

Mobility is considered to be the key quantity in describing

transport for MOS devices. We defer the discussion of

mobility in the ultimate FET to later in the paper

(Section 5) and assume that the devices under

consideration are scattering-limited; it therefore makes

sense to discuss the role of mobility as a means of

enhancing device performance. The channel mobility in

a FET has three distinctive regions [Figure 17(a)]. For

low vertical fields or weak inversion, mobility is limited by

Coulomb scattering due to doping atoms or charges at

the gate dielectric/silicon channel interface. Moving to

higher fields, phonon scattering dominates, and in still

higher fields, surface roughness scattering becomes the

limiting scattering mechanism for the channel mobility.

In circuit operation the device switching trajectory

passes through various regions of the Vds–Vgs space,

and it is of interest to understand how these different

scattering components influence performance. In

Figure 17(b) we show the response of an unloaded ring

oscillator to mobility change. We have examined the

effect on performance of each scattering mechanism

(Coulombic, phonon, interface roughness) separately by

increasing only the corresponding mobility component

[26, 40] by a factor of up to 2. Although we show results

for only an inverter chain, similar dependencies were

obtained for other circuit elements. We find that the

phonon and Coulomb parts are similar in impact,

whereas surface scattering has less effect. This is because

the device spends less time in the high-gate field region

(high Vgs and low Vds) than in the other regions of the

Vgs–Vds space. In Figure 17(c) we show the performance

impact over a wider range of total mobility variation for

two different nominal device lengths constrained to the

same off-leakage. We find that the relative performance

impact depends only weakly on the gate length,

with a strong tendency to saturate at higher mobility

enhancements. The curve is calibrated to typical data

for high-performance 65-nm-node devices. To obtain a

comparable performance boost in future generations,

mobility enhancements must be significantly larger than

those achieved today. To have a significant impact on

performance, mobility related to Coulomb and phonon

scattering should be the focus of improvement. In a very

simplistic picture, the Coulomb component could be

improved by reducing the doping in the channel.

Of course, this comes at the cost of short-channel

degradation unless one takes advantage of a multiple-

gate structure or a thin-body FDSOI device. From the

analysis in the previous paragraph, we find that this

would require, at a 28-nm gate length and an equivalent

oxide thickness of 1 nm, a silicon body thickness of

approximately 5–6 nm for an undoped channel, and

7–8 nm for a doped channel. Mobility degradation due to

quantum confinement becomes significant [41, 42] at body

thicknesses below 5 nm. Thinning the body further would

greatly enhance the role of surface scattering and would

Figure 16

Leakage-limited design point for undoped body back-gate- 
controlled device, with 10-nm body thickness and 10-nm back 
dielectric thickness. Front gate is n� polySi and back gate is 
p� polySi. The nominal gate length is varied, and the ratio Ioff 
short (Lnom � 6 nm) to Ioff at Lnom is plotted (left side), with 
back-gate voltage plotted (right side) for constant leakage at a 
shorter  (Lnom � 3 nm) device.
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therefore further degrade mobility [43]. Multiple-gate

structures are beneficial because the required body

thickness for short-channel control is approximately

twice that of single-gated FDSOI devices. For these body-

thickness-related mobilities, degradation is not as

significant, and sufficient short-channel behavior with

reduced doping can be achieved. Two levers for the

phonon-limited mobility are crystal orientation and a

deformation of band structure by strain. For electrons,

strain in silicon splits the degenerate D states and lowers

the energy of a sub-band with lower effective transport

mass [13, 44] and high-density off-state mass, thus

improving drive current. For holes, a complicated

deformation of the bands can occur [45]. In addition,

at higher strain levels scattering rates are also affected.

Stress can be applied perpendicular to the wafer and in

the plane of current flow. In that plane (wafer surface),

it is convenient to separate stress in the direction of

current flow and the direction perpendicular to that.

Furthermore, the stress can be uniaxial, biaxial,

compressive, or tensile. This leaves many different

combinations, several of which have been realized

[13–15, 46]. In Figure 18 we show how wafer surface and

in-plane direction line up. In Figure 19 we show how the

phonon-limited mobility behaves in this configuration

space. Calculations were done using self-consistent linear

response theory.1 Scattering rates were calculated taking

account of the silicon band structure for electrons and

holes and phonon dispersion relations at a strain level of

1% compressive and tensile, respectively. In Figure 19(a)

we show the results for electrons and in Figure 19(b) the

results for holes. The change of mobility is normalized to

the standard (100) surface in ,110. directions on relaxed

silicon substrates. First we see that for electrons the

optimum surface is the standard (100) surface. For

uniaxial strain, only tensile strain can provide some

moderate gain in electron mobility. There is apparently

no benefit for uniaxial compressive strain in the case

of electrons. In general, these gains are independent of

wafer and current flow orientations. Only for biaxial

compressive strain can the electron mobility be improved

in a more significant way if the wafer surface is (110) and

the current direction is in the ,0-11. direction. The

situation looks more promising for holes. We see

Figure 17

(a) Channel mobility components in a FET. (b) Impact of mobility 
components on ring oscillator delay. Dashed curve – phonon 
scattering; dotted curve – Coulomb scattering; dashed-dotted 
curve – surface roughness scattering. Calculation [26] was done for 
a 38-nm PDSOI device with Tsi � 48 nm and equivalent oxide 
thickness of 1 nm. Calculation is based on calibrated Mujtaba 
mobility model [26, 40]. (c) Relative delay impact for an inverter 
delay chain with fan-out-of-3 vs. mobility enhancement. Model is 
calibrated to early 65-nm node (red dot). Devices with Lg � 30 nm 
and Lg � 40 nm have same Ioff . No further device improvement 
assumed. Same mobility gain for n-FET and p-FET.
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Crystal orientation (wafer surface: gray) and possible current flow 
strain directions: (a) (100) surface; (b) (110) surface.

<100>

<010> <010>

<100>

<001> <001>

<0-11>
(a)

<001>
(b)

Notch
orientation

1M. Fischetti, to be published.

IBM J. RES. & DEV. VOL. 50 NO. 4/5 JULY/SEPTEMBER 2006 W. HAENSCH ET AL.

351



significant mobility improvement, even in the relaxed

case, if we select a different wafer surface than (100).

A (110) wafer surface orientation with current flow in

the ,110. direction gives mobility that is more than two

times higher than that in a standard wafer [16]. Further

improvement can be obtained if the good surface

orientation is subjected to compressive strain in ,110.

current flow. A combination of these two brings the hole

mobility close to the electron mobility on standard

wafers. Biaxial compressive strain for holes is best for the

(110) surface. With sufficiently high levels of tensile strain,

hole mobility also increases significantly on a (100)

surface if current flow is restricted to the ,110.

direction [47].

Mobility is a long-channel property, and its impact is

only indirectly measurable for short devices. The question

at hand is this: If strain-enhanced mobilities can be

implemented, how will they scale if the devices are scaled?

In Figures 17(b) and 17(c), we show how ring-oscillator

performance is affected by mobility improvement. The

model shows a clear saturation of performance gain with

higher mobility, which is the result of an early onset of

velocity saturation. To achieve the same impact on

performance from one generation to the next, the

mobility gain must increase superlinearly. The hope is

that this can be done with the combination of various

stress techniques. The question remains, however, how

much mobility gain is ultimately achievable by stress

techniques? And how do these techniques scale with the

technology [48–50]? In principle, we can distinguish

between global-substrate-engineered stress and

mechanisms that create a local stress field in the device.

Strained-silicon technology [13, 47], for instance, is an

example of the former. By growing a thin silicon device

channel layer on a strained buffer material of a Si1�x Gex
composition, a channel mobility enhancement can be

Figure 19
Phonon-limited mobility for (a) electrons and (b) holes for various crystallographic surfaces, current, and strain directions. Impact on 
mobility is normalized to standard surface (100) and <110> current direction and relaxed (rel.) substrate. Calculations are done for 1% tensile 
(ten.) and compressive (com.) strain. Mobility change quoted at inversion density 3 � 1012 cm�2 and 4 � 1012  cm�2 for uniaxial and biaxial 
strain, respectively.

Uniaxial

  Surface Stress Current Rel. Com. Ten.
  direction direction

  100 100 100

  100 100 010

  100 010 110

  011 100 100

  011 100 0-11

  011 110 100

  011 110 110

  011 110 1-10

 

  011 110 11-2      

Biaxial

  001  100

  011  100

  111  100

  001  110

  011  0-11

  111  110

Electron phonon-limited mobility

Uniaxial 

  Surface Stress Current Rel. Com. Ten.
  direction direction

  100 100 100

  100 100 010

  001 110 110

  001 110 -110

  011 100 100

  011 100 0-11

  011 110 100

  011 110 110

  111 110 11-2

  011 110 1-10

Biaxial

  001   100

  001   110

  011   100

  011   0-11

  111   11-2

  111   1-10

Hole phonon-limited mobility

(a) (b)

Severe degradation

Degradation

Little impact

Enhancement

Strong enhancement

Extreme enhancement

W. HAENSCH ET AL. IBM J. RES. & DEV. VOL. 50 NO. 4/5 JULY/SEPTEMBER 2006

352



engineered. Various techniques have been employed to

generate local strain. It can be shown [51] that mobility

enhancement due to biaxial substrate strain is only

weakly dependent on channel length. Therefore, in the

case of substrate strain, the mobility properties measured

on a long-channel device correspond directly to the

behavior of a short-channel device. However, it is

important to notice that the relationship of long-channel

mobility and short-channel behavior can be established

only if self-heating in the short-channel device is taken

into account because of the decreased thermal

conductivity in Si1�x Gex substrates.

In the case in which the stress is created locally, there is

no relationship between the long-channel mobility and

short-channel behavior of the device, since the strain field

is usually self-aligned with the gate edges. The mobility

for this second choice of local strain has to be inferred

indirectly from the electrical data of the short-channel

device compared with proper controls. The situation

becomes even more complicated if there is a superposition

of different strain sources [48–50]. For instance, these

sources can be liner stress, which is mostly longitudinal

with respect to the channel current flow; trench-isolation-

induced stress, which can be both longitudinal and

transverse to the direction of current flow (depending on

the device width, for instance); or embedded SiGe, which

is longitudinal to current flow. All of these components

in general depend on details in the device layout and

processing conditions, and can have either a cumulative

or a compensating effect on the total relevant strain

seen by the device. Therefore, engineering mobility

enhancement by strain engineering can be a formidable

undertaking and much more intricate than mobility

enhancement by substrate engineering.

5. The ultimate (silicon) FET

Fundamental scaling limits for silicon devices

The question of the ultimate limits to FET scaling is an

old one, dating back to the early days of MOSFET

technology [1, 6]; it has been considered by many

individuals over the years. In general, the predictions

have been conservative, sometimes extremely inaccurate

[1], stemming in general from a lack of appreciation for

the range of applicability of certain limits, the scalability

of the silicon dioxide insulator, and new structural

possibilities such as ultrathin silicon-on-insulator or

multiple-gate devices. Design enhancements, such as the

use of laterally nonuniform channel doping (halo) have

also contributed to the continuous progress of scaling.

An interesting subplot to the discussion of limits has

been the question of electrostatic integrity: i.e., gates vs.

drain voltage control of the internal potentials. A device

with poor electrostatic integrity demonstrates, among

other things, excessive DIBL. Dennard’s scaling rules

[6, 19] kept a constant electrical aspect ratio, and others

[52] allowed a tradeoff between different parameters

such as oxide thickness and junction depth, to maintain

electrostatic integrity. In the 1990s, the subject of

electrostatic scale length, or attenuation length, for drain-

induced potential along the channel was discussed [25, 53]

for both double-gated and bulk FETs. Some confusion

has been caused by notation, since the scale length, K, is p
times the attenuation length, so that Frank’s criterion [25]

of channel length greater than 1.5 K means ;4.7 times the

attenuation length. For a double-gate FET, in the limit

of zero thickness insulator, the scale length equals the

silicon thickness (see Figure 6).

High-permittivity insulators do offer a means of

decreasing the electrical insulator thickness without

decreasing the physical thickness for improved scalability.

However, as pointed out by Frank [25], the net gain is

limited, since other two-dimensional effects come into

play for physically thick insulators caused by drain field

penetration into the insulator which modulates the

channel charge. There is a possible way around this

conundrum (Figure 20). When the high-permittivity

region is confined to the channel area alone, not

extending over the heavily doped source and drain, this

path is cut off. As noted by Frank [54], this does not

change the scale length, since the same equations are

solved in the channel cross section; rather, it introduces

an extra attenuation in the form of a pre-factor into the

equation describing the drain-induced potential along

the channel. This pre-factor attenuation is a rapidly

increasing function of the permittivity of the dielectric; if

it is large enough, it may in itself be sufficient to give the

Figure 20

Ultrahigh-permittivity, high-aspect-ratio gate insulator showing 
sketched equipotentials (thin lines), and derivation of the potential, 
VI, of the dielectric adjacent to the channel region.
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FET the needed electrostatic integrity. In the present case,

one may regard the gate insulator as polarizable conduit

transferring the potential from the gate to the channel

region. Of course, the rest of the FET must be suitably

scaled (e.g., the silicon body thickness) so that alternate

paths for drain potential feedthrough are minimized. To

get a rough idea as to what is involved, take a geometry

with insulator height H and gate length L where the

insulator has a permittivity eG, and the surroundings esw.
Consider a square of the dielectric closest to the channel

(as shown in Figure 20). This couples the dielectric square

to the source and drain electrodes with a capacitance

;esw and to the gate with ;eG L/H, per unit width. So,

for instance, if a drain vs. gate coupling factor of 0.1 is

desired, along with H/L .10, then eG/esw . 100 is

needed. Therefore, there is motivation to explore

materials with very high, and possibly anisotropic,

permittivity.

The introduction of this new paradigm removes

the gate insulator from the channel-length scaling

considerations. For a double-gated FET (and even

more so for the surround-gate FET), we are left with

a minimum gate length comparable to (;1.5x greater

than) the body thickness. Since FETs with a body

thickness ,1 nm have been demonstrated, does this

mean that a channel length ,1.5 nm is feasible? First, we

must distinguish between channel length and gate length.

Gate length may approach zero, as the vacuum-triode

exemplifies, while maintaining basic functionality, if the

potential is allowed to drop in the external source/drain

regions. For instance, Likharev’s simulated 4-nm-gate-

length FET [55] actually had a channel length closer to

7 nm when depletion into the contacts was considered.

This depletion effect probably characterizes all

experimental devices with gate lengths of less than 10 nm.

One could therefore remove the limit on gate length as

well. The arbitrary short gate length, for constant channel

length, would not result in significantly improved

performance because the source-to-drain transit time

would still depend on the total distance. In general, such

solutions have degraded performance because of their

higher resistance. The limit on channel length would be

determined by direct drain-to-source tunneling. A simple

estimate of this limit is obtained by approximating the

potential along the channel in the ‘‘off’’ state by a

parabola (Figure 21). Such a smooth curve is expected in

ultrashort devices, where abrupt transitions are not easy

to achieve. The height of the barrier, Vb, determines

the ‘‘off’’ current, and the parabola is terminated

at ‘‘metallic’’ source and drain contacts where the

conduction band is assumed to be pinned at the source

and drain potentials. Using Likharev’s conjecture [55], we

assume that the leakage current is dominated by intra-

band tunneling when

kT

e
� g

p

ffiffiffiffiffiffiffiffiffi
a

2me

r
; ð4Þ

where a is the curvature of the parabola, related to the

geometry through the source/drain distance Lch, barrier

height hbarrier, and drain voltage Vd; m is the tunneling

mass, e the electric charge, and kT the thermal voltage.

[Tunneling actually dominates before Equation (4)

becomes valid due to the ehbarrier/kT ratio between the

tunneling and thermionic emission pre-factors.] Assuming

a value of 0.19m0 for m, 0.2 eV for hbarrier, and 0.5 V for

Vd requires Lch . 7 nm to suppress tunneling. Why is

this so much larger than Zhirnov’s limit [56]? First, the

assumption for m (Zhirnov assumed m ¼ m0); next, our

assumption of the equality of tunneling and thermionic

emission currents, whereas Zhirnov assumed an almost

transparent barrier [56]; and finally the use of a parabolic

rather than a square barrier. Using a square barrier

would reduce our limit to ;4 nm.

We see that limits due to source/drain tunneling, which

are not even a factor in current designs, will ultimately

limit FET scaling even before electrostatic limits are

reached. Power dissipation does not limit scaling on the

device level. This is partially because local heat removal

from a microscopic part of the device into the 3D

surroundings is relatively efficient, and partly because

devices operate at a low duty factor, so that local

temperature rise is not excessive [57].

A limit that is not often considered, but is intimately

related to power dissipation, is band-to-band tunneling.

This problem was considered by Solomon [58], primarily

for FETs on bulk silicon substrates, but even for SOI

devices with ultrathin bodies (UTSOI) and silicon wire

devices, this tunneling can be important. As illustrated in

Figure 21, we see that there can be band-to-band overlap

Figure 21

Schematic band diagram along channel of FET, assuming a 
parabolic profile, showing schematic S–D (intra-band) and band- 
to-band (inter-band) tunnel-current energy range.
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when Vds . Eg� hbarrier, where Vds is the drain-to-source

voltage, Eg the bandgap, and hbarrier the barrier height

of the turned-off device. For a low-standby-power FET,

hbarrier has to be large in order to limit the leakage current

so that the condition of Equation (4) is mostly met.

As shown in [58], band-to-band tunneling becomes large

when the tunneling distance is ;4 nm. This is typically

about 1/3 of the channel length, limiting the channel

length in this example to above 12 nm. It is shown in [58]

that channel lengths greater than 20 nm are needed for

the ultralow-power options of the ITRS roadmap. Since

any sharpening of the potential profile (for instance,

for a structure with unnecessarily strong electrostatic

confinement) would reduce the band-to-band tunneling

distance, the design of the ‘‘ultimate’’ FET will involve a

delicate tradeoff.

The use of strain to enhance mobilities (Section 4)

may enhance band-to-band tunneling. The bandgap of

silicon is very sensitive to strain because of the X-valley

symmetry of the conduction band; therefore, strain of

either sign always decreases the bandgap. The interaction

between strain and band-to-band tunneling leakage must

therefore be carefully monitored.

New materials

As analyzed in the past [59, 60], the high-mobility III–V

materials do not confer an advantage at the end of the

scaling path, since the isotropic, low-mass C valley

does not provide a strong electron confinement and,

furthermore, the light electron mass promotes source–

drain tunneling. Furthermore, the smooth hetero-

barriers, responsible for the spectacular transport, are of

low height and do not scale well. The single-transport

valley also does not provide the large charge densities

needed for these small devices [61].

Materials such as Ge can provide larger carrier

densities, but the low bandgap is a considerable

disadvantage unless quantum confinement can be used

to increase the bandgap in structures of practical

dimensions.

How close can we get under current technology

assumptions?

The limit of ;7 nm S/D spacing is attainable under

current technological assumptions, but not without risk

and great effort. Below we discuss the design choices that

have to be made, and in the next section we ask whether it

is worth it in terms of improved device performance.

While attaining electrostatic integrity is not a limit, it is

nonetheless not easy to do, although several paths may be

used to achieve it. Electrostatically confined structures

also show quantum confinement effects. These can

be beneficial (increasing the bandgap) or deleterious

(reducing carrier mobility and increasing the sensitivity

of the threshold voltage to thickness variations). An

apparent advantage for a particular structure, such as

a silicon nanowire, in providing superior electrostatic

scaling properties may in fact be limited in its scaling

potential by the enhanced quantum confinement effects.

Wang et al. considered these tradeoffs in the design of

planar and wirelike devices [62]. In most cases a wire with

a circular cross section showed overall superior scaling

properties; however, for a silicon (100) sheet, for

electrons, the anisotropic effective mass tensor, with the

heavy out-of-plane and light in-plane mass, showed

properties superior to those of the wire, as shown in

Figure 22.

Practically, then, what structures can be used and how

closely can they approach the limit? Structures based

on arrays of silicon wires or strips appear to be the

most practical, especially those employing near-planar

geometries such as the Tri-Gate, where the advantages

of planar geometry are maintained while improved

electrostatic control is achieved through the semi-

wrapped-around geometry (Section 4). Scaling from

designs currently on the drawing board suggests that a

FET of 8 nm channel length could be fabricated using

silicon strips of 33 10 nm2 cross section, a gate of ;4 nm

length, and an insulator with a relative permittivity

of ;100 and a thickness of ;1 nm. To approach the

scaling limit without incurring excessive band-to-band

tunneling current, voltages must be reduced to well below

1 V. Such devices would have metal rather than the

currently used polysilicon gates, since confinement is

controlled by geometry rather than doping, and the

workfunction of metal gates would thus be a better match

to device requirements (Section 4).

Figure 22

Comparison of electrostatic confinement with quantum confine-
ment for circular wire structures and planar double-gate structures 
for electrons in a <100> transport direction. From [63], with per- 
mission.
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While ballistic transport has often been touted as the

silver bullet to improve performance, as pointed out by

Solomon and Laux [61], ballistic transport is actually a

limitation to the velocity of the electron caused by its

mass being accelerated through a fixed potential. Once

ballistic transport sets in, the current will be independent

of channel length and the mobility will appear to be

inversely proportional to channel length. Ballistic

transport is difficult to attain in modern scaled silicon

FETs [61, 63], where mobilities are low.

Has the limit already been reached?

As voltages and lengths are reduced toward their

‘‘ultimate’’ limits, leakage currents will tend to increase

exponentially. The converse of this is that performance

(delay, power) increases only logarithmically with leakage

current. We see this in the ubiquitous log-linear Ioff vs.

Ion or Iddq vs. delay used to characterize the present

generation of devices, whereas a decade ago such curves

were rarely seen. Such a tradeoff indicates that a limit

has already been reached, since major changes in the

operating environment such as temperature or heat-

sinking capability, or changes in material properties,

result in only modest improvements in performance.

Stepwise changes in device structure, probably at great

cost, will likewise lead to only stepwise improvements in

performance rather than the initiation of a new trend.

Provided we can build a device at the fundamental

scaling limit, what advantages would this device

bring?

While performance, on average, has increased for each

generation of devices, the leading candidates often

perform poorly compared with the more optimized and

evolved counterparts of the previous generation. Thus,

measures of current per unit width or ring-oscillator delay

vs. gate length would be maximized, today, at values

much larger than the minimum gate lengths on record

(;30 nm vs. ;6 nm). It is therefore not appropriate to

use current trends as predictors of future performance,

especially when the structure of the device is changing

so rapidly to meet end-of-scaling challenges.

Modeling of ultimately scaled FETs gives some

indication as to their performance potential, although

results differ greatly depending on the assumptions

used. For instance, Laux et al., using a 2D quantum-

mechanical model and assuming ballistic transport,

predict currents around 18 A/cm for a supply voltage of

0.4 V [64], whereas, under roughly the same conditions of

voltage and leakage currents, Venugopal et al. predict

currents of 21 A/cm [65]. If scattering is assumed in [65],

the current is reduced by approximately 50%. The same

reduction is obtained if a realistic series resistance is

included in the calculation.

In both of the papers cited above, the shape and nature

of the contacts play a major role in determining the

current. For instance, when various geometry contacts

(straight, taper, and dog bone) were compared [65] as

shown in Figure 23, the straight contact gave the largest

current, even though it had the smallest cross section.

However, when scattering was introduced [65], these

differences were minimized. The issue of series resistance

is not easily solved; it becomes a fundamental issue as

carrier concentrations in the FET channel approach the

concentrations in the contacts. For instance, in [64]

electron densities in the FET channel were approaching

1020 cm�2 compared with maximum attainable doping

densities in silicon of ;331020 cm�3. Also, to contact the

channel directly with a butted metal contact would

require an impractically low metal–semiconductor

interface resistance of 3 3 10�10 X-cm. Thus, the issue

of spreading the current into the contact coupled with

matching the wavefunctions of the channel to the

contacts has to be solved.

The other issue for performance is reduction of

capacitance. As discussed in [61], channel capacitances

are dominated by degeneracy effects in the quantum limit.

Fortunately, for silicon the degeneracy capacitance is very

large, 8 3 106 F/cm2 for the doubly degenerate low-mass

sub-bands on (100) silicon. Assuming typical parasitic

capacitances of ;0.2 aF/nm at each gate edge means that

these capacitances will dominate only at gate lengths

below ;0.5 nm. This means that scaling can continue,

using suitable gate dielectrics, down to the tunneling limit

without being dominated by parasitic capacitance.

Performance estimates of extremely scaled devices

[64, 65], including a hypothetical device with a high-

permittivity dielectric, compared with today’s (45-nm

ITRS node) base case are compared in Table 2. For

Figure 23

Access geometry for optimal device performance. From [65], with 
permission.
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the ultimate device, ballistic transport is assumed with

capacitance equal to half the degeneracy capacitance, and

a series resistance corresponding to the taper in Figure 23

of 13.3 X-lm. We can therefore expect at most an

additional factor of ;10 performance increase for future

silicon FETs.

6. Conclusions

In the previous sections we have shown that short-

channel behavior is the limiting factor for device scaling

in a power-constrained environment if dielectric scaling

halts at current levels of about 1 nm equivalent oxide

thickness. In the absence of dielectric scaling, the effective

current Ieff is not significantly increased with gate-length

scaling. The introduction of a metal gate helps to boost

the current drive at the cost of higher gate capacitance,

which compensates in part for the impact of higher drive

current in gate-loaded circuits. Gate-length reduction

through continued dielectric scaling, together with a near-

band-edge workfunction metal gate, is beneficial for

performance. There is a remedy, of course, if technology

provides other solutions to enhance drive current. We

have discussed the influence of enhanced mobility and

have shown that in order to continue performance

enhancement, the mobility increase required must go

faster than gate-length scaling. To maintain the benefit of

strong mobility enhancement, one has to understand the

enhancement mechanisms with respect to process flow

and device layout, since these can cause a large variation

in the strain field seen by the devices. High-mobility

substrate options offer the hope of less sensitivity to

process and layout details.

We have not included in our investigation the impact

of junction engineering and well design, which provide

additional levers to modulate short-channel effects. It is

clear that series resistance has a considerable effect on

drive current [66]. Improved series resistance can be

achieved with higher doping activation and improved

silicide/diffusion resistance. The specific contact

resistance for the silicide/diffusion interface is around

10�7 X-cm2 for currently used silicides [67] and achievable

doping levels. This gives a transition length of

approximately 100 nm. Once the contact length is much

shorter, the contact resistance increases dramatically

and degrades the drive current. To maintain density

shrinkage, a lower silicide/diffusion is required to obtain a

smaller transition length. Junction optimization to reduce

series resistance is a problem common to all device

structures. We have discussed partially depleted SOI,

fully depleted SOI on thin body, and several versions of

multiple-gate structures. Although fully depleted SOI on

thin body has, in principle, a junction capacitance

advantage compared with partially depleted SOI, it also

has increased source-to-drain capacitance and a higher

overlap capacitance due to the raised source process that

is required to enable silicide formation. This reduces

the ac advantage of fully depleted SOI compared with

partially depleted SOI. However, fully depleted SOI on

thin body (Tsi ; 15 nm) would enable more flexibility in

process options such as shallow halo implant or a reduced

gate stack height, to enable shallow source/drain

implants. It also provides a natural path for a planar

back-gated device. Extremely thin silicon body devices

can greatly extend the choice of possible workfunctions

if the gate-length-to-body-thickness ratio is chosen

appropriately. To achieve sufficient short-channel

control, the ratio should be larger than 3 to 4 for single-

gated, fully depleted, doping-controlled devices.

Finally, we have made an attempt to predict the

performance of the ultimate FET. We have shown that

the limiting factor of scaling is the intra-band source-to-

drain tunneling and have given an estimate that is more

conservative than earlier ones. Our assumption is that due

to the finite curvature of the potential well, the channel

length is limited to about 7 nm, at which point tunneling

will start to dominate over the thermal injection across

the barrier. We also argued that the finite thickness of a

dielectric with extremely high permittivity will not limit

scaling. Provided that we can use all the tricks in the

book, we find that the ultimate FET might give one order

of performance gain compared with current technology.

A realistic value will possibly be smaller, since parasitic

elements will diminish the performance of the intrinsic

device.

Even if we could build the ultimate device, we would

still have to consider its manufacturability and whether

we will have a wire and contact technology to connect

these devices to take advantage of their performance.

Engineering ingenuity and persistence will solve many

Table 2 Device on-current for ultimate MOSFET. Device on-

currents are taken from literature and normalized to the same gate

over drive. Cp is peripheral capacitance. For performance estimate,

4Cp is used to account for the Miller effect in ring delay.

Lg

(nm)

Vdd

(V)

Ion

(A/cm)

Cg

(aF/nm)

4Cp

(aF/nm)

Rel.

perf.

Base SG 25 1 12 0.54 0.8 1.0

Laux DG 7.5 0.4 18 0.32 0.8 2.6

Venugopal DG 10 0.4 21 0.43 0.8 2.9

Venugopal DG

(Rs/scatter) 10 0.4 11 0.43 0.8 1.5

‘‘Ultimate’’ DG 4 0.4 50 0.17 0.8 7.9
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of the problems. Finally, the end of scaling will not be

decided by what is possible, but by what is affordable.

Therefore, the end of scaling question will appear in yet

another light.
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Errata

In the paper ‘‘Silicon CMOS Devices Beyond Scaling’’ by

W. Haensch et al. in the IBM Journal of Research and

Development, Volume 50, No. 4/5, July/September 2006,

the exponent 2 was omitted from the expression fCV
2
in

the body and caption of Figure 1. The corrected figure

follows.

In the paper ‘‘Continuous MOSFET Performance

Increase with Device Scaling: The Role of Strain and

Channel Material Innovations’’ by D. A. Antoniadis et al.

in the IBM Journal of Research and Development, Volume

50, No. 4/5, July/September 2006, the last term of

Equation (5) should be multiplied by v. The corrected

equation follows.
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Figure 1

(a) MOSFET performance vs. gate length; normalized MOSFET 
intrinsic device delay (CV/Ieff) vs. gate length. (b) Power density 
vs. gate length; data collected from literature for active power 
density and passive power density. Lines are intended to show 
trend. ( fCV 2 � frequency � capacitance � voltage2.)
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