High-performance
CMOS variability
in the 65-nm
regime and
beyond

Recent changes in CMOS device structures and materials
motivated by impending atomistic and quantum-mechanical
limitations have profoundly influenced the nature of delay

and power variability. Variations in process, temperature,

power supply, wear-out, and use history continue to strongly
influence delay. The manner in which tolerance is specified and
accommodated in high-performance design changes dramatically
as CMOS technologies scale beyond a 90-nm minimum
lithographic linewidth. In this paper, predominant contributors

to variability in new CMOS devices are surveyed, and preferred
approaches to mitigate their sources of variability are proposed.
Process-, device-, and circuit-level responses to systematic and
random components of tolerance are considered. Exploratory,
novel structures emerging as evolutionary CMOS replacements are
likely to change the nature of variability in the coming generations.
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Introduction
Variability in the delay and power consumption of
CMOS devices, circuits, and chips arises from scaling
very large-scale integrated (VLSI) circuit technologies
beyond the ability to control specific performance-
dependent and power-dependent parameters [1]. This
erosion in device and interconnect parameter precision
has elevated variability to a first-order limitation to
continued technology scaling. This process and device
variability challenge to continued scaling [2] exacerbates
the already-critical power dissipation problem, and is one
of the most urgent problems confronting designers.
Attempts to improve parameter precision in the
manufacturing process now commonly confront
atomistic-level constraints. Below 65 nm, quantum-
mechanical limitations will make the achievement
of parameter precision exponentially more difficult.
Delay and power variability in CMOS devices is
influenced by many contributors. Parameter variation
manifests itself in the distributions of process tolerance; it
appears in voltage- and temperature-induced tolerance
arising from the operating environment both locally to
the circuit and across-chip. Variability can be temporal or

spatial in nature. Temporally, the variability can occur
across nanoseconds (such as in the SOI history effect [3])
to years (such as in process centering); this is shown

in Table 1. This time dependence may arise from
instantaneous changes in circuit performance induced by
use, and it is associated with a specific technology. Added
delay, such as that needed to discharge residual charge
possibly trapped in capacitance between devices in
NAND gate stacks, is temporal. The silicon-on-insulator
(SOI) history effect and device self-heating are additional
application-dependent examples. SOI device body history
and charging storage effects have a temporal, structural
dependence. Aging-induced variation arising from wear-
out mechanisms has a negative impact on performance.
Negative-bias temperature instability (NBTI) affecting
p-FETs and hot-electron effects affecting n-FETs both
elevate device thresholds, degrading device and circuit
performance [4]. Electromigration (EM) [5] slowly erodes
interconnect admittance, becoming more severe below
65 nm because of higher interconnect current densities.
The term spatial variation refers to lateral and vertical
differences from intended polygon dimensions and film
thicknesses [1]. Spatial variation modes exist between
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Table 1 Order-of-magnitude variability time domains and
estimated delay impact.

Time Mechanism Delay impact

domain approx. (3 sigma)

) (%)
102 Lithography node 20
10° Electromigration 5
108 Hot-electron effect 5
10° Negative bias 15

temperature instability

10* Chip electrical mean variation 15
107! Across-chip Ly variation 15
1074 Self heating/temperature 12
1078 SOI history effect 10
1071 Supply voltage 17
10710 Line-to-line coupling 10
10~ Residual source/drain charge 5

devices, between circuits, between chips, and across
wafers, lots, and the lifetime of any particular fabrication
system.

Parameter tolerance may be deconvolved into random
and systematic components. Circuit sensitivity to
variation is also a strong function of the specific circuit
topology used to implement a given logic function. The
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examination of the trajectory in -V space for devices
under use conditions provides a strong indication of the
delay deviation one may expect. The plot in Figure 1
shows trajectories of the operation of the n-FETS in
the common NAND?2. The upper n-FET device is kept
at high voltage, and the lower-voltage n-FET device
(curve A) is switched. The background color in the figure
is indexed to the magnitude of device current variation
actually observed in dc hardware characterization of the
device, operated at that specific drain—source voltage
(Vps), drain—source current (/pg), and implied gate—
source voltage (Vgs) point on the plot. The red shading
indicates regions of the highest device current tolerance,
and green shading shows areas of the lowest device
current tolerance. Clearly, delay variation in a circuit

is higher when the output is gated by the lower of the
two devices, highlighted by the larger portion of the
transition spent in the high-tolerance (red) region.
Informed choices among alternative circuit topologies
for a given function below the 65-nm node can be
selected using this criterion.

Device variability

Categorizing variability

There are multiple ways of describing device variability;
a useful approach is shown in Table 2. This particular
breakdown is useful because it separates issues requiring
different statistical treatments in anticipating their circuit
impacts. This also structures our discussion of these
effects. Variations are separated into rows according to
spatial domain: those that involve the chip mean, those
that vary within the chip but have local or chip-to-chip
correlation, and those that vary randomly from device to
device. The columns identify variations arising from the
process used to make the device, or originating from
device behavior changes over time. This last category is
further divided into reversible and irreversible changes.
Examples of sources of variation and/or the parameters
which should be monitored are also shown. Temporal,
irreversible device variation contributors are associated
with aging and device wear-out.

Intrinsic device variability

Intrinsic variations are caused by atomic-level differences
between devices that occur even though the devices may
have identical layout geometry and environment. These
stochastic differences appear in dopant profiles, film
thickness variation, and line-edge roughness. An example
is shown in Figure 2, in which threshold voltages

of ~3,500 identical n-MOSFETs laid out in a compact
array have been measured. Even though there is no
systematic process variation between the FETs, there is
still a fairly wide Gaussian distribution of threshold
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voltages. Another example is shown in Figure 3, in
which ~1,500 different FETs have been measured for
each of 32 different length X width combinations, again
for FETs in compact arrays. The standard deviation, av,,
of each of the distributions has been extracted and is
plotted to show the dependence on channel area. As can
be seen, the smallest FETs can have gy, in excess of
30 mV. The majority of the V't variation is shown to be
due to the atomistic nature of the dopants in MOSFETs
[3]. The implant and annealing processes result in the
placement of a random number of dopants in the channel
(described by a Poisson distribution) and in the random
positioning of the atoms that are present, as illustrated in
Figure 4(a). All of the dopants in a 50-nm n-MOSFET
have been positioned by a Monte Carlo procedure, and
their positions are plotted in 3D perspective [4]. As
shown, the source and drain doping is quite dense, but
the channel doping is susceptible to statistical variation.
Actually, most of the acceptors present are seen in the
quasi-neutral body region. Only a few hundred ionized
acceptors in the body of this FET are responsible for
setting the threshold voltage. Since these N-ionized
dopants are subject to Poisson statistics, the uncertainty
in the number of dopants is approximately Nq = N, or
5-10% of the total number of dopants for small FETs.
The uncertainty caused by atomistic doping has been
the focus of substantial research [3—11]. It has been found
that this uncertainty can give rise to significant V't
variation, the details of which depend on the doping
profile. In general, doping near the surface and close
to the actual channel has the largest effect on Vr, so
retrograde doping profiles (which keep the dopant away
from the channel) are desirable and have been shown to

Table 2 Categorization of device variations.
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Threshold voltage histogram for FETs in the 90-nm-technology
node.

produce smaller threshold voltage (V1) variation [9].
Removing the doping from the channel altogether (in SOI
devices) could potentially reduce oy, even further, but the
Vt must then be set by gate-metal workfunctions or by
a separately biased back gate [4, 10, 12].
Quantum-mechanical effects in the channel have been
shown to increase gy, (compared with simulations
without quantum mechanics) [3], and doping in the gate
polySi also contributes to the gvy,. In very short FETs,
statistical doping effects can cause significant variation in

Proximity Spatial

Temporal

Reversible Irreversible

Parameter means
(LGs VT» [ox)

Variation of
chip mean

Within-chip
variation

Pattern-density/
layout-induced
transconductance

Device-to-device
variation

Atomistic dopant
variation

Line-edge roughness

Parameter std. dev.

Hot-electron effect

NBTI shift

Environmental
operating temperature

Activity factor

On-die hot spots Hot-spot-enhanced NBTI

SOI body history

OVT-NBTI
(NBTI-induced

Self heating Vo distribution)

Temporal—dynamic, time-dependent delay variation
Pattern density—variation caused by variation in density of polygons in given area
Hot spots—regions of excessive local heating caused by high power dissipation density
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Hot-spot-induced NBTI-—Threshold variation caused by excessive local heating
Self heating—Individual device heating caused by extended periods of high device current
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short-channel behavior; a random deficit of doping
concentration in the wrong place can create near-
punchthrough states. Combining the data from many
different simulations, it has been found that the spread
in V7t can be approximately expressed as

0.4
s LN
=3.19X 10 8(M[V]>,
T

V Leff Weff

where Na, Lo, and Wy are the average channel doping
and the effective channel length and width, respectively
[3]. Comparing with Figure 3, we observe that the
1/(Leir Wer)®® dependence is indeed realized in the data.
Atomic-scale fluctuations in doping levels and device
feature sizes also cause variation in the source/drain
region, affecting the overlap capacitance and the effective
source resistance. Figure 4(b) shows the randomly placed
dopant atoms in a top view of a MOSFET [10]. Though
the gate edge is perfectly smooth here, the fluctuations
in doping level cause uncertainty in the edge of the
source and drain, which translates into source/drain
(S/D) capacitance and resistance variations. Line-edge
roughness (LER) can be expected to exacerbate this effect.
LER, perhaps the second most significant contributor
to variability, arises from statistical variation in the
incident photon count during lithography exposure, and
the absorption rate, chemical reactivity, and molecular
composition of the photoresist [13]. Figure 5 shows an
example of simulating the exposure and development
of a small via hole using extreme ultraviolet (EUV)
lithography [14]. The randomness of the resulting via hole
is very clear. Similar roughness occurs along the gates of
MOSFETs, causing variability in the effective gate length

Oy
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as one moves along the width of a FET. The component
of gy, due to LER should vary as 1 /(Weff)o‘s, and
simulations have generally shown this component to be
small compared with the atomistic doping effect [3, 15].
Nevertheless, in devices approaching punchthrough,
LER variation could be quite important.

Another source of intrinsic device variability arises
from atomic-scale oxide thickness variations. Physical
gate oxide thickness is currently down to 1 nm, equivalent
to approximately five inter-atomic spacings. Experiments
have shown that the oxide thickness actually varies by
one or two atomic spacings on a nanometer-length scale
[16]. Simulations of this effect have shown that it can give
rise to a gy, component up to half that of the doping,
but since it is uncorrelated with the doping, it adds in
quadrature, yielding only a ~10% increase in overall oy,
[3, 17]. In addition to threshold voltage variation, oxide
thickness variations give rise to significant variation in the
oxide tunneling current, since the tunneling current varies
exponentially with the thickness. Over a whole chip
this may result in a substantial increase in average
oxide leakage current, but it is difficult to quantify
experimentally. Oxide thickness variations are also
responsible for the universally observed mobility
degradation at elevated transverse field, often thought of
as surface scattering. Thickness variation causes potential
variation across the MOSFET channel, scattering the
carriers and decreasing mobility at high lateral electric
field values. Since these effects are atomistic, they must
vary randomly from device to device. We should expect
them to cause significant variations in nanoscale device
mobility. This additional on-current uncertainty is
beyond the current tolerance associated with V'
variations.

Extrinsic process variability

Extrinsic variation is due to unintentional shifts in
contemporary process conditions. It is typically not
associated with fundamental atomistic problems, but
rather with the operating dynamics of a modern
fabricator.

Extrinsic variability can be present in multiple
references: a) from lot to lot, b) from wafer to wafer
within a lot, ¢) across wafers, d) from chip to chip within
a reticle in multi-reticle products, and ¢) across-chip.
Figure 6 provides a breakdown of the amount of variation
seen in 90-nm hardware from wafer to wafer, from chip
to chip, and within a chip. Each class has distinct
contributors within the manufacturing process. Note that
significantly more variation occurs chip-to-chip than
wafer-to-wafer within a lot. Chip-to-chip variability has
its source in both by-wafer and by-reticle process steps.
By-wafer processing steps that assert variation include
a) rapid thermal anneal, when temperature gradients
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(a) Randomly placed dopants in a 50-nm channel-length
MOSFET. Blue dots are donors creating the source and drain.
Red dots are acceptors, primarily in the channel. The gate is not
shown, but would cover the channel region between source (S)
and drain (D). (b) Top view.

appear across the wafer, b) photoresist development, and
¢) etching. By-reticle, the photolithography process
contributes variability if the focus changes as the mask is
stepped across the wafer. Focus variation can be caused
by exposure tool lens astigmatisms or by wafer/chuck
nonplanarity.

Within-chip variability can be separated into similar-
structure variability and dissimilar-structure variability.
Within-chip similar-structure variability originates in
across-wafer variations that each chip intercepts, as well
as in across-reticle variations caused by mask or by-reticle
photolithography processes. Note that both categories
can be influenced by design attributes such as proximity
of features and density of polygons. Dissimilar-structure
variations have their sources not only in processing steps
that differ by structure (such as mask levels devoted to
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Simulation of atomistic variation in oxide thickness: (a) photons
absorbed; (b) deprotected polymer; (c) dissolved polymer. From
[14], reproduced with permission; ©2003 SPIE.

high- or low- V7t transistors only), but also in processing
sensitivities to layout variations of structures. Although
created simultaneously using identical process steps,
different instances of the same structures in different
orientations show variations. Varying polygon densities
change the local consumption of process chemicals.
Photoresist and etch process chemistry are affected by this
class of variability contributors. Dissimilar-structure
variations can be significant; e.g., the solid curves in
Figure 6 represent the distribution of monitors reflecting
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Example 90-nm hardware probability density function data illustrat-
ing distribution widths for various categories of delay variation: (a)
wafer to wafer; (b) chip to chip; (c) within chip. The y-axis on each
plot represents the relative density of gates at a given delay delta.

similar-structure delays within a chip, while the dashed
curves illustrate mean shifts in delays for dissimilar
structures within our example hardware. Delays of

the structures represented by the dashed curves are
normalized to facilitate comparison with the solid-curve
structures.

Finally, even same-delay hardware can have different
characteristics. For example, Figure 7 shows across-wafer
variability in structures that are indicators of two
different transistor attributes: 1) source—drain resistance

K. BERNSTEIN ET AL.

(b)
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Wafer maps showing indicators of (a) source/drain resistance
and (b) overlap capacitance.

and 2) gate-to-source and gate-to-drain overlap
capacitance. Assuming similar channel lengths and
thresholds, one can anticipate a chip coming from

the center of the wafer, where indicators suggest
favorable source/drain resistance but unfavorable overlap
capacitance. This chip can exhibit the same nominal delay
as another that is well removed from the center, even
though it has very different component transistor
parameters. Such differences may in turn cause
divergence in circuit response to across-chip voltage

and temperature sensitivity, as discussed in the

circuits discussion which follows.
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Placement-induced device variation
On a chip, placement-related sources of variation can also
result in changes in the electrical parameters of active
(transistor) and passive (wire) devices. These sources
include manufacturing variability, which translates
unavoidable spatial fluctuations in the fabrication process
into corresponding changes in electrical parameters.
Manufacturing variability may be systematic in nature,
meaning that there is a well-understood relationship
between design instances or layouts and the resulting
electrical parameter values. A prime example of a
systematic relationship includes the chemical-mechanical
polishing (CMP)-induced relationship between the
thicknesses of metal or inter-layer dielectric (ILD) and
the layout feature density [1].

A key difference between systematic and random
variability is in the manner in which it is treated in
the circuit design cycle. Systematic phenomena may
be modeled, anticipating the impact of the associated
variability. Using the example of CMP above, one may
analyze the impact of the CMP process on a design and
adjust the design layout or timing to mitigate resulting
precision problems [18]. Random phenomena, however,
require the designer to perform worst-case analysis [19],
invariably resulting in additional required design margin.
This margin guards against the maximum (worst) timing
impact that this random contribution to delay can cause.
Understanding the sources, impacts, and dependencies
associated with variability can decrease design margins
and improve the competitiveness of a design.

Wear-out-induced timing changes

Physical variability also has a temporal component
arising from the time dependence of certain aging and
wear-out mechanisms. Designers address the timing
problems from aging by modeling circuit delay changes
when shipped and at end of life (EOL). Satisfaction of the
maximum allowable critical path delay must be ensured
in both settings. Contemporary CMOS technology asserts
three mechanisms which must be anticipated in timing.
Negative bias temperature instability (NBTI) reduces
the performance of p-channel MOSFETs by slowly
increasing the threshold voltage of the device, robbing it
of overdrive [20]. NBTI arises from the generation of
interface states and positive trapped charge while the
device is in operation (Vgye =0V, Vq= V= V4q). Hot-
electron effect (HotE) degrades n-MOSFET on-current
by injecting additional charge into the gate oxide which
must be overcome in order to turn the device on [21].
HotE occurs when lateral device fields are elevated.
Finally, electromigration [22] depletes the interconnect
of conductor atoms over an extended period. EM arises
from current densities in excess of the reliable limit of the
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wire. The reader is directed to the references for a more
thorough treatment of these phenomena.

Time-dependent variability is a strong function of the
capacitive loading and the ratio of p-FET to n-FET
device widths (beta ratio), how often and how long the
device is on (activity factor), and the chip environmental
(voltage and temperature) operating conditions of a given
circuit over the lifetime of the product.

Use-induced device variation

An integrated circuit is composed of numerous devices
spatially distributed over a relatively small area of silicon.
These devices are typically connected to one or more
power supplies via a network of wires referred to as the
on-chip power grid. With modern high-speed integrated
circuits consuming many tens of watts in active and
passive (leakage) power, temperature and power-supply
variations have emerged as important sources of design
variability [23]. It is not uncommon to have power-supply
variations create a 10% variation in delivered power to
different parts of a design, and that same 10% variation
can in turn cause a similar amount of delay variation.
Local temperature variations within the die cause
variations in device mobility and threshold voltage as well
as wire resistivity. These variations lead to changes in the
delay of various paths within the die, and are mitigated by
the quality of the package and cooling solution chosen.
Figures 8(a) and 8(b) [24] respectively show simulated
power-supply variations within an application-specific
integrated circuit (ASIC) design and examples of
measured temperature variation within a microprocessor
design. Techniques for estimating these types of
environmental variations have existed for some time and
have recently become efficient enough to be used for full-
chip analysis [25]. Work is ongoing to link these types
of variations to chip performance estimation (typically
timing) [26, 27].

Circuit response
The static combinatorial CMOS circuit response to
variability in process, voltage, and temperature has a
strong dependence on specific schematic topology. To
measure this dependence, Monte Carlo analyses assessing
the robustness of various logic alternatives for a simple
NAND and the more complex 16-bit adder functions
were completed. For each function, selected electrical
parameters were separately subjected to manufacturing
process and operating-environment-induced tolerance.
Independent parameter contributions to total variability
were deconvolved in order to quantify the sensitivity of
each circuit to each parameter.

In the first study, variability of delay and power was
evaluated for the static, pulsed static, passgate, and
dynamic realizations of the two-way NAND function. 439
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(a) Percentage of J, variation within an ASIC design (simulated).
(b) Temperature variation within a processor running patterns
for worst-case power (left) and while booting operating system
(right) (measured). Courtesy N. Rohrer, IBM Austin Research
Laboratory. From [24], with permission.

A NAND3 chain built in 90-nm partially depleted SOI
CMOS technology was modeled from 1,000 statistically
independent cases. Figure 9(a) provides plots of one
sigma/mean of delay and power for each realization,
respectively. Static CMOS displays the most well-
controlled delay variation levels, with a normalized
variability of 6.4%, while passgate-based circuits suffer
significantly greater variability at 8.7%. The dynamic and
pulsed static styles remain comparable to the static case,
with 6.7% and 6.8% delay variability, respectively. While
the static CMOS implementation displays a normalized
power variability of 4.3%, the passgate-based style
exhibits the highest amount at 5.7%. The variability of the
dynamic and pulsed static styles remains lower than that
of passgate structures, at 4.6% and 5.1%. Eleven 16-bit
adders that span a range of circuit architectures and logic-
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evaluation styles were designed and subjected to 200
Monte Carlo simulations. The three basic architectures
are the ripple carry adder with a passgate-based
Manchester carry chain (static and dynamic) [29],
logarithmic carry-select (static, dynamic, and passgate)
[17], and carry-lookahead (Kogge—Stone radix 2 and
radix 4 [30], Han—Carlson [31], and Brent-Kung [32]). A
fan-out-of-4 (FO4) static inverter loads the critical paths
for all adder designs. To conduct an unbiased comparison
of the effects of process variability on designs within each
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Normalized power variability of various 16-bit adders.

circuit type, transistor sizes were objectively optimized for
delay with an in-house software routine that uses a
genetic biological solution algorithm.

A substantial portion of the total variability
experienced in complex circuits arises from choice of
implementation. The static implementation of the carry-
select adder is the most resistant to delay variation
(5.4%), as shown in Figure 9(b). While variability levels
for most other static and dynamic designs fall within 20%
of the static carry-select, passgate families clearly exhibit
the worst variation control. The three designs with the
highest relative delay variation are the static ripple carry
adder with passgate-based Manchester carry chain
(7.1%), the passgate implementation of the carry-select
(8.2%), and the passgate-based radix 2 Kogge—Stone
9.1%).

Trends in adder power variability are shown in
Figure 10. The static ripple carry adder using the
Manchester carry chain displays the most predictable
power values (3.8% variability), while the variation in
other designs ranges between 22% and 137% higher. The
two least robust designs from a power perspective are the
static, radix 2 Brent—Kung (7.9%) and static, radix 4
Kogge-Stone (9.1%) adders, each with spreads more
than 100% larger. This result may be attributed to
the higher relative complexities of these designs, each
having large intermediate capacitances along critical
path nodes.
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(a) Contributions of individual parameters to delay variability of
16-bit adders. (b) Contributions of individual parameters to power
variability of 16-bit adders. Device threshold, length, supply
voltage, and gate oxide thickness and width are examined.

Finally, of particular interest is the topology
dependence of individual parameter sensitivity.
Figure 11(a) captures the change in delay caused
by moving device width, length, gate oxide, or base
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threshold independently across its full =3 sigma process
window. For each of these cases, secondary parameter
dependencies on the parameter being altered are allowed
to occur. Threshold voltage is found to be the most
significant parameter in the topologies studied, with

an average contribution of 3.7% for the adders.

The designs most sensitive to variations in threshold
voltage are the passgate-based styles. The effects of gate
length L are nearly as significant as V7, contributions,
accounting for an average of 3% of the overall variability
in both cases. Furthermore, supply-voltage variations
account for average contributions of 2.4% (NAND
chains) and 3% (adders). The process parameters 7,y
and W are the least significant, with average respective
contributions of 1.4% and 0.3% for the NAND chains,
and 1.2% and 0.5% for the adders. Process control of 7y
and W is also typically very good. These results quantify
the high sensitivity of delay to fluctuations in Vi, Vg,
and device length L, consistent for NAND chains and
the family of adders, across all logic evaluation styles.
Clearly, efforts to impose tighter control over these three
parameters during manufacturing and design processes
would significantly improve the ability to control the
range of transistor gate delays.

Variability in active power dissipation is affected
by supply tolerance: Figure 11(b) shows average Vyq
power variability contributions of 4.7% for the adders
caused by ®£5% voltage variation within specifications.
Fluctuations in Vy, also contribute significantly to power
variation, accounting for 3.2% power tolerance.
Techniques for improving Vy, control during
manufacturing and for reducing V44 noise during circuit
operation both improve power dissipation predictability.
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Analog circuit variability considerations

Analog circuits with differential operations are affected
by “mismatch” between nominally identical components
due to the technology and layout variability, long before
such variability becomes noticeable for digital circuit
designers. The variations affecting analog performance
may be mismatches in transistor Vy,, channel length and
width, and mismatches in passive components such as
resistors and capacitors. To meet a given performance
specification, analog designers overcome unwanted
variability with multiple approaches, i.e., using symmetric
layout style and dummy devices to ensure that the
environmental mismatch is kept to a minimum, using
more chip area to put in devices larger than the minimum,
and using additional tunable circuits for compensation
and correction.

Environmental dummy devices are nonfunctional
devices that are used to improve device tracking. They
are widely used to improve current tracking in current
mirrors and offset voltage tracking in differential circuits
such as current mode logic (CML) amplifiers/summers,
comparators, latches, and op-amps. For more advanced
technology generations, adding dummy devices to the
perimeter of the mirror devices also mitigates the stress
variation and improves tracking. Even numbers of fingers
for the reference and mirror FETs are also recommended
to reduce the FET S/D asymmetry resulting from
angled implants.

By adhering to these strict layout rules for
environmental symmetry, systematic variations are
mostly removed so that the analog circuit is subject
predominantly to local mismatch due to random
variations. Extensive Monte Carlo simulations for local
random variations are then used to ensure that the circuit
meets the targeted performance metrics over all process,
voltage, temperature corners, and variations. Figure 12
shows an example of Monte Carlo simulation for a 10-to-
I-current mirror circuit as a function of channel length
in 130-, 90-, and 65-nm technologies. Here the channel
widths of the reference and mirror n-FET devices are also
scaled with the channel length, and the drain voltage of
the mirror n-FET is uniformly distributed from 20% to
40% of V4. The V4q values are assumed to be 1.2 V,
1.0 V, and 0.9 V respectively for 130-nm, 90-nm, and 65-
nm technologies. Figure 12 shows that the variation rises
significantly as one approaches the minimum channel
length for each technology. For this reason, a channel
length of 1.5 to 2 times the minimum is typically chosen
for good matching. The overall optimum device size is a
balance between variability (decreasing with increasing
size), circuit performance (e.g., operation frequency and
bandwidth), and chip area. Also from Figure 12, note
that one observes a very modest reduction in variability in
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migrating from 90-nm- to 65-nm-technology nodes at a
given channel length, in marked contrast to the more
significant improvement in the total variability window
that is seen when migrating from 130-nm to 90-nm
technology. The nominal channel length for each
technology (the fourth of seven bars in each color)
shows virtually identical average variability.

More recently, as industry-standard data rates pass
3 Gb/s and approach the 6+ Gb/s to 11+ Gb/s realm,
analog blocks must meet ever more stringent performance
metrics (e.g., bandwidth, gain, linearity, jitter, power, and
chip area)' [33]. To achieve these targets in the face of
increasing variability, mismatch-related degradation
such as dc offset can sometimes be compensated with
correction circuits that provide power-on calibration,
continuously adaptive real-time calibration, or both. In
differential CML comparators and summers, dc offset is
corrected by measuring a tail current from one leg of the
outputs and applying an offset current from the current
digital-to-analog converter (IDAC) block to achieve a
constant, calibrated value. As an example, a typical
maximum-range 32-mV dc offset (including that from
device mismatch and that from data input) can be
canceled to within 2 mV with a 5-bit IDAC. The IDAC
area is roughly proportional to the maximum range of
the offset cancellation, assuming a fixed resolution. The
additional chip area for dc offset cancellation will be
directly proportional to the variability, assuming that
the IDAC itself is not affected by variability.

Finally, hot-electron/NBTTI lifetime stress affects
analog circuits in more subtle ways than are observed in
digital circuits. A typical analog block may consist of
CML circuits (usually consisting of resistor and n-FETs)
for highest performance and custom digital CMOS
circuits for reduced power and area. These various
blocks see different operating points (duty cycles, voltage
swings, bias currents, etc.) over their lifetime and may
respond differently to hot-electron and NBTT stresses.
Determining end-of-life conditions for the ensemble of
components and the effect on overall circuit performance
is more complex than is the case for standard, generalized
inverter CMOS logic circuits. The hot-electron and NBTI
degradation for each device is calculated for several cycles
under the worst stress condition and extrapolated for
lifetime cycles. The resulting circuit netlist with “end-of-
life” degraded electrical parameters is then simulated for
corners and statistics. Figure 13 shows simulated ranges
for the new and the end-of-life (i.e., after elevated voltage
stress screens, burn-in, and 200k-hour life stress) relative
delay between the clock and 10-bit data at the analog—
digital interface in a receiver [2]. The 10-bit data are from
different paths for the data, timing, and edge information

'T. Beukema et al., “A 6.4 Gb/s CMOS SerDes Core with Feedforward and Decision-
Feedback Equalization,” submitted to J. Solid-State Circuits.
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in the decision feedback equalization architecture, and
are generated with different clock stages from the final
clock. Figure 13 shows that the end-of-life relative timing
can be either slower or faster, but always has an increased
range, representing additional variability.

Emerging technologies

New device features and architectures

Scaling of CMOS technology over the past twenty years
has pushed a number of variability mechanisms out of the
“negligible” regime, to the point where today they have
become significant factors in circuit design. Two obvious
examples are random dopant fluctuations and gate-
dielectric leakage. In this section we explore the role that
some process technology features, ranging from very
recent to exploratory deployment, may play in variability.
New features can be categorized as comprising either new
structures or new materials (and sometimes both). Of
benefits to the technology, an alternative classification
comprises improvements to transport mechanisms and
enhancements of short-channel behavior. Table 3
illustrates both classifications as a matrix with some
entries for potential new elements. The table addresses
new, potentially significant sources of variation in CMOS
as these mechanisms might be introduced.

Uniaxial strain is already employed in 90-nm CMOS
[34, 35], using process schemes including straining films
overlaying the FETs, SiGe regrown source/drain regions
of p-FETs, and so-called stress memorization (via
transfer of strain from overlaid films). In all of these
cases, the mobility of carriers is increased by the
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Table 3 Advanced device improvements (ETSOI: extremely
thin SOI).

Feature Materials Structure

Transport Uniaxial strain Uniaxial strain

improvement SGOI Hybrid orientation
Germanium technology
Compound Ballistic transport
semiconductors
Short-channel High-k gate FinFET/Tri-Gate
behavior Metal gate ETSOI
improvement Back-gating

introduction of tensile strain or compressive strain to
enhance electron or hole mobility, respectively. Many
structural details of each FET, such as placement of
adjacent gates, number of vias, distance to other FETs,
and proximity to isolation, conspire to vary the effective
mobility, threshold voltage, and subthreshold leakage of
each FET on a given die [36]. Previously, this mechanism
was present in CMOS technology arising from unwanted,
residual strain (e.g., in trench fill) in new technologies.
This mechanism is being cultivated and enhanced, and
thus the magnitude of variation can be much greater.
Some of this variability can be predicted with advanced
CAD tools and thus effectively reduced to residual errors
with respect to the model predictions.

One method of obtaining uniaxial strain, namely the
case of SiGe regrown source/drain regions, introduces the
potential for added variability in short-channel effects,
due to local variations in etch depth of the source/drain
regions prior to growth of the SiGe. Junction profiles
are modulated by several mechanisms, dependent in
magnitude on details of the implementation, and the
effective junction depth and halo dose controlling short-
channel effects cause variations across a die.

Hybrid orientation technology [37] introduced p-FETs
selectively on {110} silicon planes, where hole mobility is
considerably higher than in the traditional {100} plane
for CMOS channels. The mobility is not isotropic within
this plane, however, and current must be in a {100}
direction with the plane in order to obtain the full benefit
of the technology. Thus, deviations in current direction
from gate-to-wafer alignment add a new degree of
variability to the p-FET drive current.

Metal-gate effects may depend strongly on which of
several structural schemes being pursued is considered.
Metal-gate options include pure metals with an intrinsic
workfunction, alloys, and doped metal alloys. The use of
alloys and/or dopant in metal gates for V, control may
introduce variability from alloy composition, micro-
domains, and random dopant fluctuation; hence,
such schemes require close scrutiny to determine the
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quantitative behavior of V variation as a function of
physical gate size.

The value of the gate workfunction or a given V is
key to determining whether the device subthreshold
conduction is at the surface of the channel, or
significantly “buried” away from the gate—dielectric
interface. Buried-channel operation (in subthreshold) is
relevant to this discussion simply because additional
variability is introduced in these circumstances.
Subthreshold swing, ¥, and off-current all change with
channel depth; variable short-channel effects compound
these effects. Hence, any proposal to use workfunction/V
combinations that result in buried subthreshold operation
requires great care to ensure that the burden added from
variability does not negate intrinsic gains derived from
the new device structures and materials.

High-k is an especially challenging case. New
variations might be anticipated on many fronts, including
variations in dielectric constant and thickness, as well as
variations in fixed charge and surface states. It is known,
furthermore, that new aging mechanisms are being
introduced, potentially resulting in additional variation
with aging.

Thin silicon channels

Several structural advances aim to reduce short-channel
effects, such as drain-induced barrier lowering (DIBL)
and subthreshold swing, by the use of a very thin silicon
channel which is fully depleted of majority carriers during
operation. These include extremely thin SOI (ETSOI),
double-gate (DG), and back-gate (BG) architectures,
which may be achieved by means of many structural
proposals. Since several common variability mechanisms
are shared by these architectures, all of the structures in
which they can be embodied are susceptible. We first
review these mechanisms, comparing the intrinsic
strengths and weaknesses of each architecture, and then
discuss how some recent structural proposals affect these
variations.

Two fundamental changes to V; variation mechanisms
are introduced by fully depleted (FD) devices. The first
modification arises from the V; dependence on the first
power of body doping exhibited by the FD device in
contrast to conventional bulk or PDSOI devices. There,
V' varies as the 0.4 power of the body doping. This is
because the compensating factor in partially depleted
(PD) FETs, which captures depletion depth change with
doping, does not exist in fully depleted devices. As a
result, 7y may vary more strongly with doping variation,
such as random doping fluctuations (RDFs). Second,
an entirely new factor, the body thickness variation, is
introduced. Since these devices are fully depleted, changes
in body thickness result in changes in the charge in the
body (unless some type of self-compensating process
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scheme is employed) which, by Gauss’ law, result in
changes in channel potential, and thus changes in V.
These two factors must be quantitatively analyzed in any
thin-silicon FET to ensure that the additional variations
introduced do not overwhelm intrinsic gains delivered by
the structure.

Two other variation factors intrinsically accompany
the thin-silicon class of FETs: extrinsic (series) resistance
(Rext) [38] and, at the limits of scaling, atomic
fluctuations in body thickness, similar to the random-
dopant fluctuation problem [39]. The Rext problem is
driven by the difficulty in forming low-resistance paths to
the channel from the contacts to the source and drain. In
these FETs the silicon is so thin that raised-source/drain
or other similar structures are required for low resistance.
These process additions then provide a new source of
current and transconductance variation. The limits
dictated by atomic fluctuations in body thickness compete
with limitations due to variations in FET behavior from
confinement effects. For silicon thicknesses comparable to
5 nm or less, the confinement of the inversion layer is
small enough to significantly raise the inversion-state
energy levels and alter 7, and mobility. However, at these
thicknesses the area scale of such FETs can give rise to a
few hundred silicon atoms comprising the channel; thus,
random fluctuations in silicon thickness are also likely
to play a role analogous to that of the RDF in today’s
state-of-the-art CMOS technology SRAMs.

Thus far we have discussed properties shared by the
class of thin-silicon FETs. We next examine structures
that are of interest for implementing thin-silicon device
architectures.

FDSOI

FDSOI has been dominated by an extension of
conventional PDSOI, simply to thinner silicon layers,
typically between 5 nm and 20 nm. One notable exception
is the so-called “silicon-on-nothing” structure [40], in
which a void is selectively formed under the channel

to provide a very thin silicon region. An entirely new
mechanism introduced by these two structures is a
sensitivity to surface states and charge at and below

the back silicon interface. Variations in swing, V, and
mobility may result. Charging from the “antenna effect”
during interconnect processes may introduce such
degradation and complicate variability immensely.
Damage from ionizing radiation may also introduce
new variation with age.

DELTA transistor, or FINFET

The DELTA FET [41], popularly known as a FInFET
[42], is a promising candidate among double-gate
architectures. The body-thickness issues discussed earlier
may be most challenging for this structure, since its body
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thickness is defined by a lateral lithographic process; such
techniques typically present poorer tolerances than those
of thin-film deposition used for planar devices. Variations
in the thickness of the fin height result in variations of
FET width. An interesting consequence is that global
variations of this thickness result in all FETs changing in
width by the same percentage, in complete contrast to the
case of a planar architecture, where global changes result
in all devices varying by the same absolute dimension. In
planar devices, wider transistors are employed because
better width tolerance is required; in FinFET technology,
wider widths are achieved by increased numbers of fins,
and the tolerance remains the same, regardless of width.
However, wider (FinFET) devices do suppress one (new)
variation—the variation caused by edge fin characteristics
vs. non-edge fins within a single FET.

Tri-Gate

The Tri-Gate [43] structure is a short FInFET with thin
gate dielectric on top of the fin as well as on the sides. By
keeping the aspect ratio in the vicinity of 1:1, the width of
the fin can be somewhat large for the same short-channel-
effect suppression as in an equivalently tall FinFET.
This factor relieves some pressure from the lithographic
demands of FinFETs, and thus can reduce sensitivity to
lithography-induced body-thickness variations. On the
negative side, however, this FET is further subjected to
strong ¥, dependence on fin height, since this dimension
plays an active role in channel potential by design. Thus,
the silicon-thickness-induced variation terms now have
two degrees of freedom rather than one, and the width
tracking of FETs displays some aspects of the planar
device (i.e., the top of the fin is conventional in its width
dependence on lithography) and some aspects of the
FinFET (i.e., the global fin height width dependence).

Furthermore, the Tri-Gate structure is subject to
the same surface state and charge sensitivities of the
bottom silicon interface as those in ETSOI.

It is not widely appreciated in the literature that
simulations of Tri-Gate FETs attribute most of the
advantage in performance of this structure to the inherent
superior short-channel effects of a corner-geometry
channel. This is similar to the parasitic channel that
can sometimes be observed in a planar FET with trench
isolation. To the degree that this artifact is featured in the
device architecture, it also introduces a potentially
significant variability mechanism. The 7 and other short-
channel characteristics of the corner depend strongly
on the shape, or radius of curvature, of this corner.
Additionally, the transport of inversion carriers at the
corner interface and its dependence on the crystalline
orientations are likely to result in corner
transconductance variations as well.
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Back gate

Back-gate transistors (BGFETSs) hold promise for relief
from RDF, since ¥ can be set by the back-gate potential,
reducing dependence on channel doping. However,
channel doping, in the form of halo, or pocket, doping
from the source and drain areas, has been relied on for
many generations of CMOS to flatten 7, as a function of
Ly, Thus, BGFETs introduce an increased sensitivity of
Vi to variation in Lg,e. While the mean variation of Ly,
of a given die can be compensated by suitable control of
the back-gate voltage, the variation of L, within the die
(across-chip linewidth variation, ACLV) cannot so easily
be “tuned out.” Thus, the reduction in RDF-driven

V¢ variation is offset by additional ACLV-driven V;
variation within a die. A nonplanar structure suggested
for the implementation of BGFETs is the split-gate
FinFET [44] or FT-FinFET [45]. Such FinFETs are
constructed with the two sides of the gate disconnected
from each other to provide independent gate control. It
is clear that the mechanisms visited in the preceding
discussion on FinFETs would apply equally here.

Summary of emerging technologies

A number of new device architectures and structures for
achieving these architectures hold promise to enable
further progress in CMOS technology improvement.
Each of these carries new mechanisms for variability,
both systematic and random. Careful quantitative studies
of these issues are required to demonstrate that the
benefits derived from each structure are not excessively
compromised by the added variability.

The outlook for future timing precision

New device structures and materials may allow CMOS to
scale further, but variability is unlikely to decrease, since
smaller devices contain fewer atoms and consequently
exhibit less self-averaging. The situation may be improved
by removing most of the doping, which is the largest
source of intrinsic variations, but there will still be
interfaces, which also exhibit randomness. In aggressively
scaled devices, there is always an interface nearby, and
this may become the dominant source of variability. On
the processing side, variation can be reduced through the
learning that goes into steadily improving manufacturing
yield, but cost tradeoffs dictate that variability will be
reduced no more than is absolutely necessary to keep
CMOS processing profitable for its developers.

Conclusions

The inability to scale the tolerance of multiple electrical
parameters along with their nominal value has
contributed to a virtual crisis in the ability to improve
performance and reduce power consumption in new
processes. The continued infusion of new materials
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and structures provides an illusion of conventional
scaling, but presents additional idiosyncrasies as well.
Anticipation of these mechanisms and their influence

on variability is critical. Circuit and architecture design
innovation will enable the extension of CMOS technology
beyond currently recognized limits. These lessons will be
important in addressing the more profound challenges of
novel emerging technologies.
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