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A scale-out system is a collection of interconnected, modular, low-
cost computers that work as a single entity to cooperatively provide
applications, systems resources, and data to users. The dominant
programming model for such systems consists of message passing
at the systems level and multithreading at the element level. Scale-
out computers have traditionally been developed and deployed to
provide levels of performance (throughput and parallel processing)
beyond what was achievable by large shared-memory computers
that utilized the fastest processors and the most expensive memory
systems. Today, exploiting scale-out at all levels in systems is
becoming imperative in order to overcome a fundamental
discontinuity in the development of microprocessor technology
caused by power dissipation. The pervasive use of greater levels
of scale-out, on the other hand, creates its own challenges in
architecture, programming, systems management, and reliability.
This position paper identifies some of the important research
problems that must be addressed in order to deal with the
technology disruption and fully realize the opportunity offered
by scale-out. Our examples are based on parallelism, but the
challenges we identify apply to scale-out more generally.

Introduction
Computer system designs have been driven by emerging

applications and the ever-growing demands of these

applications. The computational and storage needs of

workloads in several areas such as scientific and technical

computing, games, digital media, and data analytics are

growing exponentially. Some examples of system

demands in various domains are the following:

� Life sciences: A simulation of ten microseconds of

protein-folding for a single 92,224-atom system (the

protein ApoA1) consumes about 4.6 3 1019 floating-

point operations, requiring 53 days on a

supercomputer delivering 10-teraflop/s sustained

performance on the application. Studying the

mechanisms of folding of such a protein requires

conducting several of these simulations [1, 2].
� Climate modeling: Studying future climate change as a

result of human activity using the Community

Climate System Model (CCSM2) will require, for a

multi-century integration at a target resolution of

20 km in the atmosphere and 10 km in the ocean,

about 25 years of computation on a system sustaining

10-teraflop/s performance. Again, multiple ensemble

simulations are needed for a meaningful study.
� Digital entertainment: Performing ray tracing in a

game scene at a resolution of 1,024 3 1,024 pixels, at

50 frames per second, with a realistic requirement of

10 rays per pixel, requires greater than 2-teraflop/s

performance, which is more than two orders of

magnitude higher than the performance achievable

with modern personal computers and is also beyond

the announced capabilities of the new generation of

game consoles being introduced into the market.
� Data analytics: Billions of documents are accessible

from the Internet, occupying several petabytes of

storage, with millions of new documents being added

daily. Performing analytics to find patterns, trends,

and relationships over all of that data requires

capabilities beyond the reach of even the most

powerful supercomputers today. For example, the

Web Fountain project [3] at IBM Research involves

adding a series of annotations to about five billion

documents (representing the relevant part of the web-
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accessible data of interest), requiring an estimated

4 3 1018 operations in aggregate which should be

completed within a day in order to be useful.

Systems-level performance must meet the demands of

applications, even though power dissipation is creating a

fundamental discontinuity in the development of

microprocessor technology. While technology scaling has

allowed us to continue to increase the number of

transistors on a chip, power densities have grown with

every CMOS generation as designers have pursued higher

operating frequencies. Given the lack of any other low-

power and high-volume technology than CMOS, in the

future, the frequency of microprocessors must grow at a

much lower rate than in the past decade. Even with

advances in base silicon, on-chip interconnects, and

cooling technologies, microprocessor performance

growth rates have slowed substantially. However, chip-

level performance growth can still be sustained at historic

levels through higher levels of on-chip functional

integration. The fundamental reason for this is the

nonlinear relationship between power and performance.

It may be possible, for example, to decrease the power of

a system tenfold with only a threefold reduction in

performance. Higher performance at the chip level would

then be obtained through higher levels of on-chip

functional integration.

We believe that the disruption caused by power

dissipation will affect all forms of computing systems.

Scale-out systems represent a natural initial target for

exploring solutions to this problem, given the high

computational needs and the use of parallelism in their

workloads. Systems management, reliability, and

Amdahl’s law1 are challenges for scale-out systems. We

require a holistic approach that considers all aspects of

system design such as architecture, operating systems,

compilers, and runtime systems, as well as workload

characteristics and programming methodologies, in order

to develop breakthrough solutions.

This paper presents some of the challenges, indicated

throughout the text in italics, that must be addressed in

order to realize the full benefit of scale-out. Many of these

issues have long been recognized as research problems.

The discontinuity in the development of microprocessor

technology requires us to address these problems with a

sense of urgency and in a holistic manner by considering

all aspects of systems design.

Research challenges

Architecture

For certain workloads, we can exploit the power/

performance tradeoff at the systems level, leading, in the

limit, to massively scalable computers. The Blue

Gene*/L (BG/L) project [4] represents a research

experiment that pushed the limits of scale-out computing

for a significant class of scientific computations. The BG/L

system design was driven, at every level, with an almost

maniacal focus on power efficiency. A design decision was

made to use low-power embedded processors in the

system. Furthermore, BG/L uses system-on-a-chip

technology to integrate, along with two processor cores,

powerful interconnection networks with special support

for collective communications, a prefetch buffer (L2

cache), and embedded DRAM serving as the L3 cache in

the compute node chip. A single rack of BG/L, which is

air-cooled, contains 2,048 processors, with an aggregated

peak performance of 5.7 teraflop/s. The target set at the

beginning of the project was to develop a 65,536-node

system, with a peak performance of 367 teraflop/s. [This

system was successfully delivered to Lawrence Livermore

National Laboratory (LLNL) in September 2005.]

BG/L employs a novel, hierarchical software

architecture to support high levels of scalability and is an

excellent example of the use of chip-level functional

integration and massive parallelism to obtain an order of

magnitude improvement in performance (as well as in

performance per watt and performance per square foot of

floor space) at the high end of supercomputing.

The building blocks of scale-out systems must also

address rising power dissipation and the memory wall

problem.2 These considerations are driving us toward

accelerators, multiple cores on a chip, and

multithreading.3 All of these architectural approaches

require greater exploitation of parallelism in applications.

Well-designed accelerators and offload engines can

provide significantly improved power-efficient computing

on certain classes of applications such as graphics, game

physics, and network protocol processing, to name just a

few. The Cell Broadband Engine** Processor [5] is a great

example of a power-efficient programmable accelerator.

Multiple on-chip power-efficient cores can provide similar

advantages for multithreaded applications. We foresee, at

least in the near future, much more diversity in chips and

systems as system designers experiment with ways to

satisfy the workload demands.

Architectural research must be driven by application

needs in different domains. We must systematically identify

the pertinent characteristics, especially the amount of

inherent parallelism and data access patterns, for a wide

range of emerging applications. The goal is to design

1Amdahl’s law states that the performance benefits to scale-out are limited by the
percentage of code that is sequential.

2By Little’s law, the amount of concurrency needed to hide the latency of memory
accesses will continue to increase as the gap between memory and processor speed
grows. Since the memory latency is improving at a rate of only roughly 6% each year,
the gap is projected to continue growing even as the increase in processor speed
decreases from the historic rate of about 60% each year to about 20% each year.
3We are discussing a chip with multiple processors, supporting a shared-memory
model, as a building block of a scale-out platform, although such a chip would
normally be associated with scale-up computing.
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‘‘balanced’’ systems consisting of modular, cost-effective

building blocks and interconnects and to identify chip

architectures that are ‘‘optimal’’ with respect to the number

and type of accelerators, the number of cores on a chip, the

degree of multithreading, and the organization and amount

of on-chip cache.

Scale-out systems in which the elements are chips that

consist of multiple, possibly heterogeneous cores and

accelerators, with standard interconnects, can allow

designs to be customized to different classes of workloads,

keeping development and test costs manageable while

improving time to market. To realize this benefit, the

design automation research community must develop

languages and tools that allow us to quickly design and

build high-performance systems following an approach

similar to that used today for System-on-a-Chip (SoC)

designs.

Improving the single-thread performance of workloads

has become a significant challenge, given the technology

discontinuity and diminishing returns from using

additional transistors in complex processors. Architects

must focus more on innovative uses of multiple cores, such

as architectural support for speculative parallelization or

multithreading, with appropriate compiler assistance, to

improve the performance of codes that have not been

explicitly parallelized.

Programming

For an arbitrary program written in a serial manner using

a language such as C, Cþþ, or even Fortran, it is hard for

a compiler to automatically extract parallelism, although

years of research in parallelizing compiler technology

have led to limited success in some application domains

[6]. This has led to informal standards such as

OpenMP**, through which a programmer can provide

directives for parallelization [7]. Most of the popular

languages also allow concurrency to be expressed directly,

either using libraries (e.g., using POSIX** threads with C)

or as part of the core language (e.g., multithreading in

Java**) [8]. However, managing concurrency explicitly

is a difficult and error-prone task, and it is hard for

programmers to reason about too many different

concurrent threads of execution. Those factors often lead

to artificial constraints on the degree of parallelism

expressed in many applications. In other cases, issues

such as serial steps in the computation, true data-sharing

patterns, and synchronization costs limit the amount of

parallelism that can be exploited.

Data parallelism is a popular form of parallelism

exploited by many applications. Variants of this

programming style include single program multiple data

(SPMD), vectorization, and use of single instruction

multiple data (SIMD) instruction sets; the parallelism

may be expressed directly at the language level or via

libraries, such as message passing interface (MPI) [9].

Communication costs and load imbalances can limit the

degree of scale-out that can be exploited. Another

problem relates to the fact that most scale-out platforms

support multiple forms of parallelism, message-passing

parallelism across nodes, and shared-memory parallelism

(and possibly SIMD, in addition) within a node. The

programming task is complicated by multiple levels of

problem decomposition [10].

It is widely accepted that the difficulty of programming

high-performance computing systems is a significant

barrier to widespread adoption of supercomputers.

Several emerging languages and programming

environments provide higher levels of abstraction to the

programmer, especially support for global address space.

Examples include Global Arrays [11], UPC [12], Co-

Array Fortran [13], and recently proposed languages such

as Chapel and X10. Achieving both high productivity

and high performance with the same language and

programming style remains a significant challenge. There

is a need for new languages and programming environments

that support high programmer productivity and effective

exploitation of scale-out systems.

In recent years, there has been a dramatic growth in

the popularity of high-productivity environments (in a

desktop setting) such as MATLAB** [14], which are often

used for prototyping solutions in specific domains such as

signal processing or financial modeling. However, the

performance of programs in such environments is often

orders of magnitude lower than that obtainable with

mainstream programming models such as Cþþ and MPI.

This forces the end users to translate those programs into

conventional languages for use in production, leading to

a loss of productivity. We must support such domain-

specific high-productivity programming environments with

higher performance on parallel systems.

Tools to debug parallel programs and to help in

understanding the performance of parallel programs are

not very mature [10]. Often they do not scale to large

systems, for example, because the volume of data being

collected or displayed becomes too large. It is particularly

difficult for debuggers to reproduce bugs that are not

deterministic. A significant challenge involving

performance tools is to support monitoring at the right

level of granularity, and to relate the monitoring

information with the original program source code.

Another challenge is to provide more assistance to the

end user in diagnosing performance problems, based on

the automated analysis of collected data. We need better

tools, which combine ease of use, effectiveness in helping to

find problems, and scalability, to allow programmers to use

large scale-out systems more productively.

Compilers and runtimes

Compilers and runtime systems must help bridge the gap

between higher-level programming models and the
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growing complexity of underlying hardware. The efficient

use of heterogeneous cores and/or accelerators to leverage

their inherent power efficiency requires effective support

from compilers and optimized libraries.

An important research area is language and compiler co-

design to identify ways in which a programmer can convey

relevant information at a high level (such as parallelism and

identification of high-cost operations) and enable the

compiler to generate efficient code for the accelerators or

additional cores with suitable runtime system support.

Given the trend toward late binding of programming

components, e.g., using dynamically linked libraries with

static languages or using dynamic languages such as Java,

there is a clear opportunity for further optimization at

deployment time or runtime. For example, it may be

possible to replace a heavyweight protocol, such as SOAP

(simple object access protocol), in a web services

application with a lighter-weight protocol such as RMI

(remote method invocation) or direct method call, by

exploiting the relationship between the target platforms

on which the clients and server for that application are

deployed. Another powerful optimization technique is

to perform a search over the optimization space at

deployment time; this has been used for successful

deployment of libraries such as ATLAS [15] and FFT-W

[16], and holds great promise if applied more broadly to

software components. The research challenge in dynamic

compilation is to keep the overhead of compilation low.

A number of techniques, such as using higher levels of

optimization only for hot sections of the code [17] or

utilizing history information from prior runs [18], have

been developed to help reduce these overheads.

Operating systems

The operating system provides the services for ensuring

secure execution and good utilization of resources in

the presence of failures, dynamic changes in workload

demands, and potential security attacks. The ability to

virtualize resources and dynamically add and remove

resources is a powerful technique for dealing with both

changing workload demands and failures [19]. True

virtualization of all resources in a scale-out system,

including processor, memory, network, and storage, at

acceptable performance overheads remains a challenge.

Automatically identifying when to move resources, either

proactively or in a responsive manner, to meet the

quality-of-service goals (with possibly differentiated

service) for dynamically changing workloads, and

transparent recovery from failures are associated system

management challenges. The operating system policies

related to virtual memory management, scheduling

of processes and threads, and file I/O can have a

considerable impact on application performance;

examples include selection of a suitable page size for

memory regions corresponding to different data

structures and the use of a suitable caching and

prefetching mechanism to support efficient file I/O

operations. The policies may have to be adapted for

different kinds of workloads. For example, parallel

scientific workloads usually require a greater emphasis on

reducing the jitters caused by scheduling of daemons on

different nodes [20]. A multithreaded workload with high

memory access costs requires greater emphasis on

preserving data locality while scheduling threads [21]. We

need to develop autonomic features for operating systems

that enable dynamic policy adaptation and choice of

algorithmic parameters on the basis of monitoring of the

runtime behavior of the workload and a suitable cost model.

System management

The total cost of ownership of server systems is

increasingly dominated by system management [22, 23]

and the problem is worse for scale-out systems. Some of

the activities that account for a significant part of these

costs include software installation and configuration,

system upgrades and change management, security

management, and dealing with failures. The lack of a

good repository of system information and inefficiencies

in operations such as booting, mounting of file systems,

and detection and isolation of failures can contribute

further to the above costs. If the management costs grow

linearly with the number of nodes, large scale-out systems

become unattractive.

For BG/L, the team set a goal to simplify management

and ensure that an order-of-magnitude increase in the

number of nodes (over other high-end supercomputers)

did not require a corresponding increase in the number of

system administrators. The traditional firmware in BG/L

has been replaced by software residing on the service

node, which manipulates, via standard Internet Protocol

(IP) network packets, remote translators (built using

field-programmable gate arrays) to perform the control

operations. The system management software uses

scalable collective operations to broadcast common

information across nodes (such as kernels and program

executables) and to send node-specific ‘‘personality’’

information. Booting an entire 65,536-node system is

completed in less than seven minutes (and has been

further accelerated significantly with new prototype

software), and parallel job launch on the full system is

completed in less than 20 seconds. The computational

core of BG/L is kept stateless to simplify system

management, and software needed on the compute nodes

for a job is ‘‘deployed’’ as part of the job launch. All

system state [including machine configuration and

historical information on jobs, environmental

parameters, and RAS (reliability, availability, and

serviceability) events] is stored in a database on the
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service node, allowing a system administrator to access a

tremendous amount of information relevant to the health

of the machine using SQL queries.

Heterogeneous scale-out systems amplify the above

system management problems. Management of scale-out

systems must be simplified so that management costs do not

scale linearly (or even close to linearly) as the number of

nodes increases. This will require a systems management

architecture that supports scalability of management

operations and systems that are self-configuring and self-

healing.

Most server workloads of interest involve complex

interactions between different subsystems, both

‘‘vertically’’ (e.g., across a software stack comprising an

application, J2EE** container, Java Virtual Machine, and

operating system) [24] and ‘‘horizontally’’ (e.g., across

different tiers of an e-business workload—web server,

application server, and database server) [25, 26]. Modular

scale-out architectures enable application-optimized

subsystems, including accelerators, to be deployed as

‘‘appliances’’ in these tiers. Effective workload

management is needed to provide quality-of-service

guarantees for the overall service requests based on end-to-

end performance monitoring, analysis across the different

tiers, and dynamic movement of resources.

As software components have become increasingly

complex, there has been a tendency to design them with

many configuration ‘‘knobs’’ to enable customization.

The interaction of several components in an overall

system can lead to a combinatorial explosion in the

number of possible configuration parameters. Erroneous

settings of configuration parameters can lead to failures

and performance problems. Designing components with

built-in autonomic features and integrating them in such a

manner that the configuration parameters can be set

automatically will greatly enhance productivity and

simplify system management.

As the number of nodes in a system increases, the mean

time between failures (MTBF) decreases. Both hardware

and software failures account for this decrease in

reliability. On modern systems, software failures are often

dominant. If system software fails once a year on a node,

and the failures on different nodes of a system are

independent, a node would be expected to fail once

roughly every two hours in a 4,096-node system and once

every eight minutes in a 65,536-node system. There is

relatively little business incentive to reduce the error rate

(after correction) in commodity hardware below a level of

once in a few years [10]. Hence, even though commodity

hardware is becoming increasingly powerful, large

systems built with it can have significant reliability

problems unless special features are added to enhance

reliability.

In mission-critical scale-out systems, it is important to

ensure that single failures do not bring down the entire

system. This requires research on end-to-end systems design

(including storage, servers, and networks), novel

techniques for capturing state, error detection, dynamic

system reconfiguration, and rapid checkpoint restart.

Algorithms and software scaling

Successful utilization of large scale-out systems requires

innovations in algorithms and software. To illustrate, we

describe some of the challenges the BG/L team faced in

scaling applications to tens of thousands of processors

and finally to more than a hundred thousand processors.4

Note that BG/L was designed, from the beginning, to

support scalability of applications, with features such as

a hierarchical system software environment with low

computational noise and simple, reliable software on

compute nodes, balanced networks, special hardware

and software support for collective communication

operations, and low-latency communication for short

messages.

Memory on the BG/L compute node is limited for

several reasons (cost and power/performance). The

resulting reduced memory/compute ratio is one of the

major constraints in the porting of applications to BG/L.

Given that BG/L systems have significant aggregate

memory (currently, 512 GB in a rack), in many cases

memory constraints on a single node were indicators of

an underlying scalability problem with the application.

The presence of a serial component in the application is

clearly an inhibitor to scalability, as shown by Amdahl’s

law. In the original version of UMT2K, a photon-

transport code on an unstructured mesh, the mesh was

partitioned in a serial step using the Metis library [27].

This partitioning method used a table dimensioned by the

number of partitions squared. The table grew too large to

fit into the memory of a BG/L node when the number of

partitions exceeded approximately 4,000. This limitation

was overcome by modifying the code to use a parallel

implementation of Metis, and the code was successfully

run on larger configurations, including the full 65,536-

node system.

Some of the codes encountered the well-known

problems of load imbalance and communication

overhead. Some examples are given in the following

paragraphs.

ParaDiS (Parallel Dislocation Simulator) is a code

developed at LLNL for direct computation of the plastic

strength of materials by tracking the simultaneous motion

of millions of dislocation lines. Strong scaling runs

4Previous results on scaling of MPI applications on other platforms had necessarily
been limited (by hardware existence) to fewer than ten thousand processors.
Furthermore, many previous studies had shown problems with the scaling of
applications to thousands of processors due to factors such as computational
noise [20].
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showed a speedup of 1.8 times when doubling the

processor count from 4,096 to 8,192, and a speedup of 2.8

times in quadrupling the processor count to 16,384 [28].

Further analysis showed that these results (which still

represented compute capability more than two orders of

magnitude higher than previously achieved for the code)

were limited by dynamic load imbalances in the code,

which are now being addressed.

The Miranda code (a high-order hydrodynamics code)

from LLNL initially had disappointing speedups from

scaling to 16,384 nodes. However, tuning the

performance of the MPI_Alltoallv collective

communication operation (which now achieves more

than 97% of the torus network bandwidth) led to

excellent scaling [28]. The Qbox quantum molecular

dynamics code from LLNL and HOMME climate

modeling code from the National Center for Atmospheric

Research (NCAR) had some scaling problems at counts

of 16,384 and 32,768 nodes, which were resolved by

mapping the processes better to the 3D torus topology of

BG/L [28, 29]. On certain kinds of problems, the Raptor

code (an Eulerian adaptive mesh refinement code) [28]

had severe scaling problems at the 16,384-node level

because of the overloading of networks. These issues were

resolved by introducing a pacing capability in the MPI

implementation on BG/L.

Some of the relatively new codes that were attempted

on BG/L were designed for scaling to thousands of nodes;

they incorporated algorithmic improvements such as

hierarchical organization that allowed a single global all-

to-all communication to be replaced with several all-to-all

communications over smaller domains in parallel, and the

use of multidimensional data distribution. Examples of

such codes, which have worked well on BG/L, include

Qbox (derived from older codes called Jeep and GP),

CPMD, and ddcMD [28, 29]. These codes have been

successfully scaled to 131,072 processors, representing

scaling about two orders of magnitude higher than that

previously achieved on any other platform. In particular,

ddcMD and CPMD became the first set of codes to break

the barrier of 100-teraflop/s sustained performance for a

real application on any platform, respectively achieving

101 and 110 teraflop/s in production on different

problems. Qbox has achieved a performance of more than

60 teraflop/s. For these applications, the crucial scaling

step typically involved going beyond two thousand

processors, since most inherent scaling limitations in

the code showed up at that level. Overall, we found

that several codes scaled successfully on BG/L to

unprecedented levels of parallelism, ranging from tens of

thousands to more than a hundred thousand processors,

although in some cases the applications and system

software had to be modified to eliminate specific

bottlenecks. To leverage the benefits of scale-out,

researchers must develop innovative algorithms, libraries,

and system software to systematically remove the Amdahl

bottlenecks.

Conclusions
We face a technology discontinuity due to power

dissipation which is manifested by slowing growth

in microprocessor frequency while the performance

requirements of applications continue to grow at a faster

rate. This creates an exciting challenge and opportunity

for system designers to play an increasing role in

delivering performance growth. We must accelerate

the pace of innovation in architecture, programming

languages, operating systems, compilers, and runtime

systems. Furthermore, we must develop holistic

approaches that consider the interactions among all

of these components to arrive at true breakthrough

solutions.

A key foundation for many of these innovations will be

the exploitation of greater degrees of scale-out at multiple

levels. There is a clear need for system designers to

work with application developers to ensure that the

applications exhibit high degrees of parallelism and to

systematically remove barriers to scaling—performance,

reliability, and availability, and ease of system

management.
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