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An analytical technique called thermal diagnostics is presented as a
tool for determining the root cause of thermal anomalies arising
in electronic equipment. The technique utilizes a dynamically
constructed flow network model, real-time inventory, temperature,
utilization metrics, and statistical hypothesis testing to select the
most likely scenario from among thousands of potential causes of
thermal problems. This paper describes the concept of thermal
diagnostics and concludes with results from a laboratory evaluation
in which we physically trigger thermal anomalies on a running IBM
eServere BladeCentert system and record the diagnosis given by
the algorithm. In these tests, our algorithm correctly diagnosed the
thermal situation and provided meaningful guidance toward
clearing the detected problems.

Introduction

The IBM eServer* BladeCenter* system provides a superb

platform for product development and research to

collaborate on projects that increase the ability of a

server to autonomically respond to changing conditions.

For example, IBM researchers and engineers have

demonstrated thatwith the proper software in place, it may

shift workload from one server to another to manage

overall power consumption in a data center [1] or to help

deal with the problems associated with software aging [2].

Companion papers in this journal provide an overview of

the system [3] and describe the systems management

software [4] and packaging, power, and cooling

infrastructure [5]. The remainder of this paper describes

work done jointly by IBM Research and IBM xSeries*

ProductDevelopment pertaining to the ability to detect the

early onset of thermal problems that affect electronic

equipment and to determine their root causes in a timely

and cost-effective manner.

For several reasons, the BladeCenter system is

particularly well suited for the type of thermal analysis

described here. In the BladeCenter environment servers

share hardware resources, including enclosures, power

supplies, blowers, and management hardware—all of

which contribute in some way to the thermal conditions

to which each of the otherwise independent servers is

exposed. Also, the system promotes such a high spatial

density of servers that the management of power

consumption and cooling becomes an essential part of

systems management. In addition, because of the large

number of subsystems housed within a BladeCenter

enclosure, the airflow and heating patterns are more

complicated than those of previous-generation servers.

A thermal crisis is defined here to be a situation in

which a monitored temperature within a piece of

electronic equipment is reportedly approaching a critical

threshold beyond which the equipment should not be

operated. In electronics equipment in general, a thermal

crisis may result from a number of different causes.

Among them are the following:

� Overheating of an electrical component within the

enclosure due to a failure of that component (e.g.,

a short circuit).
� Partial or total failure of a cooling fan within the

enclosure.
� Failure of external heating, ventilation, and air

conditioning (HVAC) equipment.
� Inadequate cooling of the facility (e.g., an

overcrowded data center).
� Airflow blocked by an outside obstruction (e.g., close

proximity to a wall, or materials placed in front of

air intakes).
� Removal (without replacement) of an enclosure panel

or a pluggable subsystem (causing a redistribution

of airflow within the enclosure).
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� Over-configuration (i.e., violation of enclosure

specifications regarding limitations for some

configurations).
� Erroneous temperatures reported by thermal sensors

within a subsystem.
� Buildup of contamination on air filters.

While the BladeCenter system was designed to

eliminate or reduce the likelihood of these types of

problems, it is still possible that a malfunction or

operator intervention may circumvent a defensive

mechanism. For example, it is designed with pop-up

dampers to prevent diverted airflow from causing

problems in peer subsystems when a processor blade is

removed for replacement. However, a broken damper or

the action of an operator manually preventing the motion

of the dampers could create an undesirable operating

environment. Anecdotal input from customers suggests

that painters’ drop cloths hung in front of racks, boxes

piled in front of equipment, defective sensors, and air

conditioning failures at inopportune times are more

common than any of us would like to believe; thermal

diagnostics can detect and initiate a response to each

of these events.

To prevent heat-related damage to equipment, it is

a common practice in the industry to provide internal

temperature monitoring and to implement a dual-level

threshold scheme. When a temperature reading is seen

to cross a first threshold (e.g., 858C), a warning message

is generated to notify the operator. Then, if any sensor

reading crosses a second (error) threshold (e.g., 958C), the

equipment will shut down. In the present state of the

art, a major component near the sensor producing an

unacceptable reading is assumed to be responsible for

the situation, and minimal effort is made to isolate the

problem to one of the root causes listed above. A more

detailed analysis and root-cause determination could

result in faster reconciliation of the problem, lower

warranty costs, and a broader range of autonomic

responses to the problem. The type of analysis described

here allows problems to be detected sooner (resulting

in more time to respond) and may allow management

software to estimate how long it will take before the

situation reaches a critical point. Some examples follow:

� If it is known at the time the warning is sent that

a cover panel has been removed from the enclosure

(leaving an opening that alters the airflow within

the enclosure), workload could be shifted to servers

known to be outside the influence of that side panel,

and a hardware technician could be dispatched and

given explicit instruction on how to correct the

problem.

� If it is known that the problem is caused by blocked

airflow to a set of processor blades in a BladeCenter

environment, software could automatically reassign

workload to unaffected processor blades and reduce

the amount of workload assigned to the obstructed

blades.
� If the source is localized to a particular subsystem that

is overheating, the problematic subsystem can be

throttled or varied offline, and a request to service

the subsystem can be initiated.
� If it is known that the reported problem is due to a

malfunctioning temperature sensor, a decision can be

made to continue normal operation, as opposed to

shutting subsystems down and reducing the system

capacity or throughput.
� Certain types of problems may be alleviated by

increasing the speed of fans or blowers, whereas for

other types of problems it may be clear that such

intervention is pointless and would only increase

acoustic noise levels. Knowing the specific root cause

can assist in determining when it is beneficial to

change fan speed.

This paper describes a method of performing thermal

diagnostics on a complicated piece of electronic

equipment with the goal of isolating a thermal crisis to

a specific root cause and taking an appropriate action.

Technical approach
The present work builds upon a modeling technique

known as flow network modeling (FNM), a tool currently

used by design engineers as they study airflow and heat

buildup within an equipment enclosure during the

equipment design phase.

FNM techniques are traditionally applied to hardware

that is being developed, not to in-service equipment.

FNM techniques can be used to examine a static

configuration of the hardware with the goal of

determining whether design changes—such as a larger

fan, larger ventilation slots, internal baffles, and so on—

are required in order to cool the equipment properly in

some supported environment. Once the system design is

such that FNM indicates that there are no thermal issues

for all desired configurations of properly functioning

hardware, the thermal design is considered complete.

In contrast, this paper discusses a new dynamic use for

FNM as it is applied to production equipment installed in

the field and in use.

FNM background

FNM allows temperatures throughout a system to be

predicted on the basis of knowledge of airflow patterns

and power dissipation within the system enclosure. First,
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the airflow impedances of individual subsystems and

plenums within the enclosure are determined. These

impedances can then be combined in a prescribed manner

to produce an estimate of the total system impedance to

airflow. Next, the rate of airflow through the enclosure

is determined. This is done by finding the intersection

of the characteristic curve of the cooling fans and a line

representing the pressure drop through the entire system,

which is based directly on the system impedance. Once

this system airflow rate and a corresponding pressure

drop are known, they are divided among the individual

subsystems so that the airflow through individual

subsystems becomes known. Then, the airflow through a

subsystem and the power dissipated by the subsystem can

be used to determine the amount of temperature rise that

will occur in that subsystem. The operational temperature

of any subsystem can therefore be estimated by following

the flow of room-temperature air through the system and

accumulating temperature rises each time the air passes

through a subsystem. For a more complete description

and examples of basic flow network modeling, see [6, 7].

Overview of thermal diagnostics

We define the term thermal diagnostics to include the

steps of collecting vital information about a system

(including inventory and performance and temperature

metrics), constructing and analyzing a flow network

model of the specific system configuration (including

thousands of problem scenarios injected into the model),

determining a most-likely scenario, and initiating an

appropriate response based upon the diagnosis available

after analysis.

A thermal diagnostic scan can be initiated periodically

or in response to the detection of a pending thermal crisis

(e.g., by observing that a temperature threshold value has

been exceeded or that a temperature reading is trending

upward over time). During a thermal diagnostic scan,

software uses an identifying number (such as the part

number or machine type or model number) of the chassis

and each installed subsystem to look up a thermal model

describing that component. These thermal models are

currently implemented as XML files stored on the fixed

disk of some management server. The thermal diagnostic

software then constructs a flow network model of the

entire chassis using the information contained in the

individual thermal model files, and it is this chassis-level

flow network model that becomes the basis for the rest

of the analysis.

Once the chassis-level flow network model exists,

it may easily be manipulated to simulate nominal and

problematic scenarios. For example, the flow resistance of

one or more air pathways can be increased to model an

obstruction, or the wattage dissipated by a component

can be increased to simulate a component failure. We

currently model nominal conditions, intake obstructions,

overheating components, defective temperature sensors,

impaired fans, and missing chassis panels. For each

problem scenario, the problem may be applied to a

number of different locations within the chassis and to

varying degrees of severity (e.g., an obstruction covering

only 25% of an intake vent, 30% of the intake, 35%, and

so on). In addition, each scenario is run a number of

times while the room ambient temperature is assumed

to vary by small steps over the operating range of the

chassis. In the end, the model may test 100,000 or more

different combinations of these variables. Because of the

large number of permutations that could result, we limit

the model to testing a maximum of one problem scenario

applied to the chassis at a time. The algorithms and

processes described herein may be codified as software in

a number of forms, including a standalone diagnostic tool

or incorporated into some management infrastructure,

such as IBM Director, a remote service adapter,

BladeCenter management module, or any software

provided to monitor the health of the system. Our current

prototype is implemented as an extension of IBM

Director and uses Director to initiate the diagnosis,

collect information about the target chassis, and

respond appropriately to the diagnosis.

Details of the FNM methodology

This section describes in detail the steps used to construct

and analyze the flow network model that is the heart

of thermal diagnostics. We illustrate our approach

using a simple example outlined in Figure 1 and further

elaborated in subsequent figures. Figure 1 schematically

Figure 1

Schematic airflow diagram (R values are given in units of “in 
H2O/(ft3/min)2,” W in watts, ∆Pmax in units of  “in H2O,” and Qmax in 
units of ft3/min).
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shows the arrangement of a number of air paths and air-

moving devices in a fictitious piece of equipment.

The first step in constructing the model is to enumerate

all hardware elements through which air may flow (such

as grillwork, plenums, air channels, spaces between circuit

boards and other elements) and air-moving devices, such

as fans and blowers. For each hardware element, we must

calculate the impedance (R) to airflow. The available

literature on FNM techniques (e.g., [6]) includes a

number of formulas that allow designers to estimate

airflow impedance. The formulas take into account

physical dimensions, grillwork and slots, turns,

smoothness of surfaces, and so on. Impedance to airflow

is reported in units of ‘‘in H2O/(ft3/min)2’’ or its metric

equivalent. [This unit represents the rise (in inches) of a

column of water due to the change in static pressure

across the impeding element for a specific volume

of airflow.] As an alternative to being estimated, the

impedance may be predicted using computational fluid

dynamics modeling software, or it may be measured

on actual hardware.

For air-moving devices such as fans and blowers, we

must identify the maximum airflow (Qmax) that the device

can produce and the maximum static pressure drop

(DPmax) across the device. (These values are typically

obtained from the manufacturer’s specification sheet.)

For each element that produces heat, we must identify

the maximum power (Wmax) and, in some cases, the

minimum power (Wmin) dissipated by the element. Wmin

is important if the wattage dissipated by the element

varies over a wide range during normal usage. The

physical relationships of serial and parallel air paths

shown in Figure 1 can also be illustrated using a tree

structure, as shown in Figure 2(a). This tree structure is,

in fact, used by the thermal diagnostics software because

it is a convenient data structure for representing the

airflow model and for controlling the order of subsequent

calculations that must be performed using the model.

Leaves (endpoint nodes) in this tree represent the physical

elements that move or impede airflow, such as plenums,

fans, and circuitry. Parent nodes of various types allow

leaf nodes to be combined in parallel or serial fashion. It

is important for some of the steps that follow that serial

(S) nodes keep track of the ordering of the elements under

them.

To build the tree properly, the software must be able

to detect serial and parallel configurations of elements.

Serial configurations are detected by looking for nodes in

the network that are shared by exactly two nonterminal

elements. Parallel configurations are detected by looking

for elements that share the same nodes at both ends.

We compute Rsys (the impedance of the entire system)

by applying the following rules to nodes throughout this

tree structure:

a. At serial nodes, the impedances of all child nodes are

simply added (see [7]):

R ¼ R
1
þ R

2
þ R

3
þ � � � ; ð1Þ

where R is the total impedance of the series of

elements and R1, R2, etc. are the impedances of

individual child elements.

b. At parallel nodes, the impedances of child nodes

combine according to this formula (see [7]):

1ffiffiffiffi
R

p ¼ 1ffiffiffiffi
R

p
1

þ 1ffiffiffiffiffiffi
R

2

p þ 1ffiffiffiffiffiffi
R

3

p þ � � � : ð2Þ

Equation (2) is not the more familiar formula for

parallel resistors used in electronic circuits because, unlike

the linear relationship among voltage, current, and

electrical resistance, airflow impedance is related to

pressure drop and to airflow volume via the formula

shown in Equation (3) (see [7]):

DP ¼ R 3 Q
N
: ð3Þ

The exponent N in Equation (3) varies from 1.0 for

purely laminar flow to 2.0 for purely turbulent flow. Our

work currently assumes completely turbulent flow, which

appears to be a reasonable assumption for high flow rates

in a complicated chassis with electronic components in

the pathways. The current model gives good results using

N ¼ 2, and future work could investigate whether

refinement of this value is warranted.

The values for underlying nodes of an S (serial) node or

a P (parallel) node in the tree can be combined using these

rules, and the computed value becomes the R value for

the parent node. The computation of R values propagates

up through the tree until the root node value is known;

the R value of the root node is then designated as Rsys.

As we work through the tree structure to compute Rsys,

we can also compute system-level values of Qmax and

DPmax from all of the air-moving devices in the enclosure.

The following rules apply:

� At S nodes: Add underlying DPmax values for all air-

moving child nodes. This reflects the fact that when

air-moving devices are in series, they produce an

increased pressure drop.
� At P nodes: Add underlying Qmax values for all air-

moving child nodes. This reflects the fact that when

air-moving devices are in parallel, they produce an

increased airflow volume.

Note that these rules are valid if serial or parallel

configurations of air-moving devices use matching fans

or blowers. This is a reasonable approximation for the

BladeCenter design, in which two identical blowers drive
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all air movement; further refinement of the rules could

allow for dissimilar air-moving devices.

Like impedance values, the computations of Qmax and

DPmax propagate up through the tree structure, and the

values computed for the root node are designated Qmaxsys

and DPmaxsys [Figure 2(b)]. We must next compute the

operating point of the system (Qsys) by finding the

intersection between the characteristic curve of the air-

moving devices and the enclosure resistance curve. This is

often a graphical step that involves plotting the enclosure

curve, i.e., Equation (3), over the characteristic curve of

the air-moving device. In the thermal diagnostic software,

a calculation is used to find the approximate operating

point of the system:

a. The characteristic curve of the combined air-moving

devices is approximated as a straight line defined by

Qmaxsys and DPmaxsys,

(a) Tree structure corresponding to airflow model. Blue nodes represent the airflow resistance of individual elements; yellow nodes 
represent air-moving devices; green nodes represent the aggregation of elements along a series path; red nodes represent the aggregation of 
elements along a parallel path. (b) Tree structure with values propagated up according to rules. (c) Distribution of airflow within the 
enclosure. At green (series) nodes, each underlying element sees the same air-stream volume and passes heat to the next underlying node; at 
red nodes the air stream splits and is heated to varying degrees along each parallel path before mixing together to reform a single air stream. 
(d) Temperatures throughout the enclosure are derived from some assumed ambient temperature by accumulating the contribution of each 
device in the air path.

Figure 2
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Q ¼ Q
maxsys

3 1� DP
DP

maxsys

" #
ð4Þ

or

DP ¼ DP
maxsys

3 1� Q

Q
maxsys

" #
; ð5Þ

where Q is the airflow volume for some

corresponding pressure drop DP and Qmaxsys and

DPmaxsys are the maximum airflow volume and

maximum pressure drop that the air-moving devices

can produce. Note that Q ¼ 0 when DP ¼ DPmaxsys

and DP ¼ 0 when Q ¼Qmaxsys.

b. The enclosure resistance curve is approximated by

Equation (3) using N¼ 2 and Rsys as the value for R.

The overall system operates at the point at which the

static pressure drop created by the air-moving devices and

the static pressure drop through the enclosure are the

same. Setting Equation (5) equal to Equation (3) and

solving for Q (which is the operating point airflow

denoted by Qsys) gives

Q
sys

¼

�DP
maxsys

Q
maxsys

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DP

maxsys

Q
maxsys

 !2

þ 4R
sys
DP

maxsys

vuut
2R

sys

: ð6Þ

By using the impedance values from the previous

example, Qsys is calculated to be 100.3 ft3/min.

Qsys defines the total airflow through the enclosure.

This system-level airflow can be split up among child

nodes to determine the airflow through each portion of

the enclosure. To do this, our software traverses the tree

[Figure 2(c)] and does the following:

� At S nodes, the Q value of the parent S node becomes

the Q value for all child nodes, since all S nodes see

the same airflow.
� At P nodes, the airflow is divided among all child

nodes by noting that all P nodes experience the same

pressure drop. The portion of air that a given child

node will be allocated is derived from Equation (5) by

setting DP to be the same for the combined parallel

path (i.e, the parent node) and for any individual child

path:

Q
child

¼ Q
parent

3

ffiffiffiffiffiffiffiffiffiffiffiffiffi
R

parent

R
child

s
: ð7Þ

Once the airflow (Q) is known for any element, the

temperature rise (in 8C) across that element can be

estimated as (from [7])

DT ¼ 1:763W

Q
; ð8Þ

where W is the power dissipated in watts and Q is the

airflow volume in ft3/min.

Equation (8) assumes that the system is at sea level; the

factor of 1.76 can be adjusted upward if the altitude is

known to be higher. For example, a factor of 2.0 roughly

corresponds to a 7,000-ft altitude. This formula calculates

the increase in temperature that can be expected in air

passing over a power-dissipating component. Given an

inlet temperature and the temperature increase over a

component, it is possible to compute the local air

temperature immediately downstream of a component.

Once the temperature rise across each component is

known, we can determine actual temperatures throughout

the entire chassis. To do this, we start with an assumed

ambient temperature outside the chassis and follow the

flow of air through each air pathway inside the chassis.

The root node is given an input temperature that is the

assumed room ambient temperature, and the output

temperature that it computes is the exhaust temperature

from the rear of the enclosure (assuming front-to-back

airflow).

At S nodes, the input temperature to the S node is

passed to the first child node, and the value of that child

node output temperature is used as the input temperature

for the next child node in the series. This repeats until all

child nodes have contributed to the temperature rise. The

output temperature reported by the last child node

becomes the output temperature that the S node reports

to its parent.

At P nodes, the input temperature to the P node is

passed to each child node as an input temperature. The

output temperature of the P node is computed as the

weighted average of all child node output temperatures.

The airflow volume (in ft3/min) of each child node is used

as the weighting factor. Note that this assumes total

mixing of air. At leaf nodes, the output temperature is

simply the input temperature plus the temperature rise

within that element due to wattage dissipated by the

element [Figure 2(d)].

In reality, the model performs calculations twice, once

using the minimum predicted input temperature and the

element Wmin dissipation, then again using the maximum

predicted input temperature and the element Wmax

dissipation. This results in two output temperature values

corresponding to the expected range of temperatures in

the subsystem, and both temperatures are propagated

through the rest of the model.

Each time that a temperature sensor is encountered

during the traversal of the tree structure, the figure

of error metric associated with the scenario must be

updated. The figure of error represents the similarity
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between all expected temperatures for that scenario and

all actual observed temperature readings. We compute

the figure of error using a simple but effective sum

of squared errors approach. Specifically, for each

temperature reported to us by the hardware, we compute

an error term (which is the distance that the reported

temperature lies outside the expected temperature

range predicted by the model), square the error terms,

and sum them. The resulting metric has the desirable

characteristics of being insensitive to the direction (high

or low) of the error and climbing exponentially for larger

error distances.

Finally, from among the many that are examined, we

select one or more scenarios as the most likely thermal

diagnosis. The selected scenario or scenarios are those for

which the FNM-computed readings most closely match

the observed values (as determined by the smallest figure

of error).

Applying FNM as a diagnostic tool

With core software capable of analyzing hardware

configurations using FNM techniques, a thermal

diagnostics infrastructure can be built around it. The

infrastructure includes the following elements:

1. The values of R (airflow impedance) and W

(power dissipated) for all subsystems and the values

of DPmax (maximum static pressure) and Qmax

(maximum airflow) for air-moving devices must be

available to the diagnostic software. A number of

approaches are possible. For example, the diagnostic

software may provide its own data files or database

of identification numbers for enclosures and

pluggable subsystems. The R, W, DPmax, and Qmax

values needed for the analysis can then be obtained

from this source. Our current prototype uses a set of

XML-formatted data files to convey this information

to the diagnostic software. The R, W, DPmax, and

Qmax values may be built into the enclosures and

subsystems by making them available as entries in

vital product data (VPD) erasable programmable

read-only memory chips (EPROMS).

2. The topology (i.e., airflow paths) of the enclosure

must be represented in the diagnostic software.

Once again, it is possible to look this up in a data

repository or build it into the hardware as data

structures contained in nonvolatile memory. Our

current prototype also extracts this information

from XML files.

3. The diagnostic software must assess what

manipulations of the R, W, and topology

information make sense in the context of simulating

potential thermal problems. For example, it may be

much more likely that an obstruction would be

placed at the intake vent of a processor blade than

at some intermediate air path inside the blade. We

provide hints to the model in the form of special

XML tags that indicate where it makes sense to look

for obstructions.

4. The diagnostic software must also assess the

circumstances that will exist if a pluggable subsystem

is not installed, including such cases as a missing filler

panel. Again, we provide special XML tags to point

to thermal models that should be applied for cases

of both installed and missing filler panels.

5. Operational parameters such as temperature sensor

readings, the speed of all air-moving devices, and

processor utilization measurements must be collected

and made available for the diagnostic software to use

as needed. We have also found that it is important

to know which operating system or hypervisor is

running on the hardware because of differences in the

methods used to measure the processor utilization

under various operating system environments.

6. The diagnostic software must attempt to find

a scenario that closely matches the observed

temperature readings using the current hardware

configuration as a starting point. Upon being notified

that it is necessary to determine the root cause of

a thermal crisis, the thermal diagnostics performs

the following actions:

a. Builds a software model (i.e., the tree structure

described previously) that corresponds to the

present hardware configuration. This is called the

base model.

b. For each of a number of predetermined scenarios,

builds a new model (again, a tree structure) that

corresponds to the base model plus the change

introduced by the scenario. Scenarios can include

the removal of one or more filler modules, the

partial or total blockage of one or more intake

vents, the overheating of one or more subsystems,

partial or total fan failures, etc. Some scenarios

may alter the values of parameters such as an

impedance (R value) or power dissipated (W

value), while other scenarios may require changes

to the topology (such as the removal of a

subsystem and replacement with an open bay

component). Some scenarios may be rejected

outright (e.g., a scenario for an IBM BladeCenter

system that requires the overheating of processor

blade 6 if it is known that processor blade 6 is

not installed or not powered).

c. For each valid scenario, the software must

perform the FNM analysis of the resulting model
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and compute a figure of error that indicates how

well that model matches the observed readings.

d. The software selects the scenario that produces

a figure of error that most closely matches the

observed readings. Note that more than one

scenario may result in the same figure of error,

indicating that a single root cause cannot be

determined.

e. Once a root cause is known, the diagnostic

infrastructure must translate this information into

an appropriate response. In our prototype, we use

the IBM Director event-handling capabilities to

invoke a response. The response may include

administrator notifications in the form of a

console message, page, or e-mail, or may be of

a more autonomic nature, such as starting and

stopping software running on affected blades and

powering down compromised blades. The set of

responses could easily be extended to include

options such as increasing fan speeds, invoking

subsystem power management features, and

steering workload away from problem areas.

Dealing with variability

Thermal diagnostics do not run in a static environment

where the ambient temperature is constant, where fan

speeds never change, or where processor utilization is

known in advance. Therefore, each of these variables

must be factored into the analysis.

As previously stated, we assume that we do not know

ambient room temperature (even though an ambient

temperature sensor is provided on the chassis), and we

model the chassis temperatures for a number of different

assumed ambient temperatures. Then, when a best match

is found, we infer not only the condition (such as an

obstruction) that may exist, but also a most likely

ambient temperature. Performing the analysis in this way

allows us to catch defective ambient temperature sensors.

Fan speeds are reported to the analysis software, and

the model is adjusted to provide the corresponding

volume of airflow. As fan speeds change between

attempts to diagnose the chassis, the model also adjusts.

If the fan speed sensor is defective, the modeled volume of

air will be wrong throughout the chassis, and nominal

scenarios will provide a poor fit with actual temperatures.

Scenarios that specifically model fans that are moving a

different amount of air than they report provide a better

match and therefore point to a fan problem.

Each subsystem may produce a variable amount of

heat, depending upon the level of system activity. For

example, in a BladeCenter system an individual processor

blade may dissipate hundreds of watts when it is

extremely busy and less than half that amount when

it is idle. This has a direct effect upon the temperatures

within that subsystem, and the model must take this

into account to make accurate predictions.

Processor utilization metrics can be used to refine the

estimate of the amount of heat being dissipated by some

components. In fact, utilization metrics are so important

that thermal diagnostics may choose to discard some

problem scenarios if utilization data for selected

subsystems is not available.

Most sources of processor utilization data are

dependent upon the operating system or hypervisor

in some way. We have learned that it is important to

understand exactly how and when utilization data (and

corresponding temperatures) are collected. For example,

the reported values may be instantaneous readings, or

they may be a rolling average over some period of time.

If averaged, data points may have been weighted in

some special way. We have also seen operating systems

and hypervisor implementations that may themselves

drive the level of processor activity quite high, even in

the absence of application programs, and then use that

elevated baseline as the zero point for reported utilization

numbers. Therefore, in some cases thermal diagnostics

must take into account that even though a low processor

utilization of 5% or 10% may be reported, there are

actually dozens of watts of heat being dissipated by the

processors.

When processor utilization data is available, thermal

diagnostics uses the information to narrow the gap

between Wmin and Wmax for the associated components.

Since temperature rise is directly related to wattage

dissipation, the net effect of constraining the expected

wattage dissipation is to reduce the range of expected

temperatures for these subsystems. The narrower

temperature range means that fewer modeled scenarios

are likely to match the actual temperature readings; only

the best-fit scenarios produce low figure-of-error values as

a range of expected temperature values is tightened.

Ultimately, thermal diagnostics works best if the

power being dissipated by each major subsystem can

be measured by onboard instrumentation that is

independent of the operating system or hypervisor. Such

power-measuring circuits need not be particularly precise

in order to be valuable for thermal diagnostics. Thermal

diagnostics promises to provide its most accurate results

in the presence of power-measuring instrumentation that

is capable of individually monitoring all major heat-

dissipating subsystems, such as processors and dual

in-line memory modules (DIMMs).

Partial obstructions and overheating

Some problem scenarios such as vent obstructions and

component overheating are not binary; that is, they are

not simply present or absent. Instead, some problems
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may be present in varying degrees of severity. Most

modeled problem scenarios therefore use incremental

steps to cover varying extent. For example, an

obstruction scenario may be modeled as a high value

of impedance in one location, corresponding to a total

obstruction at that location. However, alternate scenarios

can be created that use lower values of impedance at this

same location, corresponding to a 25% obstruction, 50%
obstruction, 75% obstruction, etc. The use of incremental

steps for obstructions, overheating, and other failure

modes makes the model more accurate by providing

multiple narrow-temperature-range targets instead of one

broad-temperature-range target.

Sensor errors

It is possible that the temperature readings produced by

an individual temperature sensor within the enclosure

may be erroneous. Erroneous sensor readings can

themselves be very disruptive if not handled properly

and may, for example, lead to incorrect decisions to

shut down subsystems or increase fan speeds (with a

corresponding increase in audible noise levels). Thermal

diagnostics therefore deals with this situation by

including scenarios that exactly match the actual

hardware configuration except for the introduction of an

error in the reading obtained from various sensors. For

example, a temperature sensor that is producing values

that are 58C higher than true readings may be modeled by

doing all of the normal FNM calculations described

previously and then adding 58C to the temperature

computed in the affected subsystem. The model is

generally able to differentiate these scenarios from

others, such as an overheating component, because

the temperatures are not elevated in other parts of the

enclosure that are downstream of the affected subsystem.

The erroneous sensor-reading scenarios can be modeled

at all sensors, and various degrees of error (both high

and low) can be modeled as described above.

Postmortem computations

The root cause of a problem is most useful when it is

determined at the time of the problem so that it can

influence the remedy applied to the system. However,

thermal diagnostics methodology is also useful as a

postmortem diagnostics tool. If a log file exists and

the log file includes information on the hardware

configuration, processor utilization data (or wattage

consumption of subsystems), and temperature readings,

thermal diagnostics can analyze the system using FNM

techniques after the fact to determine whether a thermal

crisis may have contributed to unexpected system

behavior.

Preliminary laboratory results

A prototype of BladeCenter thermal diagnostics has been

developed in Cþþ and Sun Java**. The prototype collects

inventory information, temperature readings, and

processor utilization metrics from an operational chassis

and performs the thermal diagnostic analysis described

here. The current prototype uses IBM Director to collect

the information that is analyzed and to drive responses.

We succeeded in correctly calling out the operational

state and ambient room temperature for the BladeCenter

system when it was operating nominally, when it had one

processor blade fully obstructed, when processor blade

filler panels were removed, and when an erroneous

temperature value was reported by the ambient

temperature sensor in the media tray. The sensor failure

was simulated by altering a reported temperature in one

data file.

The performance of the algorithm is shown in Figure 3.

Figure 3(a) shows the variation of a temperature on

processor blade 14 and a temperature on processor blade

12 over time, under two fault conditions: processor

blade 14 blocked and three removed filler panels. The

temperature regions associated with various thermal

diagnoses are also shown on the figure: nominal

conditions, processor blade 14 blocked, and missing filler

panels. Note that while we present a two-dimensional

representation of the temperatures within the unit by

showing temperatures from only two sensors, in reality

there are dozens of temperature sensors, and therefore

the diagnosis regions are not two-dimensional areas

but rather n-dimensional spaces.

The system starts off with the temperatures of both

sensors within the nominal region, approximately 358C

for each processor blade. When processor blade 14 is

blocked, the temperature of the blade rises according to

the time line shown in the figure, coming to a steady state

within the region associated with blockage of processor

blade 14 within 25 minutes after blockage. The

temperature of processor blade 12 does not change

appreciably for this particular fault scenario.

The figure also shows the temperature profile evolution

associated with the removal of three filler panels (with the

pop-up dampers disabled to enhance the air short circuit

through the empty slots). In this fault scenario, the

temperature of both blades increases as flow is diverted

through the open bays, coming to a steady state within

the region associated with missing filler panels within

14 minutes after panel removal.

Figure 3(b) shows the figure of error predicted by five

hypotheses plotted against time after processor blade 14

is blocked. Recall that the thermal diagnostics algorithm

chooses the hypothesis with the lowest figure of error as

the most likely diagnosis. The separation between the

figures of error of different hypotheses determines the

accuracy and confidence with which a diagnosis can be

made. This figure also shows how soon a diagnosis can be

made after the onset of this particular thermal anomaly.
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The data shows that, at the time of the blockage at 83

minutes, the minimal figure of error corresponds to the

nominal, fault-free scenario. After processor blade 14

is blocked, the figure of error associated with this

scenario rises quickly; at 88 minutes, the figure of error

corresponding to a blockage of processor blade 14 is

lowest, and a confident diagnosis of this scenario is

possible.

Although only five hypotheses are shown here, the

algorithm tests literally tens of thousands of hypotheses

before arriving at a final diagnosis. The program

currently takes about 45 seconds to generate and test all

of these scenarios on an IBM ThinkPad* T41. We are

currently focusing on the accuracy of the analysis and

have not made an effort to optimize the execution time.

We expect that some improvements will be possible in this

area.

In this and other scenarios, we have successfully

demonstrated that thermal diagnostics can accurately call

out the root cause of a thermal problem well before the

BladeCenter chassis over-temperature mechanisms are

invoked, thereby providing a predictive failure analysis

capability for BladeCenter thermal issues.

Conclusion
This paper has presented a concept called thermal

diagnostics that allows software to determine the root

cause of thermal problems in electronic equipment. Using

thermal diagnostics, it is possible to diagnose root causes

that are outside the enclosure, such as an external

obstruction, and those that involve a subsystem with no

temperature-monitoring capability, such as removal of

a side panel of the enclosure. The thermal diagnostic

methodology is to simulate various types and degrees

of thermal problems by repeatedly manipulating a flow

network model of the equipment in an attempt to find the

scenario or scenarios giving rise to temperatures that

most closely match actual temperatures reported by the

equipment. The analysis technique allows the equipment

to invoke autonomic responses to certain situations and

can result in quicker diagnosis and correction of thermal

problems. Key portions of the algorithm have been

modeled and verified to work well. Our model does not

factor in radiated or conducted heat; this appears not

to cause inaccurate results on current hardware. Future

versions of the program could include those effects for

more accurate predictions. Recommendations for future

work also include further refinement and calibration

of the models and algorithm (including the effects of

altitude) and expanding the concept to non-BladeCenter

equipment and higher-level entities, such as entire racks

and data centers.
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Figure 3

(a) Comparison of thermal diagnostic results for two selected 
problem scenarios. (b) Timescale of the diagnosis: Within two 
minutes of a processor blade obstruction being applied, thermal 
diagnostics can determine that conditions are no longer nominal; 
within five minutes it can give an unambiguous and accurate 
diagnosis.
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