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Optical fiber links have become ubiquitous for links at the
metropolitan and wide area distance scales, and have become
common alternatives to electrical links in local area networks
and cluster networks. As optical technology improves and link
frequencies continue to increase, optical links will be increasingly
considered for shorter, higher-bandwidth links such as 1]O,
memory, and system bus links. For these links closer to processors,
issues such as packaging, power dissipation, and components cost
assume increasing importance along with link bandwidth and

link distance. Also, as optical links move steadily closer to the
processors, we may see significant differences in how servers,
particularly high-end servers, are designed and packaged to exploit
the unique characteristics of optical interconnects. This paper
reviews the various levels of a server interconnect hierarchy and the
current status of optical interconnect technology for these different
levels. The potential impacts of optical interconnect technology on
future server designs are also reviewed.

1. Introduction

Over the last several decades there has been steady
improvement in the performance of all aspects of
computer systems, as base computing technologies have
evolved from relays and vacuum tubes through several
generations of CMOS silicon transistor technology.
However, various aspects of the overall system
performance have improved at different rates, as
exemplified by the slow rate of improvement in memory
access time (~5-10% per year) in contrast to, for
example, processor performance per chip (in excess of
40% per year, particularly on applications that make
good use of caches). A similar, although less drastic,
disparity exists in the improvement rate for off-chip

I/O bandwidth relative to per-chip performance. The
most recent International Technology Roadmap for
Semiconductors (ITRS) projects that while per-chip
performance will continue to improve at a rate of
approximately four times every three to four years, the
number of signal pins per module will increase by only
two times over the same period, and the maximum bit
rate per signal pin will increase by only 35% [1]. Thus, the
total off-chip I/O bandwidth (BW) (pin count times bit
rate per pin) will increase by roughly 2.7 times, while the
internal chip performance improves by four times. Over a

decade, this difference in improvement rates would result
in a difference in ratio of nearly three times, which would
dramatically affect balanced system design. The actual
improvement of off-chip bandwidth may in many cases be
even lower, since the maximum off-chip bit rate will often
be limited to a small number of signal pins, with many
pins operating at a lower bit rate.

Other trends highlighted by the ITRS also point to the
increasing importance of chip packaging and off-chip
interconnect. The cost of packaging as a fraction of the
overall packaged chip cost has been steadily increasing.
Chip packages have increased in pin count at 10% per
year while decreasing per-pin cost only 5% per year,
yielding a per-chip increase in package cost of roughly 5%
per year, whereas silicon has provided a performance
improvement of four times every three to four years,
at a nearly constant cost.

These trends illustrate the expectation that many high-
performance chips will be increasingly limited by off-
chip bandwidth, and there will be increasing need for
technologies that provide substantially improved chip-
to-chip interconnect capabilities.

At the same time, there has been dramatic
improvement in the cost—performance of optical
interconnect technologies, at rates which by some
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measures exceed the rate of improvement for silicon
chips. These trends are due partly to the natural
improvement in cost—performance with greater maturity
of optical interconnect technologies and partly to the use
of optics in interconnect scenarios where they have not
previously been used, with consequent engineering
optimizations.

To a large extent, the use of optical interconnect
technologies in commercial products has been limited to
direct replacement of electrical cables by optical cables to
support longer link lengths. As link bit rates have steadily
increased, optical cables have replaced electrical cables
for shorter cable lengths [2]. As optical interconnect
technology becomes less costly and better integrated,
there is increasing opportunity for optics to move
“inside the box,” causing substantial impacts on system
packaging, interconnect topology, communication traffic
patterns, and other aspects of server architecture [3].

As optical interconnects are considered in servers for
progressively shorter links such as I/O buses, memory
buses, and particularly symmetric multiprocessor (SMP)
or system buses, they will also have to accommodate the
demands of these shorter links. This paper considers the
effects that these demands, in areas such as bandwidth—
distance product, power usage, packaging, bit error ratio,
and acceptable cost, will have on the adoption of optical
technology for the various server interconnect links. This
paper provides an overview of current status and trends
in optical technologies at various levels of the server
interconnection hierarchy, and projects the impact that
new optical interconnect capabilities may have on future
server architectures.

Section 2 describes the server interconnection hierarchy
from physical, logical, and topological perspectives.
Section 3 surveys many of the different types of servers
currently being built, with an emphasis on how they differ
in the mapping of physical to logical hierarchies for
different system scales. Section 4 describes some
current research and development efforts in optical
interconnection technologies that are likely to have an
impact on server architecture and design. Section 5
discusses some of the most likely impacts on server
architecture resulting from new developments in optical
interconnection, and Section 6 provides a summary.

2. Interconnects

Interconnect links in servers can be described in terms of
their logical function and physical implementation, and
by the topology of the interconnection network. We
provide a short overview of these three different views
of server interconnects to help facilitate understanding
of areas in which optical interconnects can provide
advantages in future server designs.
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Logical functions of the interconnect hierarchy for
servers

The following descriptions of links are based on their
logical functions. They are listed roughly in order of
decreasing bandwidth, increasing link distance, and
decreasing latency sensitivity. In practice, some of these
logical buses share the same physical hardware in many
server designs. Figure 1 shows the logical hierarchy of
interconnects used in server systems. Each individual
server typically includes a subset of these buses, although
some high-end systems may include them all.

SMP and SMP expansion links

An SMP system is a computer system which has two

or more processors closely connected, managed by one
operating system or hypervisor,' sharing the same
memory and input/output devices between processors.
The SMP bus (or host bus) links processors together,
allowing them to share resources and maintain coherence
among copies of data in memory and in processor caches.
Typically, operations executed by a processor generate
bus operations which are transmitted to any or all of the
other components (processors, memory controllers, or
I/O devices) which may be affected by the operation. This
transmission may occur either through system-wide
broadcast or through targeted transmission to the
affected components. Broadcast buses are typically less
complex but require more bandwidth [e.g., link widths up
to 16 bytes plus overhead, with aggregate bandwidth up
to several hundreds of gigabits per second (Gb/s)],
whereas directory-based bus designs can reduce
bandwidth requirements by limiting transmission of a bus
operation to only the set of components that are affected
by it. SMP buses are typically the highest-performance
and most performance-sensitive links of a system,
particularly for large SMP systems. Along with
bandwidth, end-to-end bus latency, including control

of latency components at transmitter and receiver, is
extremely important, since processors must usually wait
until SMP bus operations complete before continuing
processing. SMP expansion links (or scalability links) can
provide extra distance or fan-out for larger systems, using
extra links and multiple chip crossings.

Memory and memory expansion links

A memory bus is used to interconnect dynamic random
access memory (DRAM) chips to the memory controller.
This is typically an industry-standard bus, having many
memory chips connected to a single multidrop bus except
in the highest-speed implementations. Bit rates for
multidrop memory buses range up to hundreds of MHz.
High-performance point-to-point memory buses can

A hypervisor is a scheme which allows multiple operating systems to run on the same
computer at the same time.
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Server logical interconnection hierarchy.

support a range of bit rates of 3—6 Gb/s per pin pair.
Low-end servers may support as few as eight memory
chips, while high-end SMP servers may support hundreds
of memory chips, using multiple buffer/hub chips
connected to the processor through memory expansion
buses. The memory hub chips then provide fan-out,
multiplexing, and packet switching to support
connectivity to many more DRAM chips than can be
supported by direct connection to the memory controller.

1/0O and 1| O expansion links

An input/output bus is used for attaching 1/O devices
such as disks and network cards to the server. Typical
widths are 32-100 bits. Typical bit rates range from

33 MHz (PCI?) to more than 2 Gb/s (PCI-Express**),
with multidrop busing used at the lower speeds and point-
to-point links at the higher speeds. Similarly, I/O
expansion links with hub and bridge chips provide
connectivity (fan-out and distance) to the I/O cards
supporting a high-end system.

Cluster links

Cluster networks are used to interconnect multiple SMPs,
each with its own memory and operating system, to form
a larger cluster server. The individual SMPs do not share

2 Peripheral Component Interconnect.
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memory with one another and communicate only by
passing software-initiated messages back and forth.
Because of this, the amount of communication traffic
between SMPs within a cluster may be roughly an order
of magnitude less than the amount of communication
traffic within an SMP. There are also clusters that use
more tightly integrated communications mechanisms—
for example, global memory addressability, which allows
processors to directly reference memory attached to other
processors using explicit remote load and remote store
operations. Compared with SMP bus links, cluster
network links usually have reduced bandwidth and
latency requirements, but they must typically span much
longer distances (10-100 m). Compared with local area
network/storage area network (LAN/SAN) links, cluster
links more typically have multiple lines per link to obtain
higher aggregate bandwidth, whereas LAN/SAN links
will usually have only one line per link to simplify cabling
through building walls. The difference between cluster
and LAN/SAN links is not precise, however, since
clusters are often interconnected using LAN network
technology.

LAN|SAN links
Local area network (LAN) links are used to interconnect
machines, which may be quite heterogeneous, across
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distances of tens to hundreds of meters, i.e., within a
building. Storage area network (SAN) links are used to
connect servers with storage systems, and are typically
useful when the stored data are shared among multiple
servers. Typically Ethernet and Fibre Channel are used
for LAN and SAN networks, respectively, and the link
bandwidths are currently of the order of 1 to 10 Gb/s.

MAN|WAN links

Metro area network/wide area network (MAN/WAN)
links extend server communication outside the machine
room or building, typically with standards-based
networks. These networks can span distances of many
kilometers. WAN links are terminated in dedicated
switch/router boxes, connected to the servers by LAN
links. Perhaps as 10 Gb/s Ethernet (10GEnet) MAN and
WAN links using single-mode fiber and long wavelength
lasers are more commonly used, they may be directly
terminated in server frames, but they will be packaged
using normal LAN/SAN/Cluster I/O adapter cards, and
will not place new requirements on server packaging.

Packaging and physical interconnect hierarchy
Current microprocessor chips are placed on a variety

of physical packages with varying capabilities for
interconnect wiring density and cooling. Low-cost
packaging is typically done with organic (plastic)
packaging. Ceramic packages offer superior performance
and pin density and are often used in high-performance
systems. Multichip modules provide significant increases
in bandwidth between chips on the module and increased
off-module signal I/O count. Typically multichip modules
are used to package together processor and cache chips,
or to package multiple processor chips in an SMP
configuration. In the future, multichip modules could also
be used to package together optical components and
processor chips. Single-chip modules or multichip
modules are mounted on circuit boards, which are
packaged in shelves or racks. Low-end systems typically
contain one main circuit board, with I/O cards and
memory cards plugged onto it with card-edge connectors.
Higher-end systems will have multiple circuit boards,
typically connected to both sides of a mid-plane circuit
board. Cables, implemented with either copper or optical
fiber, then connect the shelves or racks to create larger
clusters.

Modern servers employ a hierarchy of interconnect
technologies based on packaging, performance, cost,
and expandability requirements for different models.
Interconnects used in servers range from WAN links to
on-chip data interconnect wires. These interconnects can
be grouped in several categories characterized by link
distance. Each category has different power and area
requirements, bit error ratio requirements, traffic
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patterns, and flow control methods, based on the
need(s) of the link(s) it serves. Wireless networks, which
are important for laptop computers and mobile devices,
are not shown here, since servers typically use wired
communications.

Figure 2 shows the physical interconnect hierarchy
described in the following paragraphs. Also shown in the
figure is the use of optics vs. copper cables for the various
types of interconnects. As shown in the figure, optics
has been used for the longer-distance links for several
decades, with progressively less use of optics for shorter
links. Currently, for bit rates in the range of 1-10 Gb/s,
optical technologies are in common use for links longer
than a few meters.

Intra-chip wiring is the densest wiring found
interconnecting components within a chip. This can
include buses many bytes wide running at the processor
frequency. They are used to interconnect processors to
on-chip caches, memory ports, and I/O ports, and for
processor-to-processor communication for multicore
chips. Because the resistivity of wires increases as their
cross-section area shrinks, the longer on-chip buses tend
to be fabricated with wires wider and thicker than
minimum geometry and sometimes run at less than the
processor speed. Because of materials and processing
challenges and the capability of on-chip electrical wiring,
optical links are not likely to be used for intra-chip
communication for the foreseeable future.

Intra-module wiring: Multichip modules can contain
from two to more than a dozen chips packaged directly
on a single substrate. These modules provide significantly
higher bandwidth between chips than can be obtained
from standard card packaging. While multichip modules
are typically currently implemented with ceramic or
laminate substrates, silicon carriers are also being studied
for future systems (see the paper by Knickerbocker et al.
[4] in this issue). Multichip modules are typically used
to package together processor and cache chips or
to package multiple processor chips together in an SMP
configuration. In the future, multichip modules could also
be used to package together optical components and
processor chips.

Intra-card wiring is used to connect chips on the same
card. Typically one to four processor chips (or a single
multichip module) are mounted on a card, along with
pluggable memory modules and 1/O support chips.
Optical modules used in current servers are most often
mounted on cards and interface with the processor chips
through card wiring.

Card-to-card wiring is used to connect chips on
different cards. For larger systems, 2 to 16 cards are often
plugged into a backplane containing the interconnect
links between the cards. Backplanes can be completely
passive or can contain active switching components.
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Server physical interconnection hierarchy.

For the highest-performance SMPs, the pluggable
interconnects between the cards and the backplane are
pushing the limits of connector technology, and in some
systems the total bandwidth through a card edge can be a
bottleneck.

Cables—short (1-10 m): Two or more backplanes can
be interconnected with pluggable cables to extend the
server size or to interconnect the server to an /O
expansion rack. High-bandwidth versions of this are
typically limited to interconnecting backplanes within
a single rack, or interconnecting between physically
adjacent racks. Cables of this length generally use
electrical transmission.

Cables—Ilong (10-300 m): Longer cables are used
within a computer machine room to implement cluster or
LAN/SAN networks. These cables are distinguished from
shorter cables by the fact that they may, depending on
transmission bit rate and cable length, be implemented
with either electrical transmission or optical transmission
using multimode optical fibers. Newer multimode optical
fibers allow links with a bit rate-distance product of up to
more than 2000 MHz-km (i.e., 4 Gb/s over 500 meters),
whereas copper cables have a bit rate—distance product
more than ten times lower.

MAN/WAN: Communications outside a machine
room can extend to tens or even hundreds of kilometers
at multi-Gb/s speeds, using single-mode fibers and long-
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wavelength (1,300 or 1,550 nm) transceivers. In server
applications, these links are commonly used for remote
data replication, e.g., for disaster recovery. These links
may directly exit a server I/O card or, more typically, may
be generated in a router connected to the server through a
LAN link.

Interconnect topology

Full mesh interconnect

In this simplest of logical structures, every source has a
point-to-point interconnect link with every destination
with which it may have to communicate. This structure
eliminates the need for arbitration and provides the
lowest possible latency. However, the high signal count
required for all-to-all connectivity restricts this topology
to very small networks, e.g., with four nodes or fewer.

Shared bus

For most of the early SMP server designs, it was common
to interconnect multiple processors, memory, and 1/O
ports using a single shared multidropped bus. This is a
“many-to-many” configuration, with multiple senders
and multiple receivers on each common electrical line. An
arbitration mechanism is used to select one sender to
transmit on the bus at a time. This approach has the
advantages of simplicity of design and ease of system
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expansion. However, the electrical characteristics of
a multidropped bus limit its useful frequency to the
200—400-MHz range, and limit its length to 10-20 cm.
As system frequencies move into the GHz range,
shared buses are generally being replaced by point-
to-point interconnects, with impedance-matched
transmission lines. This migration improves the bus
frequency, reducing the wire count per chip, and
eliminates the need for lengthy arbitration among
multiple transmitters. Several options for point-to-point
topologies are discussed below. A similar migration from
multidropped bus to point-to-point link has occurred
with Ethernet, as speeds increased from 10 and 100 Mb/s
to 1 and 10 Gb/s. Similarly, the multidrop PCI/PCI-X
bus architecture is being supplanted by the InfiniBand™**
and PCI-Express architectures, which use point-to-point
signaling with switching router/hub chips to accomplish
fan-out.

Switched

The most generally useful networks currently are
multistage packet-switched networks, in which modules
are connected with point-to-point links, and switching
elements within the modules route data and control
packets to their proper destination on the basis of
explicit routing headers or address-based routing. There
are a wide variety of switched network implementations,
depending on topology and integration of switching
functionality in other components. The simplest switched
networks are loops, with each node on the loop
containing a three-port switch that allows packet
insertion into and removal from the loop and forwarding
along the loop. More complex topologies, such as
hypercubes, 2D and 3D tori, and fat-tree or other
topologies, provide varying benefits at various network
sizes and can be characterized by performance parameters
such as chip count, scaling characteristics, network
diameter, and bisection bandwidth.

Direct-switched

Switched networks can also be distinguished by the
location of the switching capability: Switching can be
integrated into end-nodes, into specialized switch-only
chips, or into both. End-nodes containing switching
features can be connected directly (to form “direct”
networks) without external switch chips. However,
implementing switching within a chip that also
incorporates other functions limits the port count that is
practically achievable—typically to six or eight ports. By
contrast, a dedicated switch chip can be built with tens of
ports, allowing construction of larger-scale networks with
lower diameters (fewer chip hops across the farthest-
separated nodes). A further design parameter arises in
balancing the number of ports per switch chip with the
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per-port bandwidth: A chip with higher port bandwidth
will typically allow fewer ports per chip.

3. Survey of current server designs and
packaging

This section describes the variety of packaging styles
and technologies that are used to construct servers of
various types. Servers vary in size over a wide range of
configurations, from single-board systems up to systems
occupying multiple frames. Server design and packaging
are determined by multiple factors, including
interconnect, cooling, modularity, and operating system
extent. Figure 3 shows a classification of various scales
of servers, along with pictures of 2005-era systems to
illustrate the relative physical sizes of the various systems.

Server designs

Low-end servers

Low-end servers typically consist of one to two
microprocessor chips mounted on a card together

with dual in-line memory modules (DIMMs) and 1/O
controllers, along with power, cooling, and cabling
infrastructure. They can be packaged as a deskside unit
or mounted in a 1U or 2U (1.75-in. or 3.5-in.-high) shelf
that fits in a standard rack. They generally have good
price—performance because of cost-optimized designs,
limited memory and I/O capacity, minimal support for
redundancy and concurrent repair, and no support for
upgrading to larger systems.

Mid-range SMPs

Mid-range SMPs are typically built from smaller
building blocks (boards) containing from one to four
microprocessor chip, memory, and I/O ports. Up to four
of these building blocks can be interconnected with a
cost-optimized SMP bus, commonly implemented as
pluggable copper cables. Future bandwidth density
requirements may justify the use of optical fibers for these
pluggable cables. Mid-range servers typically have a
larger memory capacity per microprocessor chip than
low-end servers, and they typically support more
extensive attachments for I/O devices. Mid-range servers
may support concurrent maintenance and improved
redundancy.

High-end SMP machines

High-end SMPs support larger numbers of processors,
larger amounts of memory, extensive I/O expansion
networks which can span multiple frames, and higher
levels of reliability, redundant components, and
concurrent maintenance. High-end SMPs are typically
assembled from basic building blocks (boards) that
tightly integrate four microprocessor chips, memory,
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Classification of server systems.

and I/O ports. Four to 16 of these building blocks can be
plugged into a high-performance SMP network that is
typically implemented as a large custom backplane. SMP
bus bandwidth requirements push connector technology
to the extreme because of the large amount of traffic that
must be handled—already hundreds of Gb/s in existing
servers and growing.

These basic machine types can be combined into
arrays, using several different form factors, as described
below.

Clusters and parallel-processing machines

A computer cluster typically consists of two to thousands
of SMP servers connected through a cluster network or
LAN and used as a single computing resource. Generally,
two-node and three-node clusters are employed for
redundancy-based reliability. Larger clusters are used to
provide significantly higher performance than that from
a single high-end SMP. Typically, each server within a
cluster has its own memory, communicating with the
other servers only by passing software-initiated messages
back and forth.

Blades

Blade-style packaging is a particular type of cluster
configuration based on modularity and dense packaging
of multiple small SMP blades in a rack. Each blade is
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typically built as a board containing only the components
of a low-end server—one or two processor chips,
memory, and standard I/O ports. Current systems restrict
SMP interconnects to processors packaged within the
same blade. The blades are plugged into a backplane or
midplane that provides the LAN/SAN or cluster level
of interconnect between multiple blades and external
systems, as well as shared infrastructure (power supplies,
fans/blowers, network and power cables, and integrated
system management). This sharing of network, power,
packaging, and cooling infrastructure increases density,
simplifies heterogeneous system management, and
reduces cost for installations requiring more than a few
blades.

Today, the backplane interconnect between blades is
typically implemented with 1-Gb/s Ethernet or 2-Gb/s
Fibre Channel, which provides adequate performance for
the systems which can fit on a blade. In the near future
this is likely move up to InfiniBand or 10GEnet.

Server physical interconnect hierarchy mapping to
logical hierarchy

A summary of the uses of the various interconnect
technologies in the various scales of systems is shown in
Table 1. Several points are evident from the table. SMP
links have, to date, been implemented only in on-card
or backplane links, since the required widths for a
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Table 1 Mapping logical and physical interconnect hierarchies for various system scales.

Interconnect—

System scale

logical levels

Low-end Blade Mid-range SM P High-end SMP
SMP bus On-card On-card On-card On-card or backplane
SMP expansion — — Cable, if present Cable, if present
Memory expansion — — On-card On-card
Memory On-card On-card On-card On-card
1/O expansion — — Cable, if present Cable
1/0 On-card On-card On-card or backplane On-card or backplane
Cluster Cable Backplane Cable Cable
LAN/SAN Cable Backplane Cable Cable

competitive bus—typically 8 or 16 bytes wide, plus
overhead—are impractical to implement with copper
cables at competitive cost. SMP expansion links and I/O
expansion links are present only in larger systems that
extend over multiple boards and shelves. All systems have
1/O buses and cluster/LAN/SAN connectivity, but
typically only the blade-style systems integrate both ends
of a cluster or LAN/SAN link on the same backplane.

Clusters may be, and commonly are, built using all of
these base server types, by incorporating cluster adapters
and switch network infrastructure. Also, specialized
clusters (particularly large-scale or ultra-scale clusters)
are built as specialized machines with cluster interconnect
network components tightly integrated into the node
structures as described later, in Section 5.

4. Optical interconnect technology and trends
This section describes the use of optical technologies in
various aspects of server interconnection; it describes
recent demonstrations of significantly improved optical
interconnect technologies that may be integrated into
future server systems.

In the first subsection, existing single-channel
bidirectional links based on the optical Ethernet standard
transceivers are considered and found to be unsuitable for
server interconnections. The second subsection describes
existing parallel link modules which contain 12
unidirectional links operating at up to roughly 3.5 Gb/s
per channel. The technologies used in these modules,
while not yet at the level required for server optical
interconnects in terms of density and per-channel bit rate,
are a significant step in the right direction. Since the
existing commercial modules do not meet the needs of
server interconnects, the remaining sections examine
current research into higher-performance modules. The
third subsection shows how commercial 3-Gb/s parallel
optical modules can be made to operate at 10 Gb/s per
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channel without changing the standard packaging. For
the first uses of server optical interconnects, 10 Gb/s is
fast enough. The fourth subsection examines still wider
parallel links, either with more fibers or with multiple
wavelengths on a single fiber. The fifth subsection
describes a multiple-fiber, multiple-wavelength module
that has been reported by Agilent Technologies. This
module, while not yet commercialized, has the density
and speed required for use in servers. Finally, the sixth
subsection looks briefly at the emerging technology

of optical waveguides, which have the possibility of
eventually replacing copper traces or optical fibers for
on-card and backplane interconnects.

Historically, the use of optical technologies vs. copper
link technologies has been governed by tradeoffs between
link cost (including development cost, component cost,
power penalty, and system complexity cost, in various
ratios) for the two technologies at various link lengths
and bit rates. In general, optical technologies operating at
a particular bit rate have been used for links longer than a
particular crossover length, with electrical interconnects
used for shorter links. The crossover length is typically
shorter at higher bit rates. The optical interconnect
research and development projects described in this
section are aimed at decreasing the crossover lengths for
links at various bit rates.

Ethernet technology comparison with SMP link
requirements

The 10GEnet family of standards specifies a number of
media-dependent transmission technologies for LAN and
WAN applications. The physical media described in
various ancillary standards, some still in progress as of
this writing, include backplanes, copper cable, multimode
fibers, and single-mode fibers. Ethernet networks are well
established at network speeds of 1 Gb/s and lower, and
(barring potential competition from InfiniBand networks
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in tightly coupled and high-performance cluster
applications) there is little risk in expecting 10GEnet to
be widely deployed through this decade for LAN and
MAN applications. To assess the further impact of
10GEnet technology on server architectures, however,
it is instructive to consider whether 10GEnet links
could be used for SMP bus links.

There are several design factors that affect SMP bus
links, dictated by their use in the system. The first is the
uncorrected bit error ratio (BER), which should be in the
range of 1 X 1072° or better. Uncorrected bit errors on an
SMP link cannot be allowed, since they may affect any
piece of data or code handled by the system. The required
bit error ratio is determined by system lifetime. In a
system having an aggregate SMP bus bandwidth of
100 Gb/s (10" bits per second), a 1 X 1072° BER would
give an average of one error every 10° seconds (31.7
years), which is sufficient to ensure essentially error-free
operation during the expected lifetime of a system. The
10GEnet link definitions are rated at either 1 X 1072 or
1 X 107'° BER (i.e., many errors per day), and do not
include error-correction coding. Very substantial
additional error-correction circuitry, with attendant
latency and complexity penalties, would be needed to
overcome this difference between raw and corrected BER.

A second factor is an adequate bit rate—distance
product. While the optical versions of Ethernet are
acceptable here, most of the electrical versions of
Ethernet (XGMII, XAUIL, and XFTI [5])* consist of
multiple parallel data lines at a bit rate well below
10 Gb/s. The 10GEnet XGMII interface (37 bits wide,
at less than 300 Mb/s) is too wide and low-speed to
be competitive in SMP links. The XAUTI interface is
a four-lane-wide, striped, 8B/10B-encoded, 3.125-Gb/s
differential interface with a reach of 70 cm over standard
circuit boards. The XFT interface carries full-rate
(10.3125-Gb/s) coded data a distance of 20 to 30 cm from
the framer to the electronic-to-optical (E/O) and optical-
to-electronic (O/E) converter module. Either XAUI or
XFTI could provide an adequate bit rate—distance product
to be used for SMP links, but have other deficiencies in
power usage, latency, and form factor, as described
below.

A third factor is low power consumption, well below
1 W for a 10-Gb/s line, more typically less than 0.2 W.
This requirement arises because the combination of
interconnects and processors must not exceed the system
cooling capabilities. The electrical Ethernet signaling
described in the previous paragraph has a typical power
consumption of roughly 1 W for 10 Gb/s, several times
higher than typical SMP links. For optical Ethernet, the

3 XGMII: 10-Gigabit Medium-Independent Interface; XAUI: X (for “ten™) Attach-
ment Unit Interface; XFI: 10-Gigabit Small-Form-Factor Pluggable Electrical
Interface.

IBM J. RES. & DEV. VOL. 49 NO. 4/5 JULY/SEPTEMBER 2005

short-reach, 850-nm multimode fiber implementation of
10GEnet typically requires 2 W for just the E/O and O/E
portions, and 3-5 W for a full transceiver. The optical
sources for this implementation are 850-nm vertical-
cavity surface-emitting lasers (VCSELs) [6]. This option
provides the lowest power of the various optical Ethernet
standards, yet it is still too power-hungry for SMP
applications.

Although 10GEnet technologies are well optimized for
LAN (long cable) and MAN/WAN links, neither copper
nor optical 10GEnet technologies are well suited for SMP
bus applications. Along with the primary considerations
discussed above—power usage per Gb/s, bit error ratio,
and link length—other considerations, such as latency
through the Ethernet framer and mechanical form
factors, preclude the use of 10GEnet for high-bandwidth
SMP buses. We conclude that the 850-nm fiber
transceivers work well for clusters and LAN links;
however, today’s optical Ethernet transceivers are not
suited for use in SMP or SMP bus expansion links in
present and future systems.

Multimode 12X fiber ribbon InfiniBand-compatible
links
As described above, the 850-nm multimode fiber is the
medium that provides characteristics most closely suited
to the requirements of SMP links. However, other
850-nm multimode optical module technologies share the
advantages of the 850-nm 10GEnet implementation while
also providing greater parallelism, better power efficiency,
and better opportunity for correcting bit errors that occur
during optical transmission. The IBM High Performance
Switch (HPS) cluster network [7] utilizes a parallel optical
module that is available commercially from multiple
manufacturers. Known as the “SNAP12” module
(Figure 4), this device may also be used for InfiniBand
optical links at 12X width, operating at 2.5 Gb/s per
channel [8]. A narrower InfiniBand link definition, with
four fibers per direction, uses the same technology.

The transmitter version of a SNAP12 module contains
a linear array of 12 VCSELs [6] operating at 850 nm;
these are co-mounted on an internal electrical flexible
printed circuit (flex) with the necessary electronics to
drive the lasers. The other end of the flex contains an
electrical connector (a 100-pin MEG-Array** connector).
This electrical connector and the industry-standard
multifiber ferrule for the 1 X 12 fiber ribbon array largely
determine the form factor for the module. The electrical
inputs to the module are relatively simple, using
differential current mode logic for the high-speed data
inputs and outputs. The receiver version of the module
consists of an array of surface-illuminated photodiodes
(PDs), with amplifiers to drive the output electrical
signals. Although VCSELSs can be produced to operate at
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Module height 12.8 mm

BGA connector
J (electrical in)

MTP connector
(optical out)

SNAP12 module showing form factor and dimensions.

wavelengths from approximately 650 nm to 1,550 nm, the
850-nm wavelength is chosen primarily because it is where
the lowest-cost, highest-reliability devices from multiple
vendors can be found. Commercial SNAP12 modules
commonly operate at up to approximately 3.3 Gb/s per
channel, for an aggregate throughput of approximately
40 Gb/s for a module pair.

The choice of VCSELSs for the lasers in parallel optical
modules such as SNAP12 and the Infineon Paroli** arises
from the need to fabricate a low-cost 1 X 12 array of
lasers for the parallel optics. Other communications
lasers, such as Fabry—Perot and distributed feedback
lasers, are non-surface-emitting devices in which a cleaved
facet acts as the output mirror. Such lasers naturally lend
themselves to linear array configuration but are generally
more expensive than VCSELs because of yield and testing
issues.

The fibers that connect the receiver and transmitter
SNAP12 modules consist of a 1 X 12 linear array of fibers
on a 250-um pitch. The link uses multimode fibers
(MMFs) with a core diameter of either 50 or 62.5 um.
The choice between multimode and single-mode fibers
is based on transceiver cost and the short-distance
requirement of optical interconnects. The use of MMFs
lowers the transceiver cost by providing a mechanical
alignment tolerance of 5-10 um between the
optoelectronic device and the fiber array, whereas single-
mode fiber alignment requires submicron mechanical
alignment precision. The extra cost of this precision
mechanical alignment is justified in single-mode
telecommunication systems, in which the transmission
distance is measured in tens to hundreds of kilometers
and the fiber costs dominate the link cost. For data
communication systems, on the other hand, and for the
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coming optical interconnects in servers, the achievable
distance with MMFs of up to 1 km [9] is more than
adequate.

12 x 10-Gb/s VCSEL-based multimode fiber link
The SNAPI12 technology described in the previous section
offers a 40-Gb/s aggregate fiber optic link bandwidth
when a 3.33-Gb/s per channel bit rate is used. For many
anticipated server connections, this link rate is not fast
enough. Since package development can dominate the
cost and timeline for an optical transceiver, reuse of

the SNAP12 package at 10 Gb/s per channel could
speed the development of higher-throughput parallel
optical modules. Although a faster commercial version
of SNAPI2 has yet to be announced, research into
12-channel parallel optics modules has been pursued

at several corporate research laboratories [10, 11]. This
section describes the results of a 120-Gb/s link based

on the SNAP12 package [12]. This work explored

the performance of the existing SNAP12 flex-based
technology and BGA (ball grid array) connector at

10 Gb/s per channel. The important issues are signal
integrity, crosstalk, power dissipation, and link bit error
ratio.

To make the SNAP12 package ready for 10 Gb/s per
channel, the flex layout was reengineered to minimize
skew and improve shielding of the differential
transmission lines. Power-supply decoupling was also
improved. Characterization of the MEG-Array electrical
connector showed that it could support 10 Gb/s, with
reassignment of the pins (again to minimize skew and
improve shielding). The optical coupling and alignment
schemes remained unchanged, and wire bonds continued
to be used for both the integrated circuits (ICs) and the
optoelectronic devices. The 3-Gb/s commercial SNAP12
ICs were replaced with 10-Gb/s SiGe ICs. Since the power
dissipation of the 10-Gb/s SiGe ICs was nearly the same
as for the 3-Gb/s ICs, the thermal properties of the
SNAPI2 package were sufficient for heat-sinking. The
transmitter and receiver each dissipated about 110 mW
per channel. It should be noted that these ICs were
not optimized for low power dissipation.

The optical signal integrity of the transmit eye
was quite good, with rise and fall times of 38 ps [see
Figure 5(a)]. The received electrical signal is also shown
[Figure 5(b)], with rise and fall times of 36 ps following
several connectors and cables. Electrical package
crosstalk of the MEG-Array plus flex circuit was
measured to be less than 30 dB up to 20 GHz. To achieve
a good overall level of crosstalk in the transmitter, it was
found that a common cathode VCSEL array should be
avoided. Transmitters that were built with isolated
VCSEL devices (on a semi-insulating substrate) were
measured to have a crosstalk penalty of less than 0.1 dB.
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This measurement indicates that the crosstalk within

the IC is very small, and that wire bonds can be used at
these data rates. The worst-case crosstalk penalty in the
receiver was about 3 dB. The worst-case receiver crosstalk
occurs when the total link attenuation is at a minimum,
so that the signals reaching the receiver are at their
largest. With nominal amounts of link attenuation, the
receiver crosstalk penalty was about 2 dB.

Link experiments were conducted on a range of
different fiber lengths from 10 m to 300 m. For the 300-m
experiments, next-generation multimode (OM-3) 50-um
fiber was used. During one long-term experiment in which
the link was operating at 120 Gb/s, nine errors were
observed in 68 hours for a BER better than 1 X 107",

This characterization of the signal integrity, power
dissipation, crosstalk, and link error rate showed that
the existing SNAPI12 form factor and technology are
suitable for the higher data rates demanded by server
interconnects. A similar investigation using 10-Gb/s ICs
on a flex but without a pluggable connector led to a
similar conclusion [11].

Increasing density beyond 1 x 12 optical modules
The preceding subsection demonstrated the ability of
existing 1 X 12 parallel optical modules to migrate to
higher bit rates by optimizing the O/E devices, Si driver
electronics, and electrical flex packaging. However,

as noted in Section 2, a substantial amount of
communication is required between nodes, particularly
in the SMP and memory links, and electrical pin-count
densities on the first-level package (e.g., an MCM or
SCM) limit the amount of information that can be moved
on or off the package. As a result, it would be very
desirable to have the electrical interface to the optical
interconnect be very close to the processors. In addition
to overcoming pin-count limitations, placing the optics
close to the processors avoids the need for transferring
the electrical signals to optical modules located at the
card edge. At high bit rates, there is a substantial power
penalty for driving the electrical signal to the card edge.
Because of the pin-count limitations and because of the
power required to drive electrical signals to the card edge,
1 X 12 modules with a SNAP12 footprint, even if
operating at high bit rates of 10 Gb/s or beyond, are
not dense enough.

Increased density can be achieved by decreasing the
module size, and smaller footprints help to enable
operation at higher bit rates. However, given the high
number of signals and congestion at card edges,
managing fibers bundled into 1 X 12 cables would
probably require aggregation of the 1 X 12 optical ribbon
cables into 2 X 12, 4 X 12, or 6 X 12 cables at the board
edge.
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Measured 10.3-Gb/s eye diagrams of one channel of the reengineered
1 X 12 Snap12 optical modules: (a) transmitted; (b) received.

A more attractive approach to increasing density is to
increase the module parallelism. Rather than continuing
to go to wider linear arrays, however, there is likely to be
a trend toward more use of two-dimensional arrays such
as 2 X 12,4 X 12, or 6 X 12 arrays of fibers and VCSELs
or photodiodes. Although such modules may be bigger
than a 1 X 12 SNAP12 module, such modules can provide
better aggregate density per channel. There are several
examples of modules, either under development or
shipping as commercial products, that achieve this
improved density [11, 13].

One key issue to be addressed for two-dimensional
parallel modules is elimination of the wire bond that is
used in the 1 X 12 parallel modules to electrically contact
the VCSEL or PD arrays. It is very difficult to contact an
array with more than two rows at the typical 250 X 250-
um pitch of typical MMF ribbon and connectors using
wire bonds. This problem has been addressed by a flip-
chip attach between the drive electronics and the O/E
array [14], as illustrated in Figure 6. This flip-chip attach
presents some thermal management issues for the
temperature-sensitive VCSELSs, since they are attached
electrically to the IC on one side and optically coupled to
the fiber on the other side, leaving no direct surface of the
VCSEL available for a heat sink. However, the thermal
issues have been found to be manageable by optimizing
the VCSEL for reliable operation at slightly elevated
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Flip-chip attachment of optical-to-electronic devices on ICs (48
VCSELSs on a 48-channel driver IC, after [15]). Structure illustrated
in Figure 7.

temperatures. A virtue of the flip-chip attach is that it can
present less parasitic series inductance than wire bonding,
which is helpful for a high-frequency interconnect. Flip-
chip optical devices use their substrate as the optically
active surface and thus operate at wavelengths much
greater than 850 nm (e.g., 980 nm or 1,310 nm), where
the substrate materials (GaAs and InP) are optically
transparent.

It is also possible that parallel optics could evolve in
more complex directions than simply increasing the
channel bit rate and the width of the link. One of the most
straightforward ideas is to use multiple wavelengths on a
single fiber (wavelength division multiplexing, or WDM).
A version of a parallel WDM transmitter and receiver has
been demonstrated and is described in the next subsection
[11, 16]. This system is considered “coarse” WDM
(CWDM), since the wavelength spacing between channels
is typically 10-15 nm, as opposed to the 0.5-1.0 nm
channel spacing typical of the dense WDM (DWDM)
systems used in long-haul telecommunications.

A more radical version of optical interconnects could
use DWDM. At present, the costs of such systems appear
to be prohibitive compared with those of the parallel
optics technologies discussed above. However, since
DWDM systems can multiplex many wavelengths into
a single fiber, there is a tremendous possibility for a
reduction in fiber count and cost of distributing the
optical signals. Against this reduction in fiber count,
however, is the fact that DWDM is inherently a single-
mode system with comparatively expensive components.
Today, each wavelength of a DWDM system typically
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consists of a distributed-feedback laser, which produces
unmodulated light, and a separate modulator (sometimes
on the same substrate). Each laser must be temperature-
controlled to within ~1°C. The separate wavelengths are
multiplexed, e.g., with an arrayed waveguide grating
(AWG), again temperature-controlled. At the receive end,
there is typically an additional AWG, and more single-
mode optics to convey the signal to the PDs. At present,
the cost of a DWDM link is ~100 times more expensive
than a VCSEL/MMF data communication link on the
basis of cost per Gb/s. This cost and the bulk of the
optical transceivers in such systems must be overcome
before DWDM can be considered for intrasystem
interconnects; however, there are promising
developments in this direction. One technology option
is to use highly integrated “photonic integrated circuits
(PICs)” with laser modulators, AWGs, waveguides, and
other optical functions on relatively large InP substrates
[17, 18]. If such an InP PIC can be produced reliably and
at low cost, it could have a major impact on both long-
haul WDM systems and optical interconnects. There is
also significant ongoing work in silicon photonics, using
a combination of III-V laser and III-V or Ge-based
detectors and active optical circuits such as modulators
and AWGs built using CMOS and silicon-on-insulator
(SOI) technology [19, 20].

Ultimately, the decision on whether to use simple
parallel optics or some form of WDM will revolve
primarily around the cost of the various interconnects.
The cost difference between CWDM and single-
wavelength parallel modules depends on the tradeoff
between the costs associated with the multiplex/
demultiplex (MUX/DEMUX) and tighter laser
wavelength control compared with handling a larger
number of fibers. DWDM systems can use more
wavelengths and even fewer fibers than CWDM.
However, CWDM lasers do not require the precise
temperature regulation of DWDM lasers, and
inexpensive VCSELs may be used as the laser source.
The enormous cost disparity of DWDM compared
with single-wavelength or CWDM parallel solutions
will have to be eliminated before it can be considered
a serious contender for optical interconnects.

Wider VCSEL multimode links using CWDM
Reference [11] describes the demonstration of a 48-
channel high-density optical transmitter and receiver pair,
termed the Multiwavelength Assemblies for Ubiquitous
Interconnects (MAUI) module. One feature of the MAUI
modules is that it reduces the fiber count by a factor of 4
by using CWDM, as explained in the previous subsection.
The target overall bandwidth is more than 10 Gb/s in
each of 48 channels. This bit rate should match or exceed
the clock speed of microprocessors and so be adequate

IBM J. RES. & DEV. VOL. 49 NO. 4/5 JULY/SEPTEMBER 2005



for the initial use of SMP bus optical interconnects in
Servers.

The four 1 X 12 VCSEL arrays used in MAUI are flip-
chip-attached to the IC, as explained in the previous
section. After attachment of the O/E array to the IC, the
optical coupling is added as shown in Figure 7(a). Since
the fiber ferrule has spacing between the pins of 4.6 mm,
the electronic/optical assembly is quite compact. The
complete assembly can be wire-bond-attached to an
electrical flex similar to that used for the SNAP12
modules. However, the higher electrical density makes
it difficult to package the module with an electrical
connector. Instead, contacts to the electrical flex are
accomplished by a direct BGA solder attach. This
allows the contact pitch to be as small as 0.5 mm, as
opposed to 1.27 mm for an electrical connector such as
the MEG-Array.

Since this module uses a four-wavelength CWDM
design to reduce the fiber count, an optical MUX and
DEMUX are needed. These components are based on
sequential reflection from dichroic optical wavelength
filters, with a ray-trace diagram as shown in Figure 7(b).
The loss associated with the wavelength MUX is about
5 dB, which, since there is a companion DEMUX at the
receiver, is a substantial loss of optical power that must
be overcome by higher laser powers or better receiver
sensitivity.

Denser optical links

Properly packaged, the fiber-based parallel modules
described above will probably be suitable for the initial
use of optical interconnects in servers. However, as
serial rates continue to increase beyond 10 Gb/s and

the required density of interconnects on a card or a
backplane continues to increase, it would be desirable to
replace the on-card and backplane electrical interconnects
with high-density, low-power optical interconnects. This
replacement will require even lower optical interconnect
cost and higher density and bit rate than those delivered
by the modules described in the preceding subsection. In
addition, management of the optical “wires” will likely be
impractical if the “wires” continue to be optical fiber
ribbons which are not integral to the circuit card.

As a result of these considerations, much research is
currently focused on polymer optical waveguides, which
have the possibility of being fabricated as part of the
organic electrical circuit card. A number of challenges
must be overcome in order to make these waveguides
a practical technology, including the following:

e Optical loss of the waveguides (less than 0.1 dB/cm
for ~1-m links).

e Stability of the waveguides during the board
manufacturing process, chip attachment, and system
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(a) MAUI module, showing (b) parallel wavelength division
multiplexing optical signal paths.

operation (less than 250°C for manufacturing, 80°C
during operation).

e Scalability of waveguide manufacturing to board
dimensions (e.g., ~60 X 80 cm).

* Low-loss optical interface between O/E module and
waveguides, and between board and backplane (less
than 2 dB per interface).

The work on waveguide-based optical interconnects is
at a preliminary stage; there is much additional work to
be done in order to determine a complete commercial
technology. For example, no consensus exists as to how
to manufacture the waveguides, and whether they should
be attached to the surface of the circuit card or laminated
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High-speed Silicon
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electrical
vias
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Assembly processes

Tx module
S.@E B

Optical waveguide
with turning mirror
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Laser or photodetector
with back-side lens

Cross section of Terabus module structure. (Tx: transmitter; Rx:
receiver.)

14-Gb/s electrical eye diagram at the output of a Terabus receiver.
The optical input is from a Terabus transmitter.

inside. Waveguides could be fabricated as a single layer
or in multiple layers. Such fundamental choices will
influence other aspects of the overall technology, such as
the optical coupling schemes that are possible. Similarly,
appropriate board-to-backplane and board-to-fiber
optical connectors are required if this sort of technology
is to achieve acceptance, and high-density, low-loss
connectors of this sort are at a very preliminary stage.

Nonetheless, there has been significant progress. For
example, a number of low-loss acrylate and polysiloxane
materials have been developed [21] which are photo-
definable by lithography or direct laser writing and
appear to have adequate thermal stability. The materials
may be deposited by a spin-on process, spray-coating,
or doctor-blading (spreading with a flat blade), and
structures such as mirrors can be created by laser
ablation. Both deposition on top of and lamination inside
organic circuit cards have been demonstrated. The
materials have also shown the ability to support high-bit-
rate communications [22].
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Efforts are currently underway to demonstrate
complete operation of board-level optical waveguide
interconnects. Such demonstrations will go a long way
toward determining the appropriate packaging and
materials choices for waveguide technology. One such
recent effort is the Terabus program [15], which is a joint
effort between the IBM Research Division and Agilent
Laboratories. The overall approach of the program is to
create a “chiplike” silicon-carrier-based optical module
that is coupled electrically and optically to an organic
circuit card, as illustrated in Figure 8.

Some of the most critical components for Terabus have
been demonstrated. For example, 4 X 12 CMOS IC and
O/E arrays have been fabricated and joined as shown in
Figure 6, and a complete fiber-based link at 14 Gb/s has
been demonstrated. An electrical eye diagram from a
Terabus laser diode driver and VCSEL that is fiber-
coupled to a PD and an amplifier is shown in Figure 9.
The link ran at a bit error ratio of less than 1 X 107 "2,
Analysis and simulation of the Terabus packaging shows
that it will support future bit rates of at least 20 Gb/s.

5. Impact of optical technologies on server
architectures

Optical links for SMP buses
Present SMP links and SMP expansion links between
server nodes are served by dense, impedance-controlled
connectors and backplanes or cables. Typical link
distances are in the range of one meter of standard circuit
board material and up to two meters of cable. Future
higher-performance systems will require higher-
bandwidth buses between processor complexes, or
between system racks in the case of very large clusters.

SMP links require cost-competitive, high-bandwidth
(more than 100 Gb/s), low-power, low-latency interfaces.
In next-generation systems, each point-to-point link in an
SMP system, whether cable or backplane, will have an
aggregate, bidirectional throughput of 100 to 500 Gb/s.
Using present electrical I/O technology would require
hundreds of electrical signals and, for short links, several
watts of power dissipation. For longer cable links,
cable bulk and bend radius become a concern; some
multiplexing of the data to higher rates is required
in order to maintain bandwidth while maintaining a
manageable cable. Electrical solutions for multigigabit
cable transmission for distances greater than
approximately 2 m would require two to three times the
power required by shorter electrical links. This is the area
of application in which parallel optical links could first
offer advantages.

Optical technologies can be engineered to satisfy these
SMP cable link requirements, but the needs of the entire
system must be kept in mind. The majority of SMP
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cable links will be in the range of 2 to 10 m, allowing
technology tradeoffs not possible for longer links. System
architects will prefer optical solutions which operate
efficiently at a few speed multiples above the standard
board-level electrical chip-to-chip communication rates,
since custom chips and additional latency would be
required to multiplex the data to much higher rates for
optical transmission. These system requirements could be
handled by two to four SNAP12-like modules operating
in the range of 5 to 10 Gb/s per fiber. In addition, SMP
systems will benefit from forward error-correction coding
information transmitted along with the data to avoid the
need for higher-latency retry protocols to recover from
transmission errors. These requirements are different
from current optical link standards, so it is likely that first
implementers of optical SMP buses will use SNAPI2 or
other standards-driven physical layers in combination
with custom bus conversion chips to condition, transmit,
receive, and correct the data sent over parallel optical
SMP links.

Servers with optical multidrop buses
As described in Section 2, the simplest and lowest-latency
structure for connecting small numbers of nodes is a
multidrop bus, where multiple transmitters may,
after arbitration, take turns broadcasting packets
simultaneously to multiple receivers over the same
physical transmission medium. This structure is
particularly useful for SMP buses, which use a
“broadcast-and-snoop” protocol to maintain cache
coherence. Such coherence protocols operate as follows.
When multiple processors with per-processor local caches
share access to the same memory, they may locally cache
copies of the memory data, and must read and write data
in a way that ensures that other processors can be sure of
getting the most current version. For example, when a
processor executes a “Load” instruction for a piece of
data not in the processor cache, the cache controller can
broadcast the corresponding bus operation to all of the
cache controllers and memory controllers in the system.
The other cache controllers then give a response,
indicating whether they have a shared (read-only,
unmodified from the copy in memory) or modified
version of the relevant data. The responses from all of
the cache controllers are aggregated, and, depending
on the aggregated response, the data is brought into the
requesting cache either from memory or from another
cache, and the cache-line status in all processor caches
is modified appropriately. Further details on simple
broadcast-and-snoop cache coherence protocols can
be found, e.g., in [23].

Broadcast-and-snoop coherence protocols are
relatively simple to implement; they provide low-latency,
high-performance cache coherence, but require that all
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operations which may affect cache state are broadcast
to all cache controllers. Directory-based coherence
protocols, which reduce the amount of bus traffic, do
exist [24], but they require more complexity and more
local state, which can reduce performance for moderate-
scale systems.

With SMP buses at moderate bit rates (less than 500 to
800 MHz), the broadcast function can be implemented
electrically at the physical layer, over bus lengths of a few
tens of centimeters. For buses operating at higher speeds
and longer distances, however, including backplane-
length (20-1,000-cm) links, transmission-line effects such
as reflections and matched impedance become important,
and point-to-point links must be used. The logical
broadcast function must therefore be implemented as a
switched multicast function, with operations packets
being replicated as they pass through multiple chips
to connect the cache controllers.

In practice, splitting an electrical signal reliably across
more than two receivers at Gb/s bit rates is a difficult
proposition, especially where the physical environment
includes significant attenuation and impedance
discontinuities in connectors, vias, and chip module
packages. However, splitting an optical signal to multiple
receivers can be done without impedance discontinuities
that affect the achievable bit rate. The primary limit to
achievable bit rate comes from power limitations, as a
signal split among N receivers provides 1/N or less of
the power available to a single receiver.

If an optical broadcast bus could be physically
achieved, there would be substantial advantages to
system design vs. a multistage interconnect network.
These advantages include the following items:

e Latency: No multistage transmission.

e Power: Each transmitter transmits to multiple
receivers, replacing multiple retransmissions of each
operation with data recovery and latching in each
stage.

e Modularity: Adding more nodes on a network does
not change the system timing.

There are some significant challenges that must be
overcome to enable such a system to operate correctly.
These challenges include many-to-one transmission, link
power budget, and wide-bus transmission:

* Many-to-one transmission. The opposite of a
broadcast bus (one-to-many, with one transmitter and
many receivers) is a many-to-one bus. The primary
challenges with many-to-one transmission are
transmitter squelch and timing. The squelch issue
arises from the fact that, once an arbitration cycle is 769
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done, the winning transmitter should not be affected
by crosstalk from the inactive transmitters. In normal
point-to-point optical links, an optical “0” does not
correspond to zero optical power—the on/off ratio in
normal transmission is typically between 10:1 and 3:1,
but may be even smaller. In a many-to-one scheme,
however, the transmitters which are “off” must be
truly off (squelched) in order not to interfere with the
active transmitter. The timing issue arises from the
fact that, in switching from one transmitter to a
different transmitter over the same shared medium,
there is generally some path length difference, which
appears at the receiver as a phase difference. There
must be some method for compensating for this phase
difference, either at the transmitter or at the receiver.
Link power budget. For a one-to-many broadcast
bus to operate correctly, the received signal at each
receiver, after signal splitting, must be strong enough
to allow reliable data reception. For a 1-to-8
broadcast bus, for example, the power budget must
allow an extra margin of more than 9 dB for splitting
losses. To some extent, this link margin can be
compensated for with a lower bit rate (optical
transceiver circuitry capable of 10-20-Gb/s
transmission can provide extra margin when operated
at 2.5-5 Gb/s, which is a more typical speed for SMP
buses for processor frequencies of less than SGHz).
However, since reduced link margin affects error
ratio, this feature requires detailed engineering
analysis to determine performance and cost tradeoffs.
Wide bus transmission. To be useful for an SMP bus,
the optical broadcast link must transmit data at
aggregate link speeds well above 100 Gb/s. Typically,
SMP buses operate with 8-byte or 16-byte widths,
which, with overhead, are in the 72-bit to 144-bit
range. Splitting a serial line to, e.g., eight receivers can
be accomplished with a fiber coupler, but splitting 72
or 144 lines operating in synchrony requires a more
practical implementation than 72 or 144 separate
individual fiber couplers.

In summary, multidrop optical buses offer great promise

for implementation of broadcast-and-snoop low-latency
SMP buses as bus frequencies exceed 1 Gb/s. However,
there are significant challenges in research and engineering
design to be overcome before such structures can be
practically considered for commercial product design.

Modular servers

As described in Section 3, there is significant difference
between the packaging of mid-range servers (4-16
processors), which fit in shelves, and high-end servers,
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which use midplanes or backplanes in a packaging suited
to rack-sized systems. Significant costs are associated with
delivering both types of system, since different boards,
components, and cooling structures must be used.
Currently, however, there is little alternative, since the
bandwidth and reliability required for high-end SMP
links cannot be supported across cables, necessitating
backplane-style interconnects to construct high-end SMP
systems. The commercial systems that are built using
aggregations of mid-range server building blocks with
electrical interconnects (e.g., [25], [26], or [27]) depend
heavily on locality-aware operating systems, hardware,
and system software to minimize the traffic over electrical
SMP expansion links.

With widely parallel optical links of the type described
in the subsection on denser optical links, an optical cable
can support enough bandwidth to construct SMP systems
with better bandwidth uniformity. Such widely parallel
optical links can support the required bandwidth at
sufficiently low power only if the optical transceivers
are sufficiently close to the processor chips.

One factor that fundamentally affects SMP bus design
is bit error ratio. To date, the error detection and
correction (EDC) strategies for SMP buses and for
optical cables have been substantially different, since
SMP buses have used hardware EDC, whereas LAN/
SAN and cluster links (and longer links) have allowed
software error correction. An uncorrected SMP bus
bit error may cause tremendous problems, since there
is no mechanism for software correction. There are
fundamental physical limits that characterize errors in
optical and electrical links. The theoretical limit to the
noise floor of an optical link includes both shot noise of
the photons and thermal noise in the receiver. For an
electrical receiver, the noise floor is only thermal. Both
electrical and optical links have a similar thermal
noise limit. Because optical receivers are seldom
operated substantially below room temperature for
communications, at the typical photon fluxes that are
used (tens to hundreds of microwatts of optical power),
the noise tends to be dominated by thermal noise in the
receiver, and there is no substantial difference between
electrical and optical links with respect to bit error ratio.
For cost and pragmatic reasons (e.g., test time), optical
modules are seldom tested to better than 1 X 10 '* BER.
However, since these errors have fairly predictable
characteristics in properly designed transceivers, they
can be compensated for with error-correction coding
of appropriate strength, at nominal extra delay.

If such SMP links could be built with adequate
bandwidth, reliability, power efficiency, and latency
penalty, one could imagine constructing high-end
SMP machines from mid-range machines, or even
from moderately powerful blades, with much less
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nonuniformity than is practical with electronic links.

It would be only moderately more difficult to imagine
incorporating configurability in these links so that they
could be used either for maintaining cache coherence
in an SMP bus or for message-passing of cluster traffic.
Customers could combine operating system software and
system management software to configure the same
processors either as large-scale cache-coherent shared-
memory processing machines or as distributed-memory
machines with separate independent caches, depending
on application efficiency requirements and time of day.
This capability would be extremely valuable for a wide
range of large server customers.

Impact of optical technologies on clusters
The earliest and most profound impact of new optical
transmission technologies in the near future may be in the
design and construction of large cluster machines and
cluster switches. The largest and fastest machines in the
world [28] are constructed with thousands of processors,
connected through tightly integrated cluster networks
fabricated from switching elements and point-to-point
links.

Consideration of a few of the fastest supercomputers
shows the variation in possible system designs for these
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machines. Figure 10 shows the three representative
machines considered here: the Earth Simulator system,
Blue Gene/L, and ASCI Purple.

Earth Simulator
The Earth Simulator, completed by NEC Corporation in
2001, was the world’s fastest machine for several years.
The topology of the Earth Simulator is somewhat
unusual for such a large system in that it uses a single-
stage centralized crossbar switch, with 640 ports
operating at 1.25 Gb/s, to interconnect 640 compute
nodes. To provide adequate bandwidth for each of the
compute nodes, 128 copies of this central switch are
provisioned, with traffic flowing in parallel through all of
the switches simultaneously. The Earth Simulator uses no
optical cables: All of the 83,000 separate cables are
electrical.

In some sense, this structure is an ideal topology for
a supercomputer. Every compute node is connected to
every other compute node by a single switch hop,* and
each node is equidistant from every other compute node.
Since all of the switching is centralized, there are no
switch-to-switch links, with their consequent extra cost in

4 A switch hop is a traversal through a single switching element.
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cables, connectors, and transceivers. However, the large
number of individual cables per compute node (128 per
node), with serial transmission on each, is less cost-
effective and space-efficient than parallel links, where
the overhead of a link can be amortized over all of the
lines in the cable. Also, since every cable extends from the
central array of switches to the compute nodes, a large
proportion of the cables must be relatively long, in
comparison with links used for other topologies.

Blue Gene|L

The Blue Gene/L machine, constructed by IBM, has been
the world’s fastest machine since September of 2004. It
uses a combination of interconnect networks, with the
primary network being a 3D torus interconnecting

more than 64,000 processors in a direct network. The
overriding characteristic of Blue Gene/L is the system-
on-a-chip (SOC) design of the computer/switching nodes,
in which a single chip provides two processing cores,
on-chip high-bandwidth memory, a memory controller
interface, and multiple network link ports, with port-
to-port switch capability, on the same chip.

From a packaging perspective, the Blue Gene/L design
point excels in system density, since the integration of
switching and processing on the chip and the direct
connection of node chips in 3D torus and tree topologies
allow dense packing of nodes without separate switch
boxes. In the 3D torus topology, the vast majority of links
are extremely short—a few inches or less—and can be
implemented with on-card interconnect. Since on-card
interconnect links are cheaper and require less power than
cable links, the overall machine can be very power-
efficient and relatively inexpensive. The 3D torus
topology is non-optimal for several reasons (the farthest
neighbors are up to 64 switch hops farther away than the
nearest neighbors, and the bisection bandwidth of the
torus topology is quite low compared with the individual
node link bandwidth), but the short distance of the
majority of links allows them to be built with quite high
bandwidth relative to the processing capability of the
node. Blue Gene/L also uses no optical cables: The vast
majority of links in the machine are short, on-card links,
and the short cables between racks use electrical
signaling, driven by separate re-drive chips.

ASCI Purple

ASCI Purple represents something of a more commercial
mid-point design between the Earth Simulator and Blue
Gene/L in terms of performance and topology. The ASCI
Purple design makes use of standard POWER 5*-based
SMP nodes, connected through a very-high-performance
cluster network with (20+420)-Gb/s links called the High
Performance Switch (HPS) [7]. The network for this
cluster uses 32-port switch shelves, with ports that may be
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connected either to compute nodes or to other switch
ports. The 32-port switch shelf allows the construction
of clusters with single-cable connection of a moderate
number of nodes (a 16-node cluster of 64-way POWERS
SMP nodes provides a very substantial computing
resource), and a multistage interconnection network
topology allows the same switches to support installations
with more than 10,000 processors and more than 100
teraflops per second of aggregate computing power.

One substantial characteristic of the HPS network used
for ASCI Purple is that the bandwidth of an individual
point-to-point link is roughly an order of magnitude
higher than the individual link bandwidth in either the
Earth Simulator or Blue Gene/L networks. This allows
one or a few cluster links to supply a large set of high-end
processors, where more than a half dozen Blue Gene/L
links are used to supply two processor cores, and the
Earth Simulator compute node is supplied by 128
separate links.

Another substantial difference between the pSeries
HPS and the networks in the other two systems is that the
HPS switches allow configurability of the links to use
either copper cables or optical cables (using the SNAP12
transceivers described in Section 4). The less expensive
copper cables are used for short links (up to 5 or 10 m),
and optical cables are used for the longer links—up to
40 m—that are necessary to build very large systems.

Future systems

As we look to the next generation of ultrascale systems
and examine the impact of the new optical interconnect
technologies on them, it is clear that optical interconnect
can have substantial impact on the construction of high-
end cluster switches and topologies. As link bit rates grow
to 10 Gb/s per line and higher, it is clear that electrical
transmission will support more limited distances. Current
estimates are to limits of less than 20 inches on circuit
board and less than 10 meters in cable, without very
power-intensive signal-processing circuitry. At the same
time, optical links operating at 10 Gb/s have been clearly
shown to operate at lengths far greater than the 40 meters
required to interconnect a large machine room.

These basic physical characteristics point toward the
use of topologies in which electrical transmission is used
for short-distance links (e.g., inside-the-box, on-card,
and backplane links), and optical transmission is used
for links which require going to cable. The other
characteristic pointing toward the increased use of optical
cable instead of copper cable is the relatively large size
of high-bit-rate copper cables and connectors, which
increases system weight and decreases potential for
cooling airflow. The network topology which most closely
matches these technology limitations is a structure with
short-distance links (3D torus or hypercube topologies)

IBM J. RES. & DEV. VOL. 49 NO. 4/5 JULY/SEPTEMBER 2005



inside a box, and optical links of essentially unlimited
distance connecting boxes to one another or to
centralized switches of very high port count, using
multistage interconnection network topologies. The
bandwidth of these links can be made very high, using
widely parallel on-card links and, e.g., 4 X 12 optical
links, and the bandwidth of the links can be kept
constant, whether the links stay on-card or exit through
optical cables. This combination of torus or hypercube
topologies for inside-the-box networks and multistage
topologies for box-to-box cluster interconnects would
provide a very attractive structure with the advantages
of Blue Gene for inside-the-box density, and of Earth
Simulator for global flatness and delay equality across
very large systems.

6. Summary

Aggregate interconnect bandwidth, measured per chip,
per board, or per rack, is steadily rising. To provide the
necessary bandwidth and bandwidth density, optical
interconnects are being used in applications which draw
closer and closer to the processor chip. On the basis

of server requirements for interconnect density and
bandwidth—distance product, significant use of optical
interconnects inside servers can be expected within the
next several years. The most immediately promising type
of optical technology is highly parallel, short-wavelength
vertical-cavity surface-emitting laser arrays coupled into
multimode optical ribbon fiber links. Other optical
technologies, including coarse wavelength division
multiplexing, polymer waveguide, long wavelength, and
single-mode components, may come to play a role in
future server interconnects. System and technology
evolution will determine which of these optical
technologies will be selected to replace electrical links

in future systems.

Several challenges must be addressed before optical
link technologies gain more widespread use. First, the
cost is still too high for configurations that support tens
to hundreds of Gb/s in a single link. Research projects in
tightly integrated transceivers and widely parallel links
are addressing this issue. Another significant challenge is
in density, since the optical transceivers should be close
enough to the processor chips to simplify the intermediate
electrical link. Other issues include the latency in data
coding for error detection and correction, thermal issues,
and the need for voltages higher than those required for
CMOS processors or memory. These and other system
packaging issues must be addressed in a holistic manner
in order to minimize the cost of designing optical links
to a system.

Major aspects of server architecture can change if
optical links become available that meet practical
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implementation challenges. Three major modifications
in system packaging and topology can be expected.

The most speculative is the optical multidrop bus.
There are significant advantages of multidrop buses in
servers, since there are a number of functions (e.g., cache
coherence, memory access across large numbers of
memory chips, scalable /O hierarchies) that require
distribution of operations across multiple units.
Currently, electrical links are undergoing a massive
migration from electrical multidrop buses to packet-
switched structures with point-to-point electrical links
and chips that do switching and replication of operations.
An alternative migration to optical multidrop structures
should be physically realizable and would improve power,
latency, and bandwidth. The more pragmatic limitations
of signal splitting across wide buses, signal combination,
and link margins for multidrop buses must be addressed
before such architectures can be practically considered by
system designers.

For clustered systems, the increasing use of optical
technologies may affect the topologies used for
interconnecting systems. There may be less use of torus
and fat-tree topologies built from low-port-count switch
units, and more use of centralized high-port-count
switches with high bandwidth—distance optical links to
the nodes, improving global connectivity and cluster
network cost.

If optical link technology is adopted in more server
interconnects, system packaging issues will be modified.
There will be reduced need for high-performance
electrical backplanes, and increased use of drawers or
blades that provide better cooling and power delivery,
with simpler board cross sections. High-end machines can
be increasingly modular, with connected mid-range
machines.

To summarize, there is a convincing case for the use of
optical interconnects within SMP servers, particularly as
a replacement for electrical cabling. Today, optics is
heavily used in data communications applications. It
must be recognized, however, that it has yet to achieve
widespread use inside servers. The bandwidth and density
of parallel optics have been shown to exceed those
available with copper interconnects. If optics can be
packaged close to the processors, it will allow more
interconnect bandwidth between processors at lower total
power consumption than electrical links. There is no
technological barrier to optical interconnects; the
final step required for its widespread adoption is the
introduction of commercial optical modules at costs
competitive with those for copper links. Once the use of
optical interconnects becomes common, costs will drop
further, resulting in still wider use of optics. As new
technologies such as waveguides become feasible, even
backplane- and board-level interconnects can include 773
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optical interconnects. At that point, optics will have
migrated from a straightforward replacement for copper
cables to a technology that enables new and better server
architectures.

*Trademark or registered trademark of International Business
Machines Corporation.

**Trademark or registered trademark of PCI-SIG Corporation,
InfiniBand Trade Association, FCI Americas Technology, Inc., or
Infineon Company.
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