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Estimating
the efficiency
of collaborative
problem-solving,
with applications
to chip design
We present a statistical framework to address questions that
arise in general problems involving collaboration of several
contributors. One instance of this problem occurs in the
complex process of designing ultralarge-scale-integration
(ULSI) semiconductor chips. In these processes, computer-
aided design tools are treated as “black boxes.” In most cases,
the automated design tools operate on designs and successfully
complete a specified task to create designs that satisfy specified
design criteria. In other cases involving complex designs,
however, the tools are unable to create designs that satisfy the
specified criteria. In both situations, the performance of the
tools can be enhanced with systematic external intervention
that is implemented with some supplemental algorithm. This
algorithm can either be fully automated or be implemented
by hand, relying on formally describable human expertise.
In this intervention, the supplemental algorithm and the
automated design tool take turns to move the design from
one configuration to another until either the task is complete
or further improvements are not possible or necessary. In such
a setting, a number of questions arise about how to measure
the effectiveness of the external intervention. One question, for
example, is whether the external intervention consistently assists
the progress of the automated program. This situation is an
instance of a general problem that we address in this paper.
As an example, we apply the statistical framework to the
problem of routing a functional unit of the IBM POWER4
microprocessor.

1. Introduction
Achievement of many complex tasks requires cooperation
between a number of contributors, each of whom performs
a given subtask, possibly several times. The ability of a
contributor to perform a subtask well cannot be assessed
exclusively on the results of this subtask, since each
contributor operates independently and has a potential
to impede the collaborative effort. For example, a single
contributor can achieve results that appear independently
advantageous; however, the actions may interfere with

those of other contributors and impede progress toward
attaining the goal.

In this paper, we consider two types of contributors:
1) mandatory contributors, whose actions are required to
achieve the goal and whose participation is thus mandated
a priori; and 2) supplemental contributors, whose
respective subtasks are performed only to improve the
results of the mandatory contributors. We assume that
criteria exist to compare results of these tasks, whether or
not the goal is achieved. In such a formalism, a few questions
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to address include the following: a) Which contributors are
essential to achieve the goal? b) Is the addition of a given
contributor likely to increase the design quality? c) Is the
goal achievable? In this paper, we formulate criteria and
present an approach to address such questions. For
simplicity, we do not present a mathematical framework
of this general problem. Instead, we consider in detail a
specific problem related to chip design of ultralarge-scale-
integrated (ULSI) circuits, such as systems-on-chips (SOCs).

In ULSI design, many steps in the design process are
implemented with computer-aided design tools such as
automated routers. In most cases, these tools are able to
operate on the design data without external intervention
and successfully complete a specified task to create a
design that satisfies a set of objective criteria. For
example, the task of an automated routing program is to
connect an assortment of blocks with wires. An automated
router successfully completes this task by creating a wire
layout with correctly routed connections that satisfy
the required project cycle time and that contain zero
violations such as intersecting wires. In other cases, such
as for complex designs, the tools are not able to complete
the task successfully, and external intervention is required.
This intervention can be implemented with a supplemental
algorithm that is either fully automated or relies on
formally describable human expertise. In these cases, the
collaborative effort involves a mandatory wire router and
a supplemental algorithm that operate in turns, and
progress is monitored after each trial. Here the term trial
refers to a pair of moves; the first move is taken by the
supplemental algorithm, and the second move is taken
by the router. The sequence of trials is continued
until either the goal is achieved or for as long as one
acts in accordance with one of several policies addressed
later in the text; for example, one policy is to continue the
trials until forecasts indicate that further improvements
are neither probable nor significant. Once the goal is
achieved (that is, the wire route configuration contains
no violations and meets the cycle time requirement), the
quality of the design layout can be assessed in terms of
physical characteristics such as total wire length or yield.
At this point, one may consider conducting additional
trials based on cost/benefit analysis and time constraints.

For the external intervention to work in a cooperative
manner with the tool, the supplemental algorithm must
identify those portions of the problem that pose difficulty
for the tool and then attack those portions in the next
move. The external intervention can present additional
constraints such as wire routes and can also relax other
constraints with wires that implement difficult-to-route
connections. The interactions of the external intervention
and the tool are helpful if the tool is able to make
additional progress, and the results tend to improve
with each trial. Therefore, in the context of this example,

we formulate a method for external intervention and
introduce a statistical framework to provide quantitative
information on the effectiveness of the intervention.
Specifically, we address the following questions: a)
How does one select the next move? b) Is the external
intervention proceeding along a useful path without
adversely affecting physical properties of other wire
segments that are routed with the automated routing
tool? c) What is the highest-quality design that one can
ultimately obtain? d) Given the cost of each step, when
should one stop the trials?

2. Background
The ability to route ULSI designs is nontrivial, since
these designs contain large numbers of signals. An
understanding of signal routing is also important to
achieve optimal performance [1–5], power dissipation
[6], and manufacturability [7–10] of increasingly complex
circuits. The standard objective criteria for a successfully
routed chip design are that the connections for all signals
must be routed with zero violations and satisfy the project
cycle time requirement. For some designs, the automated
routing tool is unable to route all signals without
introducing violations in some signal routes. For other
designs, the tool is able to create a wire layout with
zero violations, yet there is a strong possibility that the
layout can be improved further to enhance overall chip
performance, yield, and reliability. Improvements can
manifest themselves, for example, as changes in design
physical characteristics, such as shorter overall wire length
or lower overall number of vias, where a via is defined as
an interlayer connection that enables the circuit to span
two or more layers on the chip. For both types of designs,
one can take advantage of external intervention that
amounts to pre-routing part of the circuitry to facilitate
the subsequent work of the router. The pre-routed wires
are implemented with a separate algorithm that inserts
custom interconnections in the design layout.

Effective custom interconnections enable one to develop
a replicable approach that can be ported from one design
to another. This approach enables the creation of designs
that consistently satisfy specified criteria and that have a
low level of interconnect complexity. The phrase
interconnect complexity describes the following physical
characteristics of interconnections: 1) signal interconnection
length; 2) extra signal length compared with a benchmark
estimate such as the signal Steiner length;1 3) number of
nonredundant vias in a signal route; 4) signal density; and

1 The Steiner route length of a signal in a circuit design is the complete
specification of all of the lengths of straight horizontal and vertical route segments
that are estimated to connect the points (pins) on a signal. The Steiner problem is
NP-complete; this statement means that the time required to determine an exact
route solution for a signal that connects an arbitrary number of pins increases
exponentially as the number of pins increases. The Steiner algorithm discussed
in this paper is available in the IBM Hierarchical Design Planner.
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5) via density. Benefits of custom interconnections include
a) the ability to implement violation-free route solutions
for signals that are incorrectly wired by an automated
router; b) the ability to decrease interconnect complexity
by reducing signal density and via density; c) the ability
to remove timing violations that result from routes
implemented by the automated router [11]; and d) the
ability to equalize wire delays for selected groups of
signals with special geometric arrangements.

3. Method for external intervention
In this section, we describe a method for external
intervention in ULSI design. Details of the method are
described in [11]. In this discussion, we focus on the
analysis of signal net lengths in a design layout; however,
a similar analysis for vias or other physical properties can
be obtained from the discussion.

1. Identify signals with excess route length
The first step is to identify signals with excess route
length; these signals are potential targets for custom
interconnections. In this step, the automated routing
tool routes the signals in a design, and the net length
L and Steiner length estimate LS are measured for
each signal. We introduce a measure of signal route
complexity called the normalized excess Steiner length
NESL,

NESL �
L � LS

LS

, (1)

where NESL is a ratio that measures how closely the
actual signal length L approaches LS. In the case
where the automated router creates a long wire route
for this signal, with L much greater than LS, the large
value of NESL indicates increased route complexity
for this signal. In this framework, signal routes are
ordered in decreasing value of NESL.

2. Identify congested regions
The next step is to identify congested regions in a
design layout. In this step, two-dimensional maps of the
signal density and the via density are obtained from the
routed design layout [11]. We use the term congested
region to refer to a region that exhibits high values
of both signal density and via density compared with
values in surrounding regions.

3. Identify signals to target for custom interconnections
The next step is to compare the locations of congested
regions with locations of signals with large values of
NESL. In this step, those signals in congested regions
are targeted for custom routes. In our experience,
regions that are both congested and contain signals
with large values of NESL contain signals that should

be targeted for external intervention with custom
interconnections [11].

4. Insert custom interconnections
The next step is to insert custom interconnections for
targeted signals identified in step 3. In this step, the
remaining signals are then routed with an automated
routing tool, and the routes are checked for electrical
shorts and geometry violations. Steps 1 to 4 are iterated
until the wire layout contains no violations and satisfies
the project cycle time requirement. It is also possible to
iterate these procedures until NESL is reduced below
a design-specified limit for all signals [11].

5. Quantify complexity of the interconnections
At this step in the process, a working design layout
exists; in general, this design layout is not unique. In
this example, since we consider net lengths of signal
routes, the wire layouts containing shorter signal routes
are better layouts, with all other factors assumed
equivalent. It is possible therefore to assign a figure of
merit to a design layout according to the following
procedure [11].

First, the total interconnect length LT and total
interconnect Steiner length LST for all signals are
obtained by taking the sum of the contributions for all
signals. We introduce a measure of complexity of the
design interconnections called the total excess Steiner
length TESL,

TESL � LT � LST , (2)

where TESL is the length by which LT exceeds LST.
We also introduce a second measure of interconnect

complexity called the average normalized excess
Steiner length �NESL�,

�NESL� �
¥ i�1

Ngroup NESL�i�

Ngroup

, (3)

where the average is taken over a group of signals
Ngroup, and where NESL(i) represents the NESL of
signal i. The group of signals can consist of the entire
set of N signals in the design or a subset of signals
Ngroup � N in a congested region.

4. Statistical model of effectiveness
In the discussion above, we have described an algorithm
to insert custom interconnections and have provided
figures of merit to evaluate the quality of design routes.
The quantities provided by these expressions are not
absolute numbers and require a statistical treatment to
assess their validity. In this section, we present the salient
points of a statistical model of effectiveness of external
intervention. Complete details are in [12].
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Let Ri denote the area, or region of influence, that
physically encloses new custom interconnections for �Nc

i

signals in trial i, as shown in Figure 1. Ri denotes the
complement of Ri and is the design area that does not
contain new custom interconnections. In this figure, Ri is
shaded blue; Ri is unshaded; (1) indicates an example of
custom interconnections inserted in previous trials; (2)
indicates an example of a new custom interconnection in
trial i; (3) indicates an example of an automated signal
route that partially passes through Ri ; (4) indicates an
automated signal route that does not pass through Ri . The
variable Nc

i denotes the cumulative number of signals
routed with custom routes in all trials, including trial i.

The total route length L (i) of all signal routes after
completion of trial i is composed of four separate
components: total length �Lc

(i)(Ri) of new custom
interconnections contained in Ri in trial i; total length
Lc

(i�1) of all custom routes in previous trials 0 to (i � 1),
where Lc

(i�1) � ¥ j�1
i�1 �Lc

( j)(Rj); total length Lo
(i)(Ri) of

route segments routed by an automated router where at
least part of the route passes through Ri ; and total length
Lr

�i��Ri� of route segments routed by an automated router
where no part of the route passes through Ri . The total
route length L (i) in trial i and L (i�1) in trial (i � 1) are
described by the expressions

L �i�
� L c

�i�1�
� �L c

�i��Ri� � Lo
�i��Ri� � L r

�i��Ri�, (4)

and

L �i�1�
� L c

�i�1�
� �L t

�i�1��Ri� � Lo
�i�1��Ri� � L r

�i�1��Ri�, (5)

respectively, where �Lt
(i�1)(Ri) is the total route length

in trial (i � 1) of signals targeted for custom routes in
trial i.

Figure 1(a) shows examples of the four types of design
routes in trial (i � 1): custom interconnections (1�)
inserted with length Lc

(i�1) , targeted routes (2�) in Ri with
length �Lt

(i�1) , other routes (3�) that partially pass through
Ri with length Lo

(i�1) , and remaining routes (4�) that do
not pass through Ri with length Lr

(i�1)(Ri). In Figure 1(b),
the lengths of signals represented by those shown in
(1)–(4) are described by the quantities Lc

(i�1) , �Lc
(i)(Ri),

Lo
(i)(Ri), and Lr

(i)(Ri), respectively. Note that custom
interconnection lengths shown in (1) and (1�) are equal
to Lc

(i�1) .
In the following discussion, the simplified notation

�Lc
(i) , �Lt

(i�1) , Lo
(i�1) , and Lr

(i�1) is employed instead
of �Lc

(i)(Ri), �Lt
(i�1)(Ri), Lo

(i�1)(Ri), and Lr
(i�1)(Ri),

respectively, and the full notation is provided only where
confusion is possible. For trial (i � 1), the variable
L̃ (i�1) � L (i�1) � Lc

(i�1) � �Lt
(i�1) 	 Lo

(i�1) 	 Lr
(i�1)

represents the automated signal length that may be
affected in trial i by the addition of custom
interconnections with length �Lc

(i) .
To evaluate the effectiveness of external intervention

with custom interconnections, custom routes with length
�Lc

(i) are first added to a design layout. The automated
route program then completes the remaining routes. At
this point, variables that characterize the effectiveness of the
external intervention in trial i are calculated. The effectiveness
�L

(i) of the external intervention on the total route length L(i)

in trial i compared with the length in the preceding trial
is represented by the expression

�L
�i�

� 1 �
L �i�

� L c
�i�1�

L̃ �i�1� � 1 �
�L c

�i�
� 
Lo

�i�
� L r

�i��


�L t
�i�1�

� Lo
�i�1�

� L r
�i�1��

, (6)

where the numerator in both fractions represents the sum
of �Lc

(i) and the total automated route length, and where
the denominator in both fractions represents the total
automated route length in trial (i � 1). For �L

(i) to be
positive, the numerator of the fractions in Equation (6)
must be smaller than the denominator; in this case, the
total automated wire length of the previous trial is
replaced in the next trial with a lower combined wire
length of custom routes and new automated routes.

The total effectiveness in Equation (6) can be
represented as a weighted average of the following
variables: effectiveness �Lc

(i) of the addition of custom
interconnections in Ri , effectiveness �Lo

(i) of segments

Figure 1

Region of influence in a design: (a) trial (i � 1); (b) trial i. The 

region of influence Ri is shaded blue. The remainder Ri is 

unshaded. (1' ) and (1) show custom interconnections inserted in 

both trials (i � 1) and i with total length L
c     

; (2' ) shows targeted 

routes in Ri with length �L
t      

; (2) shows custom routes in Ri with 

length �L
c     

; (3' ) shows routes that partially pass through Ri in 

trial (i � 1) with length L
o     

; (3) shows routes that partially pass 

through Ri in trial i with total length L
o

; (4' ) and (4) show 

remaining routes that do not pass through Ri with total length 

L
r
     (Ri) and L

r
  (Ri), respectively, in trials (i � 1) and i.

(i�1)

(i�1)

(i�1)

(i�1)

(i)

(i)

(i�1)

Ri Ri

(2' )

(1' )

(3' )

(4' )

Ri Ri

(2)

(1)

(3)

(4)

(a) (b)
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created by an automated router where at least part of the
signal route passes through Ri, and effectiveness �Lr

(i) of
remaining route segments that do not pass through Ri,
and are given by the expressions

�Lc

�i�
� 1 �

�L c
�i�

�L t
�i�1� , (7)

�Lo

�i�
� 1 �

Lo
�i�

Lo
�i�1� , (8)

and

�Lr

�i�
� 1 �

L r
�i�

L r
�i�1� , (9)

where each weight is the portion of the total length
allocated to each type of route (custom, other, or rest),
as described in [12].

We postulate that these three basic effectiveness
variables are random variables distributed according to the
normal distribution with (unknown) means �Lc

, �Lo
, and

�Lr
, respectively. These means are basic parameters that

characterize the inherent effect of external intervention;
the means are assumed to be invariant from one trial to
another. The (unknown) variances of the effectiveness
variables in Equations (7)–(9) are assumed to be inversely
proportional to the domains of impact �Lt

(i�1) , Lo
(i�1) ,

and Lr
(i�1) , respectively, with individual proportionality

constants that are also assumed to be trial-invariant. In
the following discussion, estimates of the means of the
effectiveness variables and these proportionality constants
are obtained from data in trials 1, 2, . . . , n. We assume
that the correlation structure of the observed variables
(�Lc

(i) , �Lo

(i) , �Lr

(i)) is trial-invariant; this correlation structure
is taken into account when performing statistical inference
on these and derived parameters. We also assume that
effectiveness variables observed in different trials are
mutually independent.

To justify these assumptions, we note that external
intervention in a given trial consists of a sequence of
subtasks of roughly the same type and magnitude;
accordingly, the domains of impact consist of subdomains
of an appropriate unit size. The observed trial
effectiveness is then an average of subdomain
effectiveness variables, and under some relatively weak
assumptions about the interdependence of variables
related to subdomains, normality of the trial effectiveness
variables is justified by the Central Limit Theory [13]. The
assumption that the means of the effectiveness variables and
the correlation structure remain invariant from trial to trial is
justified by subtasks and related subdomains being similar
from trial to trial; the proportionality constants represent
variance of effectiveness observed for a subdomain of unit
size. These assumptions may be oversimplified and should

be viewed as a first step toward understanding the
properties of the collaborative effort that enable practical
decision-making in an environment with a small amount of
available data. With a better understanding of interactions
between the router and supplemental algorithm, one may
also wish to explore more elaborate models. There is
also a possibility that this work can lead to further
simplification; for example, one can conclude that �Lr

can be assumed to be equal to zero, or some correlations
can be assumed to be equal to zero, or both. In practice,
the adequacy of the assumed models should be monitored
with standard goodness-of-fit tests [13] to detect deviations
from the model and to learn about their nature.

To describe the overall progress of external intervention
in the design process, we introduce another figure of merit
called the cumulative net length effectiveness, �L

(i)(0), defined
by �L

(i)(0) � 1 � L (i) /L (0) ; this cumulative effectiveness is
computed for trials i � 1, 2, . . . , n, where L (0) is the
initial total net length. The additional superscript (0)
in �L

(i)(0) indicates that the cumulative effectiveness is
measured with respect to the initial wire layout. The
distribution of the cumulative effectiveness depends
entirely on the basic parameters introduced above.

Estimation of model parameters
The wire layout in each trial contains a different number
of custom interconnections. From n independent trials,
one can obtain unbiased estimates �̂Lc

, �̂Lo
, and �̂Lr

of the
means of the effectiveness variables by calculating a weighted
average of the appropriate effectiveness of individual
trials. The standard errors and correlation structure of
these estimators can be obtained from the data with
standard statistical methods, as described in [12].
Furthermore, one can obtain standard errors for derived
quantities, such as total effectiveness or projected
effectiveness of future trials, as illustrated in the
next section.

In practice, it is important to establish as soon as
possible that the observed effects are not due to chance
(that is, that the underlying means of the effectiveness
variables are not zero or are even of the opposite sign).
Evidence against the hypothesis of zero effect of external
intervention can be measured with so-called p-values;
these quantities are denoted as p-value(�Lc

), p-value(�Lo
),

and p-value(�Lr
) for custom routes, other routes, and the

rest of the routes, respectively. For example, under the
assumption that �Lc

� 0, p-value(�Lc
) is the probability

that the estimated effectiveness will exceed the value of
�̂Lc

actually observed in n trials [14].
Confidence bounds for the effectiveness variables of

external intervention with custom interconnections can
also be constructed from the trial data. We postulate
a priori that the effect of the use of custom interconnections
is greater than zero; therefore, only the lower confidence
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bound is computed. In the following discussion, the 95%
lower confidence bound (LCB) for �Lc

is denoted by
LCB0.95,�Lc

; the two-sided 95% confidence intervals for
�Lo

and �Lr
are given by pairs of bounds [LCB0.975,�Lo

,

UCB0.975,�Lo
] and [LCB0.975,�Lr

, UCB0.975,�Lr
], where UCB

indicates the 95% upper confidence bound.

Statistical method to forecast further external
intervention
In standard chip design practice, work on wire layout
stops as soon as the signal connections in a wire layout
contain no violations and satisfy the project cycle time
requirement. Since the completion of this work typically
occurs before the deadline to transfer the layout to
manufacturing, an opportunity exists to improve the layout
characteristics further. For example, one may have time to
implement an additional trial. In this case, the question to
address is this one: To what extent is this trial likely to
improve the design quality? One can decide to proceed
with an additional trial if the cumulative effectiveness
variables of physical characteristics of interest are likely to
improve; note that the proposed trial can improve some
characteristics and degrade others. Tools to forecast the
effects of additional external intervention can be most
useful in this context.

We have developed a statistical framework for
physical design to forecast the potential effect of custom
interconnect design on physical properties of routes.
Complete details are found in [15]. This framework
provides designers with quantitative metrics of their
efforts and with the ability to direct and plan additional
efforts.

In this framework, we represent the estimated total
effect for net lengths with the variable �̂L

(n	1) . The
underlying mean effectiveness, �L

(n	1) , is a function of the
basic parameters; its estimate can be obtained in terms of
(�̂Lc

, �̂Lo
, �̂Lr

) from all previous trials 1, 2, . . . , n.
Furthermore, one can forecast the total net length L (n	1)

in the next trial (n 	 1) with the expression

L �n	1�
� L c

�n�
� �L t

�n��R
�n	1�

��1 � �̂Lc
� � Lo

�n��R
�n	1�

��1 � �̂Lo
�

	L r
�n��R

�n	1�
��1 � �̂Lr

�, (10)

where R(n	1) is the region of influence projected to contain
additional custom interconnections �Nc

(n	1) [15].
With this framework, one can forecast whether the

proposed trial (n 	 1) should be attempted and whether
this trial has a reasonable chance to improve physical
properties of the design routes. In particular, the
projected value of the total net length L (n	1) is compared
with the value L (n) of trial n to ascertain whether
intervention in trial (n 	 1) with proposed custom
interconnections will further reduce the total cumulative
length of the design interconnections.

In practice, a decision to proceed with an additional
trial will not be made from predictions of net length
alone; the predicted effect on other physical
characteristics, such as the total number of vias, can be

Figure 2

Number of route violations in the instruction fetch unit (IFU). 

Design-rule violations (circles) and electrical shorts (squares) are 

shown as a function of the number of custom interconnections N
c 

(lower abscissa) and as a fraction of custom interconnections N
c
/N 

(upper abscissa).
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Total interconnect length L
T 

(meters) of all N IFU signals as a 

function of N
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 (lower abscissa) and as a fraction of custom inter-

connections N
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obtained with the same approach. The projected effect on
these characteristics also has to be considered and might
point to an opposite conclusion. In this case, a decision to
proceed must consider all projected changes in relevant
physical characteristics of the layout. An example of this
situation is discussed in the next section of this paper. In
the following discussion, the p-value for net lengths in the
projected trial (n 	 1) is represented by the variable
p-value(�L

(n	1)). The 95% LCB for �L
(n	1) is represented

by LCB0.95,�L
(n	1) .

5. Application to POWER4 instruction fetch unit
We now apply the statistical framework described in the
preceding sections to the problem of routing a functional
unit of the IBM POWER4 microprocessor [16 –19].

External intervention
An automated routing tool2 is not able to route three
congested regions of the POWER4 instruction fetch unit
(IFU) without introducing violations in some of the signal
routes, as discussed in detail in [11], [12], and [15]. We
refer to the congested regions as 1, 2, and 3 in the
following discussion. Figure 2 shows that the largest
number of violations (electrical shorts and design-rule
violations) occurs for Nc � 0, where the automated
routing tool operates without external intervention. To
assist the routing tool, custom interconnections are added
for signals with large NESL in the congested regions
according to the procedure described in Section 3.

Figure 3 shows the total length LT and total Steiner
length LTS for IFU interconnections as a function of the
number of custom interconnections Nc (lower abscissa)
and the fraction of custom interconnections Nc/N (upper
abscissa). This figure shows that LT is reduced for signals
targeted for custom interconnections as Nc is increased.
For Nc/N � 0.37, the total interconnect length is reduced
by approximately 25 mm (0.5%). Figure 4 shows TESL as
a function of Nc and Nc/N. For Nc/N � 0.37, the figure
shows that TESL is reduced by 13%.

Figure 5 shows �NESL� for signals targeted for custom
interconnections in three congested regions as a function
of Nc (lower abscissa) and Nc/N (upper abscissa). The
solid symbols in the figure indicate external intervention.
Figure 5 shows that the external intervention is
immediately effective in Region 3, where custom routes
are introduced in trial 3, as shown by the red circle. In
Region 2, the first external intervention occurs in trial 2,
and the second external intervention occurs in trial 5, as
shown by the green hexagons; the latter is more effective.
As a result, �NESL� is reduced from 0.02 to 0.01 in

Region 2 and from 0.055 to 0.02 in Region 3. In Region 1,
the effect of the external intervention is not immediately

2 For some routers, the automated routing tool might generate different route
solutions from different random seeds. In our experiments, the Cadence Silicon
Ensemble** router generates the same solution for each specified set of input cost
factors.
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visible, and �NESL� remains approximately constant at
0.02 as Nc increases, because the overall length of the
custom interconnections is approximately equal to the
overall net length of the automated routes in this region.

During the process of external intervention described in
Section 3, the total interconnect length can increase, as
indicated in Figure 3 for trial 2. In addition, the observed
effectiveness for some characteristics can be negative,

as shown later for net lengths in Figure 6 for trial 2.
These observations can occur as a result of statistical
fluctuations; recall that the goal of the process is to
achieve a wire layout with zero violations as opposed to
minimal net length. Reduction in total interconnect length
or number of vias or both is a useful by-product of the
external intervention and can predict the degree of success
toward achieving the goal, but is not a goal itself. Even if

Table 1 Effectiveness of external intervention for trials i � 1, 2, . . . , 6 in the instruction fetch unit. For net lengths L (upper
half of the table): �Lc

(i) , �Lo

(i) , �Lr

(i) , �L
(i) (%) with the corresponding values for �Lt

(i�1) , Lo
(i�1) , Lr

(i�1) , L (i�1) (meters); For vias V
(bottom half of the table): �vc

(i), �vo

(i), �vr

(i), �v
(i) (%) with the corresponding values for �vt

(i�1), vo
(i�1), vr

(i�1), v(i�1).

L Custom interconnect Other routes Rest of routes All routes

i �Lc

(i) �Lt
(i�1) �Lo

(i) Lo
(i�1) �Lr

(i) Lr
(i�1) �L

(i) L (i�1)

1 9.2 1.05 �4.5 1.78 �0.57 2.68 0.027 5.51

2 7.0 0.163 �1.3 1.14 �0.064 4.20 �0.11 5.51

3 7.7 0.52 �0.19 0.100 0.013 3.78 0.92 5.51

4 �13.0 0.13 �1.2 0.24 0.099 3.53 �0.40 5.47

5 5.3 0.061 0.0043 0.50 �0.0012 3.20 0.086 5.49

6 �4.3 0.23 �1.4 0.83 �0.026 2.64 0.051 5.48

V Custom interconnect Other routes Rest of routes All routes

i �vc

(i) �vt
(i�1) �vo

(i) vo
(i�1) �vr

(i) vr
(i�1) �v

(i�1) v (i�1)

1 69 7630 �1.7 26210 �2.1 32515 6.2 66355

2 59 2016 �7.3 16109 0.44 41730 0.34 62255

3 65 8327 �0.52 1162 0.80 49339 9.8 62052

4 25 1119 0.66 2290 0.088 46702 0.67 56279

5 78 2682 2.7 5048 �0.41 41206 4.2 55946

6 73 976 �16 5181 1.1 40129 0.71 53892

Table 2 Estimated effectiveness of external intervention in the instruction fetch unit. The mean effectiveness, standard error,
p-value, lower confidence bound LCB, and upper confidence bound UCB are shown in % for custom interconnections, the other
routes, and the rest of the routes. The confidence intervals have 95% coverage; for �Lc

and �vc
, only the lower 95% bound is given.

Net lengths Mean (%) Standard error (%) p-value LCB (%) UCB (%)

Custom �̃Lc
� 6.7 	̂(�̂Lc

) � 2.3 0.015 2.2 —

Other �̃Lo
� �2.4 	̂(�̂Lo

) � 0.85 0.039 �4.5 �0.18

Rest �̃Lr
� �0.074 	̂(�̂Lr

) � 0.091 0.46 �0.31 0.16

Vias Mean (%) Standard error (%) p-value LCB (%) UCB (%)

Custom �̃vc
� 65.4 	̂(�̂vc

) � 4.4 0.000013 56.5 —

Other �̃vo
� �4.1 	̂(�̂vo

) � 2.2 0.12 �9.7 1.5

Rest �̃vr
� 0.085 	̂(�̂vr

) � 0.43 0.85 �1.0 1.2
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the goal is achieved, and if a decision is made to continue
the collaboration, the new focus is on other design
properties such as yield and performance. A reduction in
total net length or number of vias or both is primarily
of interest because this reduction is associated with better
design properties.

As discussed in the next section, the main benefit of the
collaborative effort for this particular design layout is a
reduction in the number of vias as opposed to reduction
in the net length. In essence, the message is that the
collaborative effort enables one to reduce the number
of vias significantly without paying a penalty in terms of
increased net length.

Statistical model
Custom interconnections are added in the IFU in six
trials (n � 6). Complete details may be found in [12].
Associated with each trial is a different number of custom
interconnections Nc and different region of influence Ri .
Tables 1 and 2 show that the estimated effect of custom
interconnections is distinctly positive, with 6.7%
effectiveness and 95% LCB of 	2.2%. The effect is
statistically significant, as the associated p-value(�Lc

) �

0.051%. For the other routes that pass through Ri , the
effectiveness is �2.4% with p-value(�Lo

) � 0.039 � 0.05;
this result provides evidence that routes in Ri are
negatively affected by the custom routing activity. The
magnitude of this impact can be characterized by the
confidence interval for �Lo

of [�4.5%, �0.18%]. Although
net lengths of other signals are increased, the longer
routes of these signals do not negatively affect other
design requirements, such as signal timing requirements.
For the rest of the routes that do not pass through Ri ,
the estimated effect is �̃Lr

� �0.074%, with standard
error 0.091%. (In this discussion, �̃ is used instead of
�̂ to designate values of estimators that are actually
measured from our data.) There is no evidence of
negative impact caused by the custom routing activity
since the p-value(�Lr

) � 0.46 
 0.05. The 95% confidence
interval for �Lr

is [�0.31%, 0.16%].
Tables 1 and 2 indicate that external intervention with

custom interconnections has a strong positive effect on the
number of vias in Ri . For example, the number of vias is
reduced by 65.4% in signal routes targeted for custom
interconnections; this effect is statistically significant, as
the associated p-value(�vc

) � 0.000013%; the 95% LCB
is 56.5% 

 0. For the other routes and the rest of the
routes, there is no evidence of negative impact caused
by the custom routing activity. For the other routes, the
estimated effect is �̃vo

� �4.1% with standard error 2.2%,
resulting in p-value(�vo

) � 0.12 
 0.05; the 95% confidence
interval for �vo

is [�9.7%, 1.5%]. For the rest of the routes,
the estimated effect is �̃vr

� 0.09% with standard error

0.43%, resulting in p-value(�vr
) � 0.85 
 0.05; the 95%

confidence interval for �vr
is [�1.0%, 1.2%].

Figures 6(a) and 6(b) show values of the cumulative
effectiveness variables for net lengths �L

(i)(0) and vias �v
(i)(0) ,

respectively, for trials i � 1, 2, . . . , 6 as well as for
projected trial 7. The figure shows that the values of the
cumulative effectiveness variables for net lengths and vias
tend to increase with each additional trial i � 1, 2, . . . , 6;
they reach 0.41% and 19.3%, respectively, in trial i � 6.
For projected trial i � n 	 1 � 7, Figure 6 shows that
the value for cumulative effectiveness is approximately
constant for vias and is reduced for net lengths. The
reduction for net lengths is predicted primarily because of
the negative value of �̂Lo

and the relatively large value of
the domain of impact Lo

(6). In this situation, since there is
a conflict between the projected results for net lengths
and vias, the question that arises at trial 6 is whether to

Figure 6

Measured cumulative effectiveness variables for (a) net lengths 

. (i)(0) and (b) vias   (i)(0) in the IFU for each trial i � 1, 2,      , 6. The 

solid dots show the projected values of cumulative effectiveness 

in trial i � 7 for net lengths (a) and vias (b).
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proceed with trial 7. To answer this question, we can
decide to act in accordance with one of several policies.
For example, one policy is to proceed only if we see
strong evidence for improvement in the projected trial;
another possible policy is to proceed unless there is
evidence that the result would be worse. In both cases, the
decisions whether to proceed are primarily based on the
p-values of the projected effectiveness variables.

Table 3 summarizes the projected results for proposed
trial i � 7; the table shows a negative projected mean
effectiveness for net lengths and a positive projected mean
effectiveness for vias. The table also shows that there is
strong evidence for negative impact on net lengths. In
fact, the probability to measure �̃L

(7)
� �1.0 under the

assumption that there is no negative impact is smaller
than 1 � p-value(�L

(7)) � 1 � 0.996 � 0.004. Therefore,
if we act in accordance with the second policy, we do not
proceed with trial 7. This conclusion is also reached under
the first policy; in fact, for the observed data, one does
not even need p-values to establish that there is no
evidence for strong improvement in the projected trial.
Therefore, we decided not to add the projected custom
routes to the design layout, and declare the design layout
complete at trial n � 6. Complete details are found in [15].

6. Discussion
The approach presented in this paper is an initial attempt
to formalize interactions in a collaborative effort aimed at
achieving a certain goal. It is quite likely that some of the
assumptions made in developing this approach will require
modification for more complex forms of interaction; such
modifications can either be developed empirically or with
detailed knowledge about the nature of the interaction.
With statistical methods for monitoring model adequacy
and simulation analysis, one should be able to arrive at
models that are useful for a problem of interest and
examine the effects of possible incorrect specification
of the model or violation of the basic assumptions.

The problem of wire-route configurations that we
choose to illustrate the proposed methodology appears
to have long-term benefits. Because of increasing design
complexity, it is generally difficult for routing programs
to achieve a routable design layout within specified
constraints such as geometry or real estate, in addition
to multiple objectives imposed by current engineering

requirements. Furthermore, if a router fails to produce
an acceptable design layout, it is typically impossible
to determine whether this failure occurs because of
shortcomings of its own algorithm or because no routable
design layouts exist.

In principle, the development of forms of external
intervention that predictably improve on the performance
of a router is similar to the development of a new drug
that enhances the ability of the body to heal itself. In the
latter case, the collaborative effort involves a drug and the
body’s immune system. Indeed, our external interventions
can be viewed as a form of drug; as with drugs, one
cannot assume blindly that the intervention will succeed,
and a rigorous trial phase is required. Implementation of
the proposed methodology can lead to a library of proven
external interventions that has the potential to become a
differentiator in the field, providing a framework for
knowledge accretion and preservation.

Another situation relevant to this approach is robust
design of complex systems; these systems include, for
example, queueing networks or inventory management
systems. Design of these systems typically involves the
use of some heuristic algorithm in conjunction with
computerized experimentation and simulations. When
considering a potential enhancement of the heuristic
approach, one may treat this enhancement as a
supplemental algorithm until its effectiveness is firmly
established on the basis of a statistical analysis similar to
that described in this paper. At some later point, such a
supplemental algorithm is included as an integral part of
the core heuristic approach, with another candidate
supplemental algorithm taking its place. This form of
collaboration between the basic approach and candidate
supplemental algorithms can be used as a basis for
continual improvement.

7. Conclusions
To illustrate a collaborative system in which several
contributors strive to achieve a goal, we have considered
a specific example of interaction between an automated
routing program and a supplemental pre-routing
algorithm. The statistical framework that we have
introduced to assist computer-aided design tools in typical
design processes should be applicable for other problems
involving collaborative efforts. The relevant class of

Table 3 Projected effectiveness of external intervention in the instruction fetch unit. The projected effectiveness, standard
error, p-values, and 95% lower confidence bounds (LCBs) are shown for net lengths and vias for the proposed trial i � n 	 1 � 7.

All nets Mean (%) Standard error (%) p-value LCB (%)

Net lengths �̂L
(7) � �1.0 	̂(�̂L

(7)) � 0.24 p-value(�L
(7)) � 0.996 �1.5

Vias �̂v
(7) � 0.10 	̂(�̂v

(7)) � 0.75 p-value(�v
(7)) � 0.45 �1.4
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problems consists of those problems in which contributors
seek to achieve a goal by proceeding one step at a time
without interfering with one another.

In high-technology industries, collaborative solutions
to complex problems involve the participation of highly
skilled personnel and sophisticated computer programs.
This work is a preliminary attempt to establish a
mathematical framework to formalize the interaction
of these entities and to optimize these interactions.
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