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The multichip module (MCM) that contains the
central electronic complex (CEC) of the S/390°
G5 system is described in this paper. The
glass-ceramic module, topped with six layers
of polyimide full-field thin-film wiring for chip-
to-chip interconnection, represents IBM’s most
advanced packaging technology. This MCM
provides a large wiring capacity, with 595
meters of routed interconnection; it supports
the highest synchronous interconnection
performance in the industry at 300 MHz; and
it allows for cooling flexibility at the system
level —either a heat sink for air-cooled
systems or a cooling “hat” for systems using
refrigeration cooling. The physical and
electrical characteristics of this packaging
technology, necessary to support the
aggressive system performance goals

(1040 MIPS) of the IBM G5 Enterprise Servers,
are presented here. In addition, the approach
used to produce a robust electrical and
physical design is described.

1. Introduction
One of the fundamental premises for the design of
the S/390* system packages is that the on-package

interconnects must support two machine generations
without limiting system cycle times. This premise applies
to both the first-level package, which consists of ceramic
multichip modules (MCMs) for all of the S/390 CECs, and
the second-level package, which consists of multilayer FR4
boards (32 to 36 layers). For S/390 CMOS servers, it was
found that with the appropriate ratio of L1 and L2 cache
sizes, the off-chip interconnects must operate at half the
processor clock frequency. Thus, for processors operating

at 500 MHz, the on-MCM system bus operates at 250 MHz.

This enables the G5 server to meet the single-image
system performance goal of 1000 MIPS in a cost-effective
manner. As already stated, this MCM, called GEMI
(pronounced “gem” 1) in the following, must support two
machine generations and is therefore designed to support
chip-to-chip on-MCM interconnects at 300 MHz for the
0.25-um CMOS chip technology described elsewhere in
this issue.

The off-chip interconnect performance is determined by
many variables, namely, the chip technology, the package
technology, the system CEC structure and content, and
the interconnect strategy and topology. Since the chip
technology is described elsewhere in this issue, we provide
only a summary of the electrical characteristics of the
buffer and latch circuits in this paper. However, we
describe in detail the rest of the variables that affect the
performance of the GEMI MCM and allow us to achieve
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300-MHz off-chip interconnect performance using
synchronous on-MCM connections and avoiding the
overhead in latency and chip area of source-synchronous
or asynchronous interconnections [1].

The CEC content, in particular the number and chip
size of the processors that are included in a node, the
number of system data (SD) chips required to provide the
appropriate L2 cache size, and the width of the buses
connecting the processor chips to the cache chips,
determines the physical distances between the chips
comprising the CEC, and directly affects the maximum
off-chip performance that can be achieved. Naturally, this
performance can be modulated by the MCM material’s
dielectric constant, but this is not a first-order factor
for maximum off-chip interconnect performance. The
system structure is the most important factor in off-chip
performance. Therefore, Section 2 provides a concise but
detailed overview of the structure of the G5 system, which
offers at least 12 processors with eight L2 cache data chips
supporting 8 MB of memory and denoted as SD in the
following. As we discuss in this section, the system
architecture consists of two closely linked nodes, providing
us with the flexibility to increase the number of processors
and double the size of the L2 cache when advances in
CMOS technology permit us to do so. The optimized
topological arrangement of these chips provides the
minimum possible off-chip interconnection length that will
limit off-chip performance. However, this performance can
be affected by the selection of the MCM material to a
significant degree (up to 25%, as was shown in [2]).
Therefore, in Section 3 a detailed description of the
GEMI substrate technology is given. It has to be noted
that full-field thin-film wiring technology (e.g., a whole
layer of thin film is exposed with one mask and contains
chip-to-chip interconnection across the substrate) was
used for the first time in the packaging industry at the
127-mm X 127-mm dimension of the GEMI MCM. This
thin-film structure was combined with 75 layers of glass-
ceramic material that provided the medium for the bulk
of the interconnections (383 m). Note that there is an
additional 212 meters of wire in the thin-film plane pair to
reach the total of 595 meters of routed wire mentioned
earlier. The choice of glass-ceramic over alumina material
was based on cost—performance considerations that are
described in [2]. For a robust package design one should,
from the beginning, establish a strategy so that the
noise magnitude at the three frequency ranges of interest
[3] stays within the noise budgets required for the
reliable operation of the chips on this MCM under the
switching activity expected during system operation. This
subject is presented in Section 4 of this paper. Since the
only efficient way to control the switching noise of the
CMOS circuits is through decoupling capacitors, this
section presents techniques and approaches to estimate
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the required amount and type of decoupling for the
various frequency ranges of interest. In addition, the
noise budget used for the GEMI MCM is highlighted.
With the switching noise contained by design within
acceptable limits, the interconnection strategy and physical
design methodology are the next most important factors to
be improved in the off-chip interconnect performance.
This is described in Section 5 and is followed by the
timing analysis of the nets in Section 6. Although this
paper addresses only the first-level package of the G5
server, in Section 6 we cover both the on-MCM and off-
MCM connections, specifically the CEC-to-main-memory
connections, that have a direct impact on the system
performance and hence influence the on-MCM wiring strategy.
Given the exceptional—and recently used as an example
by competitive servers—RAS (reliability, availability, and
serviceability) and scalability features of the S/390 system,
we do not consider adequate the “noise avoidance by design”
philosophy with subsequent verification of the noise
containment and net timing by checking only a select
number of nets. Our design philosophy is founded on
checking the noise magnitude of every individual net on
the MCM and the board. To this end, very efficient and
precise proprietary tools have been developed and
exercised for the noise verification of the GEMI module.
The record time in the delivery of this module with no
noise problems constitutes the fundamental justification
of this approach. In Section 7 the results of the noise
verification for the GEMI are presented, and the
sensitivities of these results to design variables are
discussed and quantified. Finally, we provide our
conclusions for the extendability of this MCM and the
corresponding design methodology in Section 8.

2. G5 system overview

The latest IBM S/390 G5 server design contains

twelve microprocessors, as did the G4 design [4],

but there are significant system structure differences
between these two system families which reduce the
microprocessor (denoted as CP) to L2 bus contention and
increase the flexibility of the design to accommodate as
many processors as one can fit on the GEMI MCM (as
we will see in the following). This is accomplished by
implementing the concept of a nonblocking crossbar
switch for the L2 cache that services the microprocessors
of this system. In addition, to minimize the number of
I/Os required for the CP-L2 connections, a binodal
structure is architected, as shown in Figure 1. From this
figure one can see that all of the six CPs in each node are
connected to all four SD chips belonging to this node with
72 bits of unidirectional buses that include ECC. Each SD
chip contains 1 MB of L2 cache memory. However, the
CPs in one node can access information from the main
memory that is connected to the SD chips of the other
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Block diagram of the G5 binodal architecture structure.

Table 1 G5 CEC technology.

Legend: F = fetch, S = store, B = byte, FS = bidirectional bus

Chip name Physical Physical Signal/power Minimum Power Power
dimensions dimensions 1/Os cycle time (W) supplies
Litho/L (mm) (ns) V)
(um)
CP 0.22/0.15 14.6 X 14.7 600/1087 2 30 2
SD 0.3/0.18 17.4 x 17.4 1086/1519 4 16 2.6
SC 0.3/0.18 16.5 X 16.5 1189/1367 4 27 2.6
MBA 0.3/0.18 129 x 12.9 629/839 4 25 2.6,3.3
Cryptographic 0.5/0.25 12.7 X 12.7 200/839 8 13 2.6
coprocessor
Clock 0.3/0.18 12.9 x 12.9 748/839 4 7 2.0, 2.6
GEMI MCM TF 18/45 127.5 X 127.5 2630/1594 33 850 2.0, 2.6,
GC 75/450 33

node via connections between the SD chips of the two
nodes. The bus width of this connection is 72 bits with
parity, and separate buses are used for data and control.
In fact, in order to achieve the largest amount of L2
memory size, the controls necessary for the operation of
each node are generated on two control chips, one for
each node, denoted in the following as system control chips
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(SC). The SC chips are I/O-limited, requiring 1240 signal
I/Os out of the 1244 signal I/Os that a 16.4-mm X 16.4-mm
chip can provide. On the other hand, the size of SD

chips is circuit-limited; in other words, we used the largest
size that could be economically produced in order to
maximize the size of the L2 cache. This resulted in a
17.4-mm X 17.3-mm SD chip. The characteristics of all
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(a) GEMI top surface; (b) GEMI floorplan.

of the chips contained on the GEMI MCM that are
important for the specification of the first-level package
and its cooling requirements are shown in Table 1.

A fully shared architecture, where all 12 CPs are
connected to all SD chips, would give a few-percent boost
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to the single-image system performance as compared

to a binodal architecture. However, the fully shared
architecture would increase the amount of required MCM
wiring by 40% and would produce a proportionally more
complicated module that would not meet the system’s
cost—performance objectives. A binodal architecture was
therefore chosen for the G5 system.

Figure 1 shows that the G5 server provides for 24 self-
timed interface (STI) ports for the connection of the CEC
to the system I/Os coming from the four CMOS chips
denoted as MBA. Each port consists of 40 wires organized
in 20 differential signal pairs: eight pairs for a byte of
data, one for the parity bit, and one for the clock that
travels along with the data. Six of these STI macros, along
with the time-of-day logic and the external reference
connections, are implemented in each MBA chip,
which measures 12.9 mm on a side and has 629
signal I/Os.

For the G4 system, the two cryptography coprocessors
were packaged on two SCMs on the board. For the G5
server, the two coprocessors were moved onto the MCM,
and each coprocessor was connected to two CPs, one in
each node, so that the availability of the cryptography
function was protected from any single CP malfunction.
The move of the cryptography engines onto the GEMI
MCM reflects the maturity of the coprocessor architecture
at the time of the G5 system release, as well as our desire
to reduce the overall system cost by removing the two
SCMs used for packaging the coprocessors.

The clock chip was also brought onto the GEMI MCM
and used to distribute the required testing control signals
to the rest of the chips on the MCM. This approach
increased the number of required signal I/Os for the clock
chip to 746 but reduced the MCM signal I/Os by reducing
the number of test lines required to be brought into the
GEMI to control the testing of the CMOS chips. The
technology of the clock chip and MBA chips is one
generation older than the processor technology, in order
to reduce the cost and also because it produced chips with
an excellent balance of the area needed for the I/Os and
the area required by their circuits.

The last line of Table 1 indicates the salient features
of the first-level package that houses the CEC. The
127-mm X 127-mm MCM size was used because it could
contain all 29 chips making up the CEC of the G5 system.
The top surface of the MCM is shown in Figure 2(a), and
the topology of the CEC’s 29 chips on that surface is
shown in Figure 2(b). The site on the first row denoted
as “Process control” was used to monitor and control
the electrical properties of the GEMI substrate. As the
manufacturing of this type of MCM matures, this process
control site will be used to house additional CPs. In fact,
the dimensions of the G5 chip set permit the arrangement
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shown in Figure 3, where the chip sites on the first row
are different from the chip sites in the rest of the MCM.
Admittedly, this arrangement will have an impact on the
MCM yield, but it permits a system using 14 processors.
In addition, by using more advanced CMOS technology,
one could double the cache size of this system from

8 to 16 MB on the eight available SD chip sites.

The GEMI MCM or its 14-CP extension can support a
cycle time that is better than the required 2:1 ratio of the
CP cycle time shown in Table 1. This allows the same
MCM structure to support more than one machine
generation. The maximum wire distance for the cycle-
time-limiting interconnections is six chip pitches, or
130 mm (a 10% reduction from the G4 generation). The
common-chip C4 footprint is a 225-um half-populated
grid. This area signal array footprint provides the best
signal escape capability for full area connection, and has
the best electrical characteristics, since there exists at least
a 1:1 signal-to-power ratio at the C4 connection. The 1:1
signal-to-power ratio is also maintained between the
power and signal vias in the MCM under every chip site.
However, the glass-ceramic MCM vias are on a 450-pum
straight grid; therefore, the thin film on top of the glass-
ceramic MCM is used both as a space transformer from
the C4-to-MCM via grid, and as the on-MCM chip-to-chip
interconnection medium.

The cycle time is estimated using the equation from [4]:

Cycle time = electrical delay + driver loading
+ line propagation + (clock skew + PLL jitter)
+ latch setup + noise impact. (1)

This MCM technology for refrigerated operation
yields the following net performance when the terms of
Equation (1) are replaced by the numbers obtained from our
timing analysis of time-critical functions for the associated
packaging media and the net topologies, as described in
Section 6.

Thin film: Cycle time = 935 + 110 + 750 + 340 + 200 + 180
= 2515 ps. (2)
Glass-ceramic: Cycle time = 935 + 291 + 810 + 340 + 200
+ 180 + (450)
= 3206 ps. 3)

The number in parentheses in Equation (3) represents the
amount of delay padding required to meet the minimum
path delay requirements for this class of point-to-point
nets. This delay adder is design-specific for a given bus,
and should not be used for timing comparisons of nets

on thin and thick film. In fact, ignoring this factor, the
performance difference between these two net types is
approximately 250 ps.
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Future GEMI floorplan extensions for 14-processor design.

Glass-ceramic two-drop nets with no delay padding can
support the following cycle time:

Cycle time = 783 + 1000 + 833 + 340 + 200 + 180
= 3336 ps. (4)

The large driver/receiver capacitive loading is caused by
reflections at the receiver nearest to the driver circuit
(the first of the two receivers in this class of nets).

All of these cycle times are calculated for the chilled
operating conditions of the GEMI. For air-cooled
operation of the GEMI, the electronic delay component
of Equation (1) increases, and the cycle times of
Equations (2-4) increase by approximately 250 ps.

However, the on-MCM time is not the limiting cycle
time for the performance of the G5 system. The off-MCM
interconnections to the control chip on the main memory
cards are the cycle-limiting connections. For this reason
(and for control of mid-frequency noise magnitude), one
has to consider the effect of the second-level package
(board) on the electrical operation of the first-level
package (MCM). Figure 4 is an edge view of the board
that houses the GEMI MCM. The ceramic capacitors for
control of mid-frequency noise are mounted on the board
surrounding the MCM. The low-frequency noise is
minimized by electrolytic capacitors on the CAP and
CAP/OSC card. The estimation approach for the number
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and type of these capacitors is explained in a subsequent
section. Twenty-four STI ports are available on the board:
twenty ports on the back of the board, as shown in the
figure, and four ports on the STI-E 0 card. DCA 0
through DCA 2 are the dc—dc power converters. Memory 0
to Memory 3 are the cards containing the main memory
for this system. Each memory card contains up to 8 GB of
memory, with two control chips and eight redrive chips.
Table 2 presents a technical summary of the features of
this board.

The total distance of the interconnection from the SD
and SC chips to the memory is minimized by appropriate
tradeoffs between the board and memory card wiring
lengths. The maximum on-MCM horizontal (e.g., “x-y”)
wire length for the memory interconnections is limited to
30 mm in order to minimize the magnitude of coupled
noise on these time-critical nets. Since the per-unit-
length signal propagation for the board and cards is the
same, the worst-case total combined length for the
memory interconnection is 250 mm. The interconnection
delay to the memory card also includes the propagation
delay through two connectors: the standard IBM Harcon

G. A. KATOPIS ET AL.
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Time relationships for pumping the GEMI-to-memory bus.

connector under the GEMI MCM, and the right-angle
AMP TBC+ card connector.

The Harcon connector contains an interstitial grid that
has a main pitch of 2.2 mm X 2.4 mm. Of the 4224 total
pins, 920 pins are used for the signal lines connecting the
SD/SC cache chips to the controller chip on the main
memory card, and 920 pins are used for power to provide
the 1:1 signal-to-power ratio required for this interface.
The STIs are also wired in a 1:1 signal-to-power ratio with
one power pin for each differential signal, resulting in 960
signal pins (480 differential pairs) and 480 power pins.
The rest of the pins are used for miscellaneous functions
such as test and performance monitoring; one power pin is
allocated for every two such signal pins.

The right-angle AMP TBC+ connector has 300 signal
and 300 power pins arranged in a 1:1 signal-to-power
ratio. A first-order timing analysis is enough to prove that
the path delay from the SD to the main memory
controller chip is greater than two CP cycles. Therefore, a
bus-pumping scheme has been developed to overcome this
deficiency. Specifically, the clocks of the memory control
chips on the memory cards are generated so that they are
90° out of phase with respect to the clocks on the SD and
SC chips. The use of the PLL circuits for clock generation
on the G5 chip set eased the implementation of such clock
phase-shifting. An inverter circuit is added in the feedback
path of the PLL circuit used in the memory controller
chips. Figure 5 is a timing diagram showing the
relationship between the clock edges on the CP, SD, and
memory controller chips, and the timing of the data
transfer from the SD chip to the memory controller chip.
This bus-pumping arrangement allows us to achieve a
cycle time of 80% of the interconnection delay, but it
requires that the fastest interconnection be longer than
25% of the cycle time in order to avoid early-mode
problems (the data arriving one cycle too early). Naturally,
this is accomplished through judicious layout of the wiring
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Table 2 Attributes of G5 board on which GEMI resides.

Board characteristic

Value (dimensions)

Footprint

No. of signal planes
No. of power planes
Total no. of nets
Total wiring length

No. of signal vias

Type, number, value of ceramic capacitors

Type, number, value of electrolytic capacitors
Dielectric constant

Characteristic impedance

Propagation delay per unit length

dc line resistance

Line capacitance per unit length

Line width X thickness

Line-to-line spacing

Dielectric layer thickness

Buried via diameter

Via diameter

W 550 mm X H 360 mm

12 signal planes, 2 mounting planes (w/o wiring)
20 power planes

3811

502 m (19770 in.)

16956 component vias
7611 vias (buried vias, through vias)

SMT 0805, 1690x, 1 uF
SMT 1210, 354x, 10 uF

0, all are on the CAP cards
3.85

50 Q

67 ps/cm

0.08 Q2/cm

1.4 pF/cm

85 pm X 30 um

102 wm (4 mil)

V-S: 73 pm (2.9 mil)
V-V: 114 pm (4.5 mil)
S-S: 114 pm (4.5 mil)

305 um (12 mil)
460 wm (18 mil)

Table 3 Characteristics of GEMI glass-ceramic substrate.

Table 4 GEMI thin-film characteristics.

Total ceramic layers 75
Number of signal layers 34
Substrate metallurgy Copper
Layer thickness (fired) 0.111 mm
Signal/via pitch 0.45 mm
Signal line cross section 70 X 25 pm
Ceramic dielectric constant 53
Signal line resistance 0.25 /cm
Line impedance 60 Q
Signal delay 77.5 ps/cm

of these nets on the board and the memory cards.

By doing so we have achieved support of on-MCM
interconnection cycle times of 3.6 ns and 3.3 ns for air-
cooled systems and refrigerated systems, respectively,
as discussed in Section 6.

3. Description of the GEMI substrate

The G5 MCM represents the most complex MCM-D
product that IBM has ever designed and shipped to a
customer. As previously stated, this MCM consists of a

IBM J. RES. DEVELOP. VOL. 43 NO. 5/6 SEPTEMBER/NOVEMBER 1999

Total no. of metal layers 6

No. of signal layers 2
Metallurgy Copper
Dielectric Polyimide
Polyimide layer thickness 10 pm
Signal/via pitch 45 wm
Signal line cross section 18 X 6 upm
Dielectric constant 3.5
Signal line resistance 2.50 O/cm
Line impedance 38Q
Signal delay 68 ps/cm

75-layer glass-ceramic substrate with a deposited six-level
thin-film structure. This section discusses in some detail
this composite structure and the design philosophy
adopted. The physical characteristics of the structure

are given in Tables 3 and 4.

® Material selection

The choice of glass-ceramic (GC) material for the
substrate was made after exhaustive evaluation of several
options. The first use of GC by IBM in MCMs was in the

G. A. KATOPIS ET AL.
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ES/9000* H2/HS bipolar machines. These substrates,
known as the ARGO/Hercules MCMs, were developed
during the late 1980s and shipped in 1990 [5]. Such
substrates consisted of 67 layers of GC and had a two-
level deposited thin-film (TF) structure. The TF structure
was used for signal redistribution only; no chip-to-chip
TF wiring was used. Thus, all of the intrachip wiring

nets were in the GC material. GC was chosen for this
application because the cycle time of the H2 CPU was in
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part determined by the chip-to-chip delay. GC material
has a dielectric constant of 5.3, compared to a dielectric
constant of 9.5 for the previously used 9211 ceramic
material. This results in a time of flight (ToF) of 7.8 ps/mm
for the GC, compared to 11.8 ps/mm for the 9211 material.
This performance advantage of GC made possible a
significant performance advantage for the H2 CPU.

However, from a manufacturing perspective, GC is a
somewhat more difficult material to handle. Because the
GC material does not shrink during the sintering cycle
(9211 material shrinks 17%), features must be punched
and screened on a tighter pitch in GC to achieve the same
final feature dimensions as 9211. GC material is also not
as strong a material, and special techniques are necessary
for the attachment of I/O pins, providing a smooth surface
for C-ring sealing, etc. All of these characteristics tend to
make GC a somewhat more expensive material to use for
a given application compared to 9211.

As technology evolved beyond the era of bipolar machines,
the first CMOS machines were designed with “simple” (i.e.,
no TF) 9211 MCMs. For these machines, low cost was the
primary concern. Since there were no CPU- or system-cycle-
time-limiting paths on the MCM, 9211 was the best choice.
As the performance and density requirements for these
CMOS MCMs increased, a four-level deposited TF
structure was added to the G3/G4 MCMs [4]. These MCMs
had 65-70 layers of 9211 with a four-level deposited TF
structure. As in the ARGO/H2 MCMs, the TF was not
used for chip-to-chip wiring. All intrachip wiring was done
in the 18-20-plane-pair 9211 structure. The four-level TF
structure was used for signal redistribution and EC/repair
operations, and to provide a low-inductance path between
the chips and the decoupling capacitors.

The performance and density requirements for the G5
system were such that there would be system-cycle-time-
limiting nets in the MCM. Our initial evaluation indicated
that using only 9211 material would significantly affect
system performance from the perspective of time of flight
and system noise. IBM had previously developed a full-
field TF capability that was used on a moderately sized
(64-mm) MCM for an AS/400* application. In this
application, a five-level TF structure was deposited on a
30-layer 9211 substrate. For this application, all chip-to-
chip nets were in the TF wiring layers. The 9211 substrate
served to provide the external I/O, power distribution, and
mechanical structure for this application. The TF structure
uses Cu for the conductive layers and polyimide as the
dielectric. The particular polyimide used had a dielectric
constant of 3.5, yielding a ToF of 6.8 ps/mm.

To meet the performance and density objectives of the
G5 machine, we had several options:

1. A 9211 substrate with intrachip wiring AND a six-level
TF structure with a plane pair of wiring with sufficient
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wiring density to contain all of the “critical” nets. This
would require a very high-density TF wiring pitch,
which would be difficult to yield.

2. A GC substrate with four levels of TF for redistribution
and repair/EC. All of the intrachip nets would be
located in the GC substrate. This option would require
us to manufacture a far more complex substrate than
had ever before been tried and would still require four
levels of TF.

3. A GC substrate with a six-level TF structure, where the
wiring load would be “shared” between the TF and the
GC substrate.

After carefully evaluating the cost—performance of each
of these options and considering the requirements for the
next several generations of systems, it was decided to
pursue option 3.

® Design
The substrate size of 127.5 mm was chosen because it is
compatible with our manufacturing tool set, it could meet
the system requirements for the number and size of chips,
it could support the number of I/O pins needed, and we
could use the same hermetic sealing technology developed
for ARGO. The top-surface layout with chip assignments
is shown in Figure 2(b); Figure 2(a) is a photograph
of the substrate (without chips).

One of these chip sites is reserved as a process monitor
site, used to ensure the integrity of the TF structure as
it is being built. This process control site has chains of
varying-diameter vias to assess via integrity, chains of
varying-width lines/spaces to access opens/shorts, area
plates of metal/polyimide to access dielectric integrity and
thickness, etc.

Chip sites

Because this project was on an extremely tight schedule, it
was decided to simplify the design as much as possible.
Although there is a significant variation in chip size
(10.5-17.3 mm), it was decided to divide the substrate
into a 5 X 6 matrix of identical chip sites, as shown in
Figure 6. This figure shows the GEMI chip site with the
maximum size chip and the controlled collapse chip
connector (C4) decoupling capacitors.

Each site is 22.05 mm X 18.45 mm, which yields a 49 X 41
array of ceramic vias on a 0.45-mm pitch. To minimize
noise and provide a controlled impedance, the ceramic
vias were allocated in the pattern shown in Figure 7.

Ceramic cross section

The ceramic cross section of the design is shown in
Figure 8. The top four and bottom four layers are used
for planarization to ensure flatness and parallelism. The
next two layers are for paste transition, and the next two
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are “jog” layers to ensure via integrity. The next three
layers are the voltage mesh layers to ensure reference
plane integrity. The next 50 layers contain the x—y wiring
layers and the mesh layers to create the tri-plate structure
to ensure impedance and noise control.

We refer to this x—y-mesh triplet as a plane pair of
wiring. For this design, each plane pair has 245 channels
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in each direction (x and y), with a length of 110 mm for

a total wiring capacity of more than 900 meters. As is
typical in “random” wiring, the actual utilization is
considerably less than the available capacity, and, as
discussed later, in Section 5, the actual wiring utilization
for GEMI is 39%. This is due to a variety of factors: the
basic “efficiency” of the autorouting, and the need to meet
timing and noise constraints.

Thin-film structure

The thin-film structure shown in Figures 9 and 10 is a
nonplanarized TF structure, and so a “staggered” via
technology is employed. The first Cu layer is 2 um thick,
patterned using a subtractive etching process [6]. This
layer serves a dual function: It provides a “capture pad” to
cover the ceramic vias and also creates a mesh layer for
the 2.6-V power supply. The second Cu layer (5 um
thick) is patterned using a plate-up process. This is the
V20 mesh layer. The next two layers are the x—y signal
layers. On these layers, the signal lines are 18 wm wide on
a 45-um pitch. The fifth Cu layer is the ground mesh. The
last layer, sometimes referred to as the TSM (top surface
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metallurgy), also serves two purposes: 1) to hold the C4
attach pads which connect the chip C4s to the module
metallurgy, and 2) to provide a pattern of x-y lines and
other features needed for repair and EC activity [7].

To enhance the reliability of the 4224-1/O pin connector
system, thin-film layers are also added at the bottom of
the substrate prior to pin attachment in a procedure known
as the “policushion” process. These layers are labeled as
the BSM (bottom surface metallurgy) in Figure 9.

The top surface and cross section of a small area of the
TF are illustrated in Figure 10. Here we see a power C4
surrounded by its four nearest-neighbor signal C4s. We
also see the features attached to the signal C4 pads which
enable the EC/repair actions to take place. These features
and structures on the TSM/M4 layer enable the creation
of engineering changes (ECs) or the repair of thin-film
and/or ceramic signal nets.

Synergy of technologies

The use of a composite structure consisting of both a
high-density thin-film component and a high-function
glass-ceramic substrate has led to many benefits:

1) It supports a very high-speed, high-bandwidth bus;

2) it supports EC and repair capability; 3) it is highly
manufacturable; 4) it is readily extendable for future
product requirements; and 5) the propagation delays for
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long lines in thin-film and GC material are similar, which
provides the MCM physical designer with the maximum
flexibility for the placement of time-critical nets.

4. Noise-budget-based design

A 300-MHz bus cycle time in a robust system has been
achieved, in part by minimizing the impact of noise on
cycle time and removing the possibility of intermittent
noise spikes causing logic errors. Planning in the early
stages of design was essential to meet the requirements
in a timely and cost-effective manner. The system noise
budget was defined, the circuit parameters were specified,
and enough packaging capacity was made available for
placing capacitors and rerouting wires to minimize noise
and reduce the risk of noise-induced failures.

® Noise tolerance
The processor chip is built using the latest 2-V CMOS
technology to achieve maximum performance. The
supporting logic chips are built using 2.6-V CMOS
technology, which is available at a lower cost and
lower risk. The communication between these chips is
accomplished using bidirectional drivers. Three broad
classes must be examined for noise tolerance: 2.6 V
driving 2.6 V, 2.0 V driving 2.6 V, and 2.6 V driving
2.0 V. All processor-to-processor communication is done
through the L2 cache chips, so there is no 2.0-V-to-2.0-V
communication. The 2.0-V driving and receiving from
2.6 V is done using reduced-swing drivers and receivers on
the 2.6-V chip [8]. This simplifies the design to the extent
that each chip requires only one voltage level, and this is
done with a single voltage distribution on each chip that
supports the core logic and the off-chip driver and
receiver circuits. Having the off-chip drivers share a
common voltage level with the logic core simplifies power
distribution design on the chip and the first-level package.
It also gives us a higher-performance design, because the
total noise amplitude on the core logic is reduced even
when the off-chip drivers are considered.

The off-chip drivers have slew-rate control to limit
the maximum crosstalk noise on the off-chip nets while
minimizing the delta-I noise impact on the signal delay
through these drivers. The receivers are designed with
hysteresis to increase the noise tolerance for package
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Nominal noise immunity curves for 2.0-V and 2.6-V receiver circuits.

interconnects. This strategy affords us interconnects that
are much less sensitive to noise, with a minimal impact on
total path delay. The 30-() drivers are designed so that
their nominal dV/dT does not exceed 4.5 V/ns on a 50-Q
transmission line. The receivers are designed to accept the
appropriate voltage swing of 2.0 V or 2.6 V with 150 to
200 mV of hysteresis, as summarized in Table 5. The ac
receiver noise tolerance is shown as a function of pulse
width in Figure 11. This choice of driver impedance,
dV/dT, and hysteresis gave us the design point for which
the worst-case crosstalk in a bus configuration with full
coupling along the entire net is within the noise tolerance,
and the performance goals of the interconnects were
maintained.

Table 6 itemizes the resulting noise budget. This noise
budget is deduced from the driver-voltage slew rate
(dV/dT), noise tolerance, and experience from previous
designs, and it accounts for the topologically worst-case
values.

® Power distribution noise
The noise due to current fluctuations in the power
distribution, a key component of the total noise,

Table 5 CEC CMOS receiver thresholds and noise tolerance in the G5 system.

Receiver type Threshold/hysteresis Noise tolerance dc noise
(750-ps pulse width) tolerance

2.0 Vpp» 2.0-V swing Vpp/2 = 150 mV 1100 mV * 33% 1000 mV
2.6 Vi, 2.6-V swing Vip/2 £ 200 mV 1450 mV = 33% 1340 mV
2.6 Vi, 2.0-V swing Vpp/2 = 150 mV 1100 mV * 33% 1000 mV
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must be managed across the full frequency spectrum. A
representative plot of the power distribution impedance,
looking back into the system from a circuit on a logic
chip, is shown in Figure 12. This plot is derived from a
circuit simulation, in the frequency domain, of a model of
the package components. The model consists of resistors,
inductors, and capacitors representing the chips, MCM,
board, and voltage regulator, as well as decoupling
capacitors at all packaging levels including the chips.

The noise source is a sine-wave current source of unit
amplitude at each frequency, and the impedance plotted is
the voltage across this current source. This model is what
we call the mid-frequency model later in this section;
therefore, the high-frequency response provided by this
model and shown in Figure 12 is not very accurate
because of the assumptions used. These assumptions were

Table 6 Noise budget for MCM and memory buses.

necessary in order to represent the board structure, which
is essential for the accuracy of the results in the mid-
frequency range (e.g., 1 to 100 MHz). The high-frequency
response is also discussed in more detail later in this
section.

Figure 12 shows three distinct frequency ranges where
the power distribution noise must be managed: low-
frequency (below 1 MHz); mid-frequency (1 MHz-

100 MHz); and high-frequency (above 100 MHz).

The final decoupling capacitor implementation is
summarized in Table 7 for the 2.0-V supply for the
processor chips. The logic chips using the 2.6-V supply
require about half the current and produce half the
current deltas that occur on the 2.0-V supply; therefore,
roughly half the decoupling capacitors are needed for
these chips.

Low-frequency noise

For the G5 system, the power-supply voltage can deviate
from its nominal value by =100 mV at the circuit
terminals on the processor chip. We call this the voltage
tolerance. This variation includes the voltage regulation
tolerance, a resistive drop from the set point on the board
just outside the MCM pins to the circuit, and the low-
frequency ac noise. This voltage tolerance defines the
range for which the worst-case noise immunity curve is
generated. The low-frequency ac noise is the power-supply
voltage variation due to changes in current demand on the
power regulators.

The low-frequency ac noise accounts for £50 mV of the
voltage tolerance. The design of the switching regulators
provides for the current demands of the system for each
of the voltage levels. There are three high-current voltage
levels: the processor voltage of 2.0 V, the supporting logic
chip voltage of 2.6 V, and the memory voltage of 3.3 V.

Noise component On-MCM nets Off-MCM nets

(mV) (mV)

MCM Horizontal wire 730 130
Vertical wire (vias) 220 110

Delta-1 150 150

Board MCM connector 200
Horizontal wire 100

Card connector 130

Card Horizontal wire 35
SCM (crosstalk/delta-T) 200

Reflection and 240

superposition

Total noise at 1100 1305

receiver
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The bulk capacitance for the regulators is supplied by
electrolytic capacitors on two separate cards in the system.
The two capacitor cards have 180 electrolytic capacitors
each and provide the bulk capacitance for all three high-
current supplies. The electrolytic capacitors chosen have
a value of 560 uF and a maximum ESR (effective series
resistance) of 56 m().

For system availability requirements, the regulator
design includes redundancy. Two regulators are required
to run the system, and three regulators are available. If
any one of the regulators fails, the system continues to
operate on the remaining two regulators. Therefore, we
needed to decouple one third of the maximum operating
system current with the bulk decoupling capacitors and
stay within a 50-mV ac power-supply variation. If the
current deltas during the rest of the system operation can
be held to less than one third of the maximum current,
this is the limiting case.

Under normal operation, the maximum current variation
that the S/390 processor can generate due to the
number of switching circuits is 20% of the maximum
current. This 20% factor has been maintained from
generation to generation of S/390 CMOS processors and is
less than the current variation expected when one of the
three regulators fails. However, this is not the case when
the system makes a transition from a low-current state
to a full operating state. Therefore, the system’s assist
processor is programmed to stagger the starting of the
clocks in the system so that during the power-on-reset
sequence, the maximum current variation cannot exceed
one third of the maximum current.

To determine the number of capacitors needed on
the decoupling cards, a circuit model consisting of the
resistances of the board, the capacitor cards, and the
capacitors was built. The circuit was driven with a step of
current equal to one third of the maximum current, and
a simple regulator model was built that simulates the

Voltage
set point

Power
source

ESR ESR

Power- Capacitor card 1 Capacitor card 2
supply bulk bulk
capacitor =7 ; decoupling ; decoupling

G5 low-frequency electrical model.

regulator responding to the change in voltage at the set
point. The capacitors are required to store enough charge
to run the system until the voltage regulators can respond
and supply the additional current. This model is shown in
Figure 13.

For the 2.0-V supply on the G5 system, the current
delta that must be decoupled is 100 A. The board
resistance in Figure 13 is 0.18 m{) between the MCM
and the capacitor cards. Each capacitor card has a total
of 56000 uF each, with an effective ESR of 0.84 m()
including 0.3 mQ) of resistance for the card connector. The
output impedance of the three regulators is 1 m{) with
80000 wF, and the feedback loop has a delay of 20 us.

This model is coded into the circuit simulator, AS/X,
along with a delta-I current source and a regulator model
in order to determine the power-supply voltage variation.
For sizing and design purposes, we estimate the peak
voltage drop in the following way. The equivalent

Table 7 Decoupling strategy for the 2.0-V supply in the G5 system.

Noise Placement of Type of Number of Amount of
amplitude capacitors capacitors capacitors decoupling
(mV) at 2.0V
High-frequency 100 Chip Thin oxide 50 mm X 2 200 nF on chip
AL=35A MCM 200-nF ceramic 90 18 uF on MCM
Mid-frequency 40 MCM 200-nF ceramic 90 18 uF on MCM
AL= 60 A Board 1-uF ceramic 920 920 wF on board
10-uF ceramic 250 2500 wF on
board
Low-frequency 50 Capacitor cards 560-uF 200 112000 wF on
Al = 100 A electrolytics capacitor card
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resistance looking into the board from the set point near
the MCM pins is 0.4 m(), so 100 A will produce a 40-mV
voltage drop until the regulation recovers. In addition, the
charge being drawn from the capacitors will cause the
voltage of the capacitors to drop. From the equation,
I = C * AV/AT, we approximate AV = [ x AT/C =
100 A * 20 ps/192000 wF = 10.4 mV. The total voltage
drop is the addition of the 40-mV IR drop plus the
10-mV AV drop, or 50 mV.

For the 2.6-V and 3.3-V supplies, the objective is that
the low-frequency ac variation should not exceed 3%
of the supply voltage. A procedure similar to the one
outlined above led to a design with 40 capacitors on
each capacitor card for each of the 2.6-V and 3.3-V
power supplies.

Mid-frequency noise
Mid-frequency noise, consisting of voltage variations that
last for more than one cycle, also changes the operating
power-supply voltage of the circuits on the chip and is
factored into the voltage tolerance of these circuits.
However, because of the higher-frequency components
of this noise, the ESL, or effective series inductance,
becomes a significant factor in the effectiveness of the
decoupling capacitors. Capacitors with low ESL and ESR
are required, and they must be placed close to the MCM.
The amount of current that must be decoupled is the
20% variation due to changes in circuit utilization
discussed previously. The 33% low-frequency current delta
does not require decoupling in this frequency range
because its rise time is longer than the mid-frequency
resonance time constant of the packaging structure.
Furthermore, the low-frequency noise peak does not
coincide with mid-frequency peak noise. If a maximum
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current delta occurs which collapses the voltage, an
opposite-polarity current delta must occur next, and this
helps the system voltage level recover. To ensure the
+100 mV total voltage variation, the mid-frequency noise
should not exceed 50 mV at a delta current equal to 20%
of the maximum current, or 60 A. Our design goal is 40 mV
to provide some margin, because the 20% variation can
occur rather frequently during the operation of the
machine.

For the MCM and board of the G5 system, the
fundamental resonance is near 10 MHz. This frequency is
determined by the inductance of the package components
and the capacitance of the decoupling capacitors. The
mid-frequency noise is controlled by decoupling capacitors
on the board and on the MCM. On the board, we choose
to use two types of ceramic capacitors. The primary
decoupling is provided by 1-uF ceramic capacitors in the
0805 body size. Because of the impedance curve shape
shown in Figure 12, the number of capacitors required is
estimated early in the design by calculating the impedance
of a capacitor at 20 MHz, a frequency slightly above the
expected mid-frequency resonance of the system. This
impedance is obtained from the inductance, capacitance,
and resistance of this capacitor in series with the
inductance of the board via and the surface land to which
the capacitor is soldered. We estimate this impedance to
be 110 m{). The target is to place enough capacitors so
that the 60-A current delta will produce a 10-mV voltage
change at the vias of the decoupling capacitors. The
number of capacitors required on the 2.0-V supply is then
N, = (60 A =110 m)/10 mV = 660 capacitors. A
similar calculation for the 2.6-V supply, assuming a 40-A
current delta, results in a requirement of 440 capacitors
on that supply. As seen in Table 7, this requirement is
exceeded, and 920 of the 1-uF capacitors are placed on
the board.

In addition, 10-uF ceramic capacitors in the 1210 body
size were placed on the board to provide some bulk
capacitance with a lower impedance than the electrolytic
capacitors could provide at the MHz frequencies.

The mid-frequency noise response exhibited at the chip
power-supply terminals on top of the MCM is affected
by the inductance of the pins and vias in the MCM, and
the decoupling capacitors on the top of the MCM. In
comparison, the decoupling capacitors on the board have
a much lower impedance. For the first time, 200-nF C4-
attached decoupling capacitors were used on the MCM.
The 100-nF decoupling capacitors used in the G4 system
were modified by increasing the height and the number
of plates in the capacitor to achieve a 200-nF value. The
tighter space constraints for capacitors and the higher
current demands compared to G4 made the introduction
of this capacitor necessary to meet our noise targets. The
above calculations provide a good rule of thumb, but a
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circuit model and AS/X simulations are needed to
understand the noise wave shapes and the frequency
response of the overall system. (AS/X is an IBM
proprietary circuit analysis simulation tool.)

With the design parameters in place, an AS/X model
was built to analyze the mid-frequency noise. The key
parts of the model are shown in Figure 14 and modeled as
presented in [3]. The board planes are modeled as a two-
dimensional matrix of resistors, inductors, and capacitors.
The high-frequency model of the MCM is simplified and
connected to the board. The ceramic capacitors are placed
in their relative positions, and simple models of the
regulators and capacitor cards are added for completeness.
This model is used to verify that the time-domain noise
pulses are within the required limits. A frequency-domain
analysis is also done, in order to determine the resonant
frequencies and ascertain that the impedance objectives
across the frequency band are met. This model can be
used for noise-sensitivity analysis with respect to capacitor
choice and placement. This sensitivity analysis can result
in design changes.

Final verification is done by measurements on the
system. A known current delta is created by starting the
clocks. The resulting noise waveform is compared to the
corresponding waveform obtained from model simulations.
Also, the power-supply voltage variation is monitored
during system operation with special test programs
intended to stress the current variations in the system.
With this design, we were able to keep the mid-frequency
noise amplitude to 30 mV, which gives us sufficient margin
to design a new MCM with higher current demands and
still maintain the 40-mV objective.

As in the mid-frequency discussion of the G4 system
presented in [3], providing a voltage with a minimum
amount of mid-frequency noise is essential for limiting the
phase error, or long-term jitter, of the PLL on the logic
chips. The GS system introduces a new noise-filtering
circuit to limit the impact of mid-frequency noise on the
PLL [9]. The 2.6-V power distribution is used to supply
the voltage for the PLL, as in G4. A two-stage cascaded
resistor and capacitor filter network is used to filter the
noise. The first stage, which filters the mid-frequency
noise, uses a 200-nF on-MCM capacitor for each chip,
as shown in Figure 15.

High-frequency noise

While the low- and mid-frequency noise detracts from

the dc noise immunity of the circuits, the high-frequency
power-distribution noise is a portion of the ac noise on
the interconnects. For off-chip nets, the delta-I noise is
the high-frequency noise seen at the receiving circuits; the
corresponding budget is shown in Table 6. This noise
feeds through the 30-() source-terminated drivers and

is reflected at the receivers, which have a 0.7 reflection
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coefficient. The 150 mV in the budget is the high-
frequency noise that is superimposed on the crosstalk
noise at the receiver input. The GEMI design, including
the wiring rules, on-chip and on-module capacitor
allocation, and signal-to-power via ratio, is such that

this budget is met. The verification process described in
Section 7 ascertains that the GEMI design meets the noise
budget objectives long before any hardware is built.

High-frequency noise also affects the operation of on-
chip circuits. Crosstalk checking of on-chip nets using
static circuits has a noise budget as well, but this budget
specifies the spatial delta-V, that is, the difference
between the power-supply voltage at the driver and that at
the receiver circuit with respect to the local grounds. The
budget for this spatial delta-V is 150 mV peak to peak.
However, for analog circuits, such as phase-locked-loop
(PLL) or sense circuits, where the time-varying noise is
important, this noise budget is 200 mV peak to peak on
the processor chips, a variation of =5% of the supply
voltage. The noise control of on-chip interconnects is
discussed in another paper in this issue [10].

The high-frequency noise is produced by the
simultaneous switching of off-chip drivers and the core
logic, which is fed by the same power distribution.

For the 30-W processor chip, the high-frequency noise

is dominated by the core switching noise; the off-chip
drivers have a small impact on the noise appearing at the
power-supply terminals of the core logic on a chip. The
amplitude of the high-frequency noise is determined
primarily by the ratio of switching capacitance to total
capacitance on the chip. The design guideline is to add
on-chip gate-oxide decoupling capacitors to supplement
the intrinsic capacitance available from the substrate and
other on-chip devices, so that there is a total capacitance
equal to eight times the switching capacitance. Each
switching circuit must have sufficient decoupling
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capacitance within a 700-wm radius. The factor of 8§ is
based on the model of a voltage divider between switching
capacitance and total capacitance. The 700-um limit is
derived from our measurement results [11], from which
we observed that the effectiveness of the nonswitching
capacitance falls off by 50% at 700 um.

The processor chip has about 20 nF of switching
capacitance and 150 nF of intrinsic on-chip capacitance.
We assumed that the intrinsic capacitance was placed so
that it was 75% effective in decoupling the noise. We
also assumed that the added decoupling would be placed
around the macros so that it would be only 50% effective.
Under these assumptions, the requirement for on-chip
decoupling can be approximated by the equation

8 % 20 nF = (150 nF — 20 nF) * 75% + C, __ * 50%.

decap
Solving this equation for Cy  results in C, = 125 nF.
The final design of the processor chip contains 200 nF of
added thin-oxide capacitance, but some of this is placed in
the lightly utilized areas at the edges of the chip, where
its effectiveness is expected to be less than 50% because

it is farther than 700 wm from the chip areas with high
switching activity.

Equally important for the minimization of high-
frequency noise is to maintain the C4 leads on the chip
as close to equipotential as possible. This is done by
having a sufficient density of voltage and ground C4s, and
by providing voltage and ground planes to supply the
interconnections between these C4s. We take advantage
of the thin-film technology to include robust voltage and
ground mesh planes which provide a low-impedance
interconnection that minimizes high-frequency noise.

The dimensions of the ceramic packages, including the
450-um via pitch and the capacitance of the circuits on
the chip, produce a resonance between 150 and 300 MHz
for the power-supply impedance of the chips in G5. The
use of thin-film power planes lowers the inductance of
the package, shifting the resonant point slightly; more
significantly, the impedance value in the resonant
frequency range is reduced.

The actual power-supply delta-I noise is predicted by
means of circuit simulations of models derived using the
modeling approach described in [11, 12]. In short, the chip
sites of the MCM are broken into a 5 X 5 array of cells.
A model of the chip including the noise current sources,
decoupling capacitance, and power-distribution grid is
placed on the center 3 X 3 array of these cells. The MCM
decoupling capacitors are placed surrounding the chip on
the outer cells of the 5 X 5 array. The MCM is modeled
using a three-dimensional inductance calculator. The via
model is built in three sections, with an expanding area to
simulate the current spreading out as it flows away from
the chip. The mesh planes in the MCM are modeled to
interconnect the sections of the chip and the decoupling
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capacitors. The MCM pins are modeled, but the board is
considered to be an equipotential surface for these high-
frequency simulations.

Since a 3 X 3 chip model cannot accurately reflect
voltage variations on a local scale, a detailed model of the
resistive on-chip power grid is used for that purpose.
However, the model is used to determine the noise
waveforms produced by the logic cores and the off-chip
drivers at the operating frequency. The model properly
represents the voltage variations and the noise attenuation
as they propagate from the noise source. These waveforms
and an exponential equation fit of the noise attenuation
are inputs for the DELI program discussed as part of the
MCM net noise-checking procedure in Section 7.

Measurements and simulations on the product in the
system show that the peak-to-peak high-frequency noise
is between 80 and 100 mV in the operating range of
the processor, 2.0 to 2.5 ns, within the =5% variation
objective.

5. Physical design methodology

The physical design (PD) methodology used to design

the GEMI module was one of the keys to the success

of the design. The PD problem for the module was very
complex, and it required congestion optimization of the
interconnect netlist between the thin-film wiring medium
and the glass-ceramic, and application of net properties to
the split-netlist data in order to drive the detailed wiring.
After the actual wiring of the module was implemented
within the wiring rule limits, proprietary signal integrity
analysis tools were employed to check each net for
compliance with timing and noise limitations. All of this
pre-PD analysis, wiring, and post-PD checking was done
with the absolute schedule requirement that only a single
design release into the manufacturing facility could be
done for this MCM. The key module design considerations
are highlighted in the following.

® Design complexity and manufacturing time

The decision to design the GEMI module with two wiring
media necessitated a long manufacturing time for the
substrate in comparison to the silicon chip manufacturing
time. The design required the definition of two separate
rule sets for the detailed description of the wiring
environment, and four person-months of effort. The actual
manufacturing turnaround time of the GEMI spanned a
period of six calendar months, creating the schedule
requirement that only a single design pass and release to
the factory could be allowed for this MCM. Therefore, the
PD methodology employed for this design had to allow
for fast completion of wiring and individual net signal
integrity analysis, while guaranteeing that the design

was both logically and physically correct.
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® Optimization of wiring congestion

The effective use of the two wiring media became
paramount for the design in order to meet the goal of a
single, correct manufacturing release. The challenge was
to allocate the GEMI’s 10541 nets between thin film and
thick film while still adhering to the timing and noise
limitations required for proper system performance.
Additionally, the previously mentioned time constraints
did not permit the use of a detailed wiring tool to
optimize the wiring in the two media, find the congestion
areas, and then swap the connections back and forth.
Therefore, an early definition of the netlist allocation
between thin and thick film was attained through the use
of a global routing tool. This global router makes use of
sparse, early design information, yet it is still capable of
giving the module physical designer a reasonably detailed
split of the wires between the two media.

® Rigorous electrical and physical verification

The requirement for a single design release demanded an
extremely rigorous checking of the design. Because the
module was required to function correctly at first power-
on, every single net within the module had to be checked
against the appropriate physical and electrical constraints.
The tool set deployed for the module design is required to
provide, on a net-by-net basis, information regarding the
wiring rule, the net timing, and the net noise profile, as
well as manufacturing checks and logical-to-physical
verification.

® Methodology design flow

The methodology flow employed for the GEMI design is
shown in Figure 16. This methodology allowed the PD
team to quickly and successfully address the design issues
discussed previously. The methodology can be segmented
into four specific sections: Section A — High-Level Design
and Logic Implementation; Section B — Wiring Tool Rules
Generation, Detailed Wiring Congestion Analysis, and
ALLEGRO Model Build; Section C - Detailed Wiring,
Wiring Rule Checking, and Signal Integrity Analysis;

and Section D - Final Logical-to-Physical Verification,
RIT (Release Interface Tape—the design as sent to
manufacturing) dataset creation and manufacturing
checking, and final RIT signoff and release to
manufacturing.

Flowchart Section A: High-level design

This step involves early analysis of possible chip and
I/O pin placement options against expected system
performance targets. Since the specifics of early noise
budgeting are covered in Section 4, and the early timing
methods in Section 6, this section concentrates on the
early wirability analysis that is done as part of the high-
level design step.
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Flowchart of GEMI physical design process.

Early analysis of package wirability is achieved through
application of the PEPPER (Program for Early Path
Prediction based on Early Requirements) tool to the
design point. Earlier work has established the method
for this application [13]. The input to this tool is a basic
technology description of the MCM, a wiring strategy, and
a bundled netlist. The bundled netlist is a netlist in which
all bits belonging to a single bus and emanating from a
common origin are represented as a single data-line entry
in the file. The basic technology description of the MCM
utilizes a quantized grid cell approach to represent
physical counts and location of C4 pins, module I/O pins,
hybrid vias, wiring tracks, and chips. The wiring strategy
classifies the netlist into detailed logic groupings in order
to prioritize the most time-critical and difficult-to-wire
nets (e.g., differential nets). Finally, a bundled netlist is
created that allows for the fast analysis of wiring
congestion (both localized and across the entire module).

One can determine from the basic results of PEPPER the 637
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Table 8 PINDATA file field description.

Property

Usage

Driver/receiver flag
Net logic name

Bidi/Uni flag

Signal pin

Electrical book type

I/O circuit-to-signal-pin capacitance

x, y coordinates of I/O circuit relative to
position of signal pin

1/O circuit book output or input capacitance
(as appropriate)

Signal pin name

Defines pin as driving or receiving at system level
Unique English name used for all package levels

Indicates usage directionality mode at the system
level

Physical pin name as defined in physical footprint
model

Code used to represent circuit for purposes of
wiring-rule checking as well as later
manufacturing testing

Used during signal integrity analysis loop

Used during signal integrity analysis loop for
delta-I analysis

Used during signal integrity analysis loop

Nine-digit alphanumeric field used by the wiring
tool to uniquely identify the signal pin

appropriate wiring density, hybrid via count, and number
of plane pairs of wiring resource to be designed into the
module.

Flowchart Section A: Logic implementation

Chip-level and module-level inputs are obtained through
the use of a standard-format PINDATA file, which
contains specific parameters that are required for both the
physical design of the MCM and the noise and timing
analysis that is done once the first-pass detailed wiring has
concluded. The PINDATA file format allows all pertinent
information for each used signal C4 on a chip to be
passed to the MCM designer. Specifically, for each signal
net, the PINDATA file contains the information shown in
Table 8.

A logical schematic is then built within the Cadence
COMPOSER** tool framework. COMPOSER is a design
layout tool used by the chip design teams to generate their
logic macro descriptions. This ensures that the MCM
schematic is always completely synchronized with the chip
I/O interface and that checking is completely automatic.

Additionally, the use of the COMPOSER tool allows
for direct input of the module schematic information into
the system simulation environment. This is another critical
factor in achieving a fast, correct-the-first-time design
release. While the subsequent steps of the methodology
address the physical aspects of the design, the system
simulation group is able to test the netlist interconnect
against the design specification. Errors (if any) are fed
back to the MCM design team early in the design cycle,
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thus preventing iterations of the wiring/signal integrity
analysis phases of the MCM design.

Flowchart Section B: Physical package wiring tool rule
generation

Manufacturing complexities of S/390 MCMs dictate a
continued reliance on the CHOICE wiring tool (the
capabilities of which are discussed in a later section),

but this server-based tool requires an extensive rules
environment for successful routing of signal wires. The
data obtained from the high-level-design step of the
methodology is used by the substrate designer as an input
to the rules-development process. The substrate designer
then creates a set of rules files that represent the MCM’s
physical parameters to the CHOICE wiring tool. These
parameters include wiring plane-pair count; number and
location of signal and voltage pins; number and location
of signal and voltage vias; the wiring-track grid, length,
and count; and representations of the I/O interfaces
present between the module and the chips on the top
surface as well as the interface connector on the bottom
surface.

Flowchart Section B: Detailed wiring congestion analysis via
the PEPPER tool

As discussed earlier, the PEPPER tool is used to analyze
a “bundled netlist” in the high-level design step for the
purpose of determining the required package design
attributes. With the detailed netlist available, the PEPPER
global router is used to perform the net allocation
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between the thin-film and glass-ceramic wiring media.
Multiple global router optimization passes are run, with
the definition of nets allowed in thin film vs. nets allowed
in the ceramic portion of the MCM refined after each
pass. The result is a congestion-driven apportionment of
the MCM nets between the thin-film and ceramic wiring
media, which is used to drive the delivery of data to the
CHOICE detailed wiring tool described below.

Flowchart Section B: ALLEGRO model build/glass-ceramic
net fan-out assignment

Once the logic netlist is defined and apportioned between
the glass-ceramic and thin-film wiring media, the package
physical parameters have been determined, and the rules
needed to support the CHOICE tool are in place, all that
remains is to merge the logical schematic information into
the physical description of the package. The S/390 MCM
design team makes use of the Cadence ALLEGRO** tool
to perform this step. ALLEGRO is an industry-standard
tool for multichip packages, providing excellent design
function in an easy-to-view, graphical format. The graphic
nature of the tool is used to great advantage by the design
team in assigning the fan-out for nets that must be wired
in the glass-ceramic wiring medium.

ALLEGRO tool physical chip symbols are built based
on the same PINDATA files that were used to generate
the logic model in COMPOSER (this provides for
logic equivalence between the COMPOSER tool and
ALLEGRO tool databases). A basic ALLEGRO model
is created that contains placed chip and I/O component
symbols, the full logic netlist, and a “middle” component
whose pins represent the location of discrete hybrid via
transition points between the thin-film and glass-ceramic
wiring media. These discrete transition points between the
thin-film and ceramic wiring media are nicknamed “middle
pins,” and are referred to as such for the rest of this
paper. No other physical data need be entered into the
ALLEGRO model for this design methodology.

Finally, taking advantage of the aforementioned graphic
capabilities of the ALLEGRO tool, internally written code
routines are exercised to assign specific “middle pins” to
the logic nets wired into the glass-ceramic. The assignment
is done using a simple length-minimization algorithm
based on the timing criticality of the nets, with timing-
critical nets receiving first priority (and, hence, the
shortest possible fan-out from the chip I/O to the “middle
pin”), and less critical nets being assigned lesser priority.
This algorithm is exercised until all required middle
pins have been assigned according to the wiring rule
limitations.

Flowchart Section C: NETRULES wiring rule checking

An internally developed tool, NETRULES, is used for
the purpose of reading in the data extracts from the
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ALLEGRO model, evaluating the data against design
wiring constraints, and then generating the appropriate
files for input to the CHOICE wiring tool. The main
feature of the NETRULES tool is a richly featured wiring
rule set that allows the definition of many key constraints
to the detailed wiring tool. Checking features include valid
I/O circuit combinations, individual net length checks,
group limits, differential net length limits, etc.

Once pre-physical design checking is complete,
NETRULES is used to generate detailed logic
descriptions and netlist ordering information for the
CHOICE wiring tool. The ordering information breaks
each net down into a sequence of point-to-point
connections and assigns priority information to those
segments. This data is input into the CHOICE tool, and
the detailed wiring is completed. A design iteration loop
is then entered in which a feedback file is passed from
CHOICE to NETRULES, NETRULES generates a data
model that is fed to the signal integrity analysis tools, and
a net-by-net timing/noise check is performed. Failing nets
are fed forward to the module designer for rerouting
with the CHOICE tool, and the process is repeated. The
details of net timing/noise checks, as well as the tools that
perform these checks, are covered in Sections 6 and 7 of
this paper.

Flowchart Section C: The CHOICE wiring tool

The CHOICE tool is an internally developed wiring and
checking tool. The development of this tool was done in
conjunction with the MCM manufacturing experts, and
provides unmatched routing capability for “gridded” MCM
designs. CHOICE provides the environment and functions
necessary for wiring on complex, hybrid-medium designs
(i.e., designs consisting of more than one wiring medium),
using predefined discrete wiring channels in a gridded
routing environment. Its functions include automatic
wiring, manual or interactive wiring, and execution of
physical checking against the final wired image. CHOICE
runs under the MVS environment and can be run in either
foreground or batch modes, which facilitates execution of
routing runs on a round-the-clock basis. Not only do these
outstanding characteristics provide rapid turnaround time
for design iterations (the team has achieved a 24-hour
design iteration cycle time), but the routing algorithm has
never failed to provide a 100% automatic wiring solution
on the first pass through the data. Another outstanding
CHOICE feature is the first-pass avoidance of shorts,
length violations, and net spacing problems, on datasets
that are an order of magnitude larger than any industrial
router can handle today. CHOICE provides extensive
wired-image-checking capabilities, including (for example)
min/max length, shorts, loops, and illegal T-junctions, as
well as manufacturing checks that defend against via-to-via
spacing violations and excessive wrong-way wiring.
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Table 9 GEMI net types and delay predictor accuracy.

Bias Net topology Medium Wiring rule Maximum
supplyfinterface range regression error
level (mm) (% of net delay)
V)
2.0/2.0 On-MCM Thin film 40-100 4
Point-to-point
2.0/2.0 On-MCM Glass-ceramic 30-140 3.6
Point-to-point
2.6/2.6 On-MCM Thin film 40-100 3.8
Point-to-point
2.6/2.6 On-MCM Glass-ceramic 30-140 2.1
Point-to-point
2.6/2.6 On-MCM Glass-ceramic Wire 1: 30-70 2.1
Distributed 2 Wire 2: 0-30
2.6/2.0 On-MCM Thin film 40-100 4
Point-to-point
2.6/2.0 On-MCM Glass-ceramic 30-140 3.6
Point-to-point
Table 10 Delay components for GEMI off-chip interconnections.
Net name Driver chip Off-chip net Receiver chip Total net
Simulated/estimated Simulated/estimated Simulated/estimated Simulated/estimated
(ns) (ns) (ns) (ns)
MBA = L2 0.864/0.820 0.917/0.941 0.952/0.919 3.3/3.2
Glass-ceramic net
Wire = 95 mm
L2 > 12 0.860/0.939 1.461/1.412 0.459/0.473 3.3/3.4
Glass-ceramic net
Wire = 135 mm
MBA = L2 0.864/0.850 1.131/1.138 0.629/0.689 3.2/3.2
Glass-ceramic net
Wire = 115 mm
L2 > L2 1.142/1.132 1.183/1.152 0.425/0.439 3.3/3.3
Glass-ceramic net
Wire= 122 mm
L2 => CP 1.299/1.378 1.351/1.298 0.440/0.438 3.6/3.6

Glass-ceramic net
Wire = 138 mm

Flowchart Section D: RIT dataset creation/manufacturing
checks/logical-physical verification

Upon successful completion of the wiring/timing/noise
design iteration loop, the RIT (release interface tape)
datasets are created. These datasets are used to drive the
manufacturing of the MCM. Prior to release, however,
several levels of checking are done. Manufacturing checks
that have been built into the CHOICE wiring tool (as
discussed above) are run. Additionally, the wiring image
output of the CHOICE tool is processed and compared
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with the original COMPOSER schematic, thereby
guaranteeing that the final physical product matches the
original logic input. This check, along with the logic
simulation verification results, guarantees full functional
compliance with the design specification on the first
release of a module design.

® GEMI module design results
The GEMI module in product form was exercised
through the physical design methodology described
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above, involving a total effort of one person-year. The
12-processor design, involving 595.67 meters of wire, was
contained within a single plane pair of thin-film wiring
with 17 plane pairs of glass-ceramic wiring. The allocation
driven by the intermediate PEPPER analysis resulted in
212.32 meters of wire in the thin-film resource (thin-film
utilization for the final design was 37.29%), and 383.35
meters of wire in the less dense glass-ceramic resource
(the average utilization of a glass-ceramic plane pair was
39.61%). This utilization data does not reflect the number
of wiring tracks kept empty for the purpose of providing
electrical shielding to sensitive nets such as differential
STI nets and reference clock nets.

The module was released to manufacturing only once.
Subsequent system testing revealed 100% functionality of
the module. This fact provides the vindication for the
rigor of the design methodology described herein as
applied by the S/390 MCM design team.

6. Wiring rules and timing

As we have seen in Section 5, the GEMI MCM contains
10540 connections. The structure and performance goals
are not the same for all of these connections, and
consequently the methods for their timing differ as well.
The on-MCM connections can be separated into three
classes: the time-critical connections representing the data
and control lines between SD/SC chips and the CP and
MBA chips, non-time-critical multidrop connections
between the on-MCM chips used for testing and other
auxiliary functions, and finally the reference clock
connections. The off-MCM nets can also be separated into
three classes: the time-critical bus-pumped connections to
the main memory controller chips, the STI differential
connections to the cable connectors at the edge of the
board (Figure 4), and nonswitching testing lines.

For the time-critical (either on- or oft-MCM) nets,
accurate prediction of the delay from the input of the
output buffer (driver circuit) to the output of the input
buffer (receiver circuit) is essential for accurate prediction
of the cycle time that the system can support. Most of
these time-critical connections were point-to-point
connections with bidirectional drivers at the ends of the
net. A number of two-drop near-end-distributed nets [14]
were used for a small number of connections between the
SC and a pair of CP chips in order to contain the number
of signal I/Os of the SC chip within the bounds of the
chip footprint described in Section 3. Closed-form delay
predictors were developed for all of these nets using a
least-squares fitting method with excellent results. Table 9
lists type and fitting error for each of the main classes of
these interconnections in both thin-film and glass-ceramic
material. This table shows that the worst-case fitting error
is less than 5% for the point-to-point nets, while the error
for the first load on a two-drop distributed net is almost
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the same, namely 4%. Since these estimation errors are
well within the delay tolerance of these nets that is
produced by environmental and manufacturing variations,
the closed-form predictors were used for the timing of the
G5 system. The distribution of the cycle times supported

by the nets on the GEMI is a result of the timing

check of every net after the MCM physical design

is completed; it is given in Figure 17. For a set of
characteristic nets, Table 10 provides a comparison

of delays yielded by the off-chip timing methodology

to that of a SPICE-like simulation.

The results in this table verify the accuracy of our
timing methodology (error less than 7%) and prove that
the GEMI MCM can support 300-MHz connections. In
addition, one should note that the package delay of an
off-chip path corresponds to 43% of the total path delay,
another 40% of the total path delay is due to the CMOS
circuits on the driver and receiver chip, and 17% is due
to clock skew, PLL cycle-to-cycle jitter, and noise delay
penalty. The combined effect of the clock elements (PLL
jitter and clock skew) accounts for 10% of the total path
delay. This is an inferred quantity and is not directly
measurable. As such, it is expected to be pessimistic, as
was shown by system measurements on the test floor that
exceed the predicted cycle-time limits by a couple of
hundred picoseconds. This path delay adder is computed
as follows.

Since the off-chip path involves two on-chip clock
distributions, and each one of them can have a clock skew
of 150 ps (which represents 10% of the longest clock
distribution delay), the total clock skew for the data chips
is calculated as 1502 = 210 ps. The skew between
different drivers at the output of the clock chip is specified
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at 80 ps, while the cycle-to-cycle PLL jitter is 240 ps
and the noise impact 180 ps. The root-mean-square
summation of the clock skews and noise delay impact is
algebraically added to the PLL jitter which is always
expected to occur during the machine’s lifetime
operation, and it results in a 527-ps adder to the path
delay.

Although Table 10 depicts the delay predictions for a
number of worst-case on-MCM interconnections by IBM’s
proprietary timing tools, at the completion of the MCM
physical design, the delay of every on-MCM and off-MCM
net is calculated. The technology and physical data
required for these calculations are found in the following
datasets or tools:

Pindata file: Provides the electrical and physical properties
of the chip I/Os, including the buffer circuit type. A
detailed description of its contents can be found in

Table 8.

VIM database: Provides the electrical and physical
properties of the interconnections on MCM, board, card,
SCM, and connectors.

SLAM tool (see below): Provides hard-coded delay
equations for each net type, with their corresponding
coefficients and tolerance.

SLAM is a system path delay calculator that adds the
off-chip net delays, which it calculates, to the delays of the
latch, driver, receiver, and whatever other circuits may be
in the path. The delays of these CMOS circuits exist in a
set of special files generated by the on-chip path timer.
The result of this addition is a “slack report” for each
latch-to-latch connection analyzed by the SLAM. A slack
report depicts the amount of time by which a latch-to-
latch connection time may be shorter or longer than
the target cycle time. In addition, SLAM provides the
computed path delay and netlist in uniquely formatted
files (pio, netlist) which are used to provide the required
system timing and interconnection information to the
noise verification tools described in Section 7. The
results of the noise verification tools are translated to
representative delay adders, which SLAM accepts to
produce the final system timing slack report.

The second class of nets are the reference clocks. These
are differential pairs emanating from the clock chip and
connected to every chip on the G5 MCM and memory
cards. Each chip receives one reference clock. Although
the absolute arrival time of these signals is not important,
their relative arrival time with respect to one another is.
In particular, if T is the time required for the clock
signal to propagate from the clock chip to a logic chip on
the GEMI MCM, and T, the corresponding time of the
reference clock propagating from the clock chip on the
GEMI MCM to any of the main memory controller chips
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on a memory card, it is desirable that [T, — T,| = 0.
This implies that under nominal environmental
conditions, the length for the reference clock connections
should be such that its propagation time for the on-MCM
interconnect is equal to the propagation time of the clock
signal from the clock chip through some MCM wiring,
MCM vias and pins, board wiring, card connector and
wiring, and finally pins and vias of the SCMs that house
the main memory controller chips, i.e., the off-MCM
interconnect. Although this null relationship can be
achieved with judicious selection of the on- and off-MCM
lengths, it cannot be maintained at zero for all machines
or even for the life of a given machine, because of the
different sensitivities to environmental and manufacturing
conditions of the on-MCM wires and the on-board or card
wires. Therefore, the optimum lengths for the reference clock
wires are obtained through trial and error from statistical
circuit simulations for the structure depicted in Figure 5,
until the quantity [(T, + [T, — T,|) — cycle time],
where T, is the path delay from the controller chip on
the memory card to the SD/SC chips on the GEM], is
minimized. To minimize the effect of logic noise coupling
onto the reference clock lines, and hence to reduce clock
skew, all of the clock signals were wired on a dedicated
plane pair at the bottom of the GEMI MCM and were
surrounded by empty wiring tracks.

The third class of nets are the non-time-critical (cycle
times greater than 20 ns) but multidrop nets. For these
nets, wiring rules for the segment lengths are developed
through circuit simulations so that there is no switching
uncertainty after a predefined time interval. The correct
implementation of these wiring rules is confirmed after
physical design of the MCM through the use of a
proprietary tool called NETRULES, described in
Section 5.

Finally, the STI nets are differential pairs for which
neither the absolute delay nor the relative delay among
them is important, because of the self-timing nature
of the source synchronous scheme used for the signal
propagation. However, the correct sensing of the
differential signal by the receiver at the end of a 10-m
cable (system configuration design requirement) requires
that very little noise be coupled on any of these
differential pairs and that within each pair the imbalance
of the lengths be very small. Consequently, the STI pairs
are laid out with an empty track on either side of the
differential pair; in addition, the length difference of the
two wires within a differential pair is kept to less than
2 mm on the GEMI and 4 mm on its board. The proper
performance of the STI nets was determined using
detailed package, cable, and CMOS circuit models in large
SPICE-like simulations. The results of these simulations
were confirmed experimentally, and it was found that
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these connections can support up to 14 m of cable and
operate at 337 MHz.

7. Noise verification
For G5 and G6, both signal rise times and machine
cycle time have been reduced to the point that signal
integrity issues such as noise containment at the system
level represent a significant challenge for the comprehensive
verification of the off-chip nets. The total noise is
composed of coupling noise and switching or delta-I
noise. These noise sources are evaluated on all MCM and
board nets to ensure that coverage is not compromised.
The noise verification process has been developed
within the IBM System/390 Division over several
generations of technology and machine designs [4, 15].
It is intended to provide a bounding calculation of the
total noise and to identify nets which exceed their
design limits for subsequent rerouting. The accuracy of
such bounding calculation is a function of deterministic
parameters, such as physical layouts, and statistical
variations, such as switching time uncertainty. Given this
objective, the noise verification process is structured as
follows:

1. Electrical characterization of chip buffer circuits and
package parameters from a noise perspective:

Driver slew rate.

Receiver noise margins.

Coupling coefficients (mV/cm).

Driver and receiver reflection coefficients.
On-chip switching noise (both core and 1/O).

I U =

2. Geometrical extraction of package layout and net
topologies.

3. Use of a transmission-line algorithm to predict noise
amplitude and arrival time at receiver inputs, based
on driver switching times.

4. Use of a delta-I calculator to account for high-
frequency on-chip power-supply noise at chip I/Os.

5. Statistical summation of the coupled and delta-I
noise at every receiver based on driver switching
time variations.

The resulting noise magnitude is a statistical quantity
characterized by a probability function at every
discretization interval of the cycle time. A net is defined
as a failing net when the probability function of the
corresponding noise magnitude at any discretization
interval of the cycle time satisfies the following bivariate
inequality:

PIV.(t)>V]>P. 5)
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This inequality states that if the acceptable probability

of failure, P, is less than the probability that the noise
magnitude, V' (¢), is greater than the receiver’s noise
tolerance, V, the net must be rerouted. The acceptable
probability of failure, P, is based on many factors: number
of cycles during a machine lifetime, number of nets, etc.
[16]. This number is typically of the order of 10~*".

Figure 18 shows the results of the application of Equation (5)
to the on- and off-MCM nets for the G5 systems.

® [Electrical characterization of chip and packages

Coupling noise is a result of electromagnetic interaction
from a switching or active line to a quiet one in close
proximity. This electromagnetic interaction between a pair
of coupled wire segments results in a forward or far-end
wave traveling in the same direction as the active signal,
and a backward or near-end wave that travels in the
opposite direction [17]. To account for this interaction,
capacitive and inductive coupling coefficients (K, K|) are
computed for each package level (MCM, board, card, etc.)
using various field solver tools [18-20]. The outputs of
these tools are the capacitance and inductance matrices
used to derive the appropriate coupling coefficients such
asK = C /C and K, = L /L, where

C_, = mutual capacitance between two signal
conductors,
C, = total capacitance of a conductor (mutual plus
ground),
L = mutual inductance between two conductors,
L = self-inductance of a conductor. 643
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The per-unit-length coupled voltages, PULX, in
mV/mm, are obtained from circuit simulations of the
driver circuits and package models for the various
net types that are used for the on- and off-MCM
interconnections in the G5 system. The CMOS driver
circuits on these nets are series-terminated. Reflection
coefficients are calculated that account for the mismatches
between the driver-circuit output impedance or the
receiver-circuit input impedance and the characteristic
impedance of the transmission lines that model the chip-
to-chip interconnections. The receiver-circuit reflection
coefficients derived from these simulations reflect the
capacitive loading that exists at the input of the receiver
due to the gate and ESD diode.

G. A. KATOPIS ET AL.

Several packaging components must be characterized
before system-level noise analysis can be performed on
the interconnects in the G5 system. These packaging
components are the GEMI MCM, its board, the memory
cards, and the complex connector structures used at
package interfaces. Figure 19 is a schematic illustration of
the various package components used for the L3 memory
communications to the L2 cache chips on the GEMI.

The mesh reference planes in the GEMI allow
coupling between lines on either side of a power plane
(e.g., vertical or diagonal coupling), due to the lack
of electromagnetic shielding by such a power plane.
Therefore, three contiguous wiring-plane pairs must be
considered for the calculation of the PULX parameters of
the x—y lines, as shown in Figure 20, where 50% other
lines and vias (OLVs) are assumed [5].

The coupled noise in the via area is also important.

In the via region, signal and power are interleaved in a
checkerboard fashion, resulting in a 1:1 signal-to-power
ratio to minimize coupling, as shown in Figure 7. The
structure depicted by this figure is extended to a 5 X 5
arrangement of signal vias for the accurate calculation
of the PULX values, as described in [21].

About 40% of the MCM nets are used for
interconnections to the L3 memory cards. The board
signal lines are the equivalent of strip lines because
they are embedded among voltage and ground planes.
Therefore, the far-end PULX value among the board
signal lines is very small. Signal lines in the memory card
have similar characteristics. The PULX values for these
PCB packages are calculated using techniques similar to
the ones used to determine the PULX of the MCM x—y
wires.

A high-density zero-insertion-force connector known
within IBM as the Harcon connector is used to connect
the MCM onto the board, while a right-angle card-edge
connector is used for the memory card/board interface.
Connectors are sources of large coupling noise, primarily
because these structures are nonhomogeneous. Because of
their complex geometry and fixed lengths, the coupled-
noise voltages are obtained directly from an application-
specific field solver [22]. A geometrical abstraction of the
Harcon connector used for its electrical modeling and
coupled-noise determination is shown in Figure 21.

All of these noise-related quantities are stored in noise
files, together with pertinent geometry and timing data,
after the MCM, board, and cards are fully wired. The
details of the contents of these noise files are described
in the following subsections.

® Geometrical extraction

The determination of the position and length of all of the
coupled segments associated with each net in a package
component (MCM, board, or card) is the basis for the
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geometrical extraction process. By treating each coupling
interaction as a pairwise network, the geometrical
extractor is extended to determine the physical lengths
from the beginning and the end of each coupling segment
to the driver/receiver pins for both the active and quiet
nets [23].

Pin and wire database information is used in
conjunction with PULX and time-of-flight parameters
to compute noise voltages and delays for all coupling
interactions associated with every net within the package.
This results in the generation of a geometrical crosstalk
file known as the GEO file. A typical entry within the
GEO file contains the following:

Quiet net name.

Active net name.

Near-end coupled noise.

Far-end coupled noise.

Coupled-segment delay.

Delay from the active driver to the coupled segment.
Delay to the active receiver from the far end of the

coupled segment.

Delay to the quiet driver from the coupled segment.
9. Delay to the quiet receiver from the far end of the

coupled segment.
10. Reflection coefficient at active driver pin.

NN R LD

&

11. Reflection coefficient at quiet driver pin.
12. Reflection coefficient at active receiver pin.
13. Reflection coefficient at quiet receiver pin.

This extraction process is applied on all package
components independently. For nets which are completely
contained within the MCM, the required timed noise
analysis can begin immediately. For off-MCM nets, i.e.,
memory nets, a “flattener” process is used to connect wire
segments across several package boundaries and generate
an equivalent GEO file across all the topologies involved.

® Transmission-line effects

With this information, the amplitude and arrival time of
the far-end and near-end noise pulses at the receiver input
can be predicted by employing transmission-line theory
and taking into account the switching time of the active
drivers. For each pairwise-coupled network on a victim
line, the reflection coefficients at the driver output and
receiver input of both the active and victim lines are
employed in a multiple-reflection algorithm [23] to
determine the complete noise waveform at the input of
the victim receiver. This noise waveform can be viewed

as the noise “signature” for a pairwise-coupled network.
Since there are many such pairwise networks for a victim
line, the total coupled noise is determined by the
superposition of independent noise signatures within the
cycle time. However, the resultant waveform is a statistical
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quantity, because its magnitude and shape depend on the
switching times of the driver circuits on the active lines,
which are statistical variables.

The reflections from one coupling interaction can either
add to or cancel out the noise at the input of a receiver
circuit, depending on the specific net topology. In
Figure 18 a significant increase in the number of violators
is observed, indicating that noise addition occurs when
reflections are considered. Since the magnitude of the
coupled noise generated on a net is proportional to its
length, the results shown in this figure reflect the fact that
the population of nets that exceed the defined noise limit
is associated with the memory bus connection. For these
interconnections, the reflection of the logic signal at the
receiver input of an active net generates significant near-
end noise from the various connectors within the path that
propagates back to the input of the victim receiver and
adds to the far-end noise generated by the initial logic
signal on the active lines. In Figure 22, only on-module
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nets are considered. As can be seen in this figure, not
only is the noise magnitude significantly lower because of
shorter wiring lengths, but including reflections in the
noise estimation reduces the resultant noise magnitude at
the input of the victim receiver. This is due to cancellation
of the noise caused by the reflected and incident logic
signals on the active line, but this cancellation is possible
only because of the relatively short lengths of these nets.

Because of the topology of the nets and the inclusion of
multireflections in the noise determination, some noise
components will appear at the receiver circuit input after
the end of the cycle time during which all of the active
lines are assumed to have switched. To handle these noise
components without affecting the turnaround time of the
noise verification process, we monitor the arrival time of
each noise component; for those which occur beyond one
cycle, we readjust their arrival time at the input of the
receiver circuit by subtracting out the appropriate multiple
of cycle times. This approach causes the overlapping of
noise components which actually occur in different system
cycles by wrapping them back into one reference system
cycle.

Under the worst-case assumption that the active lines
are switching in every cycle (e.g., alternating their state
from cycle to cycle and creating a pulse train), their
switching activity in odd multiples of the system cycle will
create noise pulses with a polarity opposite to that of
noise pulses generated in even multiples of the system
cycle. Therefore, when a noise pulse arrives at the input
of a victim line’s receiver circuit after the system cycle
being considered but before the end of the subsequent
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system cycle, its arrival time will be adjusted by subtracting
one cycle, and its magnitude will be adjusted by reversing
the polarity or multiplying its amplitude by —1. This
ensures that noise pulses created from a driver circuit
switching in one system cycle will properly add to or
subtract from the noise pulses created by this driver
switching in subsequent system cycles.

® Delta-I calculator
The delta-I calculator computes the high-frequency delta-I
noise at each chip I/O on the MCM. A noise waveform is
used as an input to the calculator to represent the delta-I
noise created by the switching drivers, receivers, and on-
chip macros. The on-chip macros may be logic blocks or
arrays. The output is a sampled time waveform over the
cycle for all chip I/Os which is later combined with the
coupling noise to compute the total noise on the net.
The noise waveforms are generated in AS/X by placing
a group of circuits on a section of the MCM high-
frequency model discussed in Section 4. The noise
waveform for each fype of active circuit is created,
and the amount of noise that propagates through each
type of output circuit onto the off-chip interconnect is
determined. The noise at an output due to a source
somewhere on the chip is determined by

V(t,x,y) = A@®) exp [— \[a(x' = 0)]* + [B =11 (6)

where V (¢, x, y) is the noise at a driver or receiver

on the chip, A(¢) is the noise waveform that

propagates onto the interconnect, « is the coefficient

of attenuation in the x-direction of the chip, B is the
attenuation in the y-direction, and (x’, y") is the location
of the noise source. The noise at the output of a quiet
driver or receiver is simulated in AS/X for the case in
which the quiet circuit is next to the switching circuits;
that sampled waveform becomes A () in the calculator.
The noise amplitude attenuates as it propagates across the
chip. The amplitude and the attenuation are dependent
on the on-chip power grid and the amount of decoupling
capacitance. The attenuation is determined from the AS/X
results and fit in Equation (6) to determine « and . By
using Equation (6), the noise can be approximated at any
point on the chip by summing all of the noise sources

on the chip at the location of the driver and receiver.
Table 11 gives a sample of coefficients for the CP and
nest chips on the G5 machine.

For active-source-terminated drivers, there are two
delta-I noise pulses, the first when the driver switches and
the second after a time has elapsed that is equal to twice
the propagation delay to the end of the interconnection
length. This second delta-I component is generated by the
reflection of the signal at the receiver when it arrives at
the output of the driver circuit. The delta-I calculator
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determines the delay between the two pulses from the
timing data discussed in Section 6 and includes it in the
final noise waveform determination.

In addition, we found it convenient to include within
the delta-I calculator the crosstalk of the on-chip
wires from the C4 to the driver or receiver. On-chip
extraction tools can calculate the coupling capacitance for
the on-chip portion of the off-chip net. The calculator
computes the coupling noise for this situation using
mV/pF coefficients and adds this noise to the final
noise waveform for each chip I/O on the MCM.

® Statistical noise summation

Driver switching-time variations have traditionally been
determined by short- and long-path static timing analysis
[16]. This is not the case for the G-series class of IBM
mainframes, since all off-chip nets are latch-to-latch.
Although this represents a simplification of the timing
process, driver switching-time windows still exist because
of manufacturing and clocking considerations. These
driver switching-time windows, known as the early and late
actual times (EAT and LAT), are computed for all off-
chip driver pins on the MCM as described in Section 6

of this paper. This variation is treated as a Gaussian
probability density function for each active driver and
convolved [16] with the appropriate noise signature
computed by the multireflection algorithm. This
convolution results in a value for the magnitude of the
noise voltage at each discretized point within the system
cycle and its corresponding probability of occurrence. This
calculation is performed on all active nets associated

with a victim net. A statistical summation of all noise
waveforms yields the statistical discrete distribution of the
noise magnitude at any discretized point within the system
cycle for all nets.

The smearing effect of the convolution tends to increase
the overall noise levels. This is verified by the results
shown in Figure 18. From this figure it is apparent that
when the switching-time uncertainty of the active lines is
not used in the noise estimation, some nets that violate
the limit of the probability of failure will not be detected.
In fact, for a given set of deterministic switching times of
the active driver circuits, the number of noise violators
can be 15% to 31% lower than the number obtained when
the statistics of the switching-time variation of these
drivers are taken into account.

Because of the nature of latch operation, there is a
small time window within the system cycle time in which
noise can corrupt data. The noise magnitude outside this
time window is irrelevant because it will not propagate
through the latch. This time window is based on the
collective influence of clock arrival times, data path
timings, manufacturing tolerances, etc., and is called the
“window of vulnerability.” The window of vulnerability
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Table 11 Sampling of DELI coefficients used for the
design of GEML.

Peak of A(t) a
off-chip driver (mm ") (mm™)
(mV/driver)
CP chip (G5) 0.20 0.40 0.34
Nest chips 0.30 0.40 0.34
CP chip (G6) 0.18 0.58 0.58

is computed on a net-by-net basis and is essential for
determining the real noise violators in the system by
accounting for noise only within the required data
arrival time period. The effect of using the window of
vulnerability is shown in Figure 18. The number of

nets exceeding the noise limit of 1000 mV is reduced

by seven to ten times when the window of vulnerability is
considered. The incorporation of this feature in the noise
calculator not only yields more accurate results for the
nets needing rerouting, but also has reduced the time
spent in route analysis by one order of magnitude.

The process of identifying nets which have a high
probability of excessive noise and rerouting them is an
iterative one and continues until all nets in the system
are within the failing criterion. This iterative process
is performed several times in conjunction with timing
analysis during the electrical verification phase of the
MCM design. Therefore, it is very important that all
problem nets be identified quickly and accurately.

8. Conclusions
The previous discussion shows that a very complex MCM
can be designed in a time comparable to that required for
the design of the processor chip and with less than half
the resources. Although the design regime with respect to
tools and approach is rigid, it has resulted in good product
with a one-pass design. Two-phase physical design (i.e.,
pre-PD circuit simulation and post-PD verification) has
been shown to be essential in achieving this goal. Using
the experimental data from the GEMI MCM, we have
proved that closed-form equations for the estimation of
both the timing and the noise of the wired nets provide
adequate accuracy and superb execution performance.

However, the manufacturing time of such MCM
packaging is extremely long, nearly three times the
corresponding processor chip manufacturing turnaround
time. A significant cause of this long turnaround time is
the growth of thin films on the glass-ceramic material in a
serial manner. Modification of the manufacturing process
so that this serial approach can be changed is very
desirable.

Since the MCM manufacturing turnaround time is so
much longer than that of the processor chip, a great
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degree of integration between the package and chip design
teams is required, and this has been the case for the S/390
server design teams. This team structure partly ameliorates
the constraint imposed on chip design by the requirement
for a very early definition and spatial allocation of the
corresponding chip I/Os.

Even with the current MCM turnaround time, the
GEMI MCM provides the lowest cost-performance
solution for a symmetric multiprocessor system (SMP)
containing 12 to 14 processors with the associated L2
cache and system I/O chips. It is significantly cheaper than
an equivalent SCM implementation of such a system on
complicated card-and-board technologies, but it requires
the design rigor and technical expertise in controlling
noise and interconnect timing that have been described in
this paper. In addition, the MCM technology provides us
with the most dense configuration of chips in a two-
dimensional arrangement, which facilitates refrigerated
cooling. In fact, the GEMI MCM is the key contributor to
a low-cost refrigeration apparatus that can enhance the
performance of the system by more than 10%. In this
refrigerated operation we have shown that the GEMI
MCM can support 300-MHz synchronous interconnections
of significant bandwidth. However, as was pointed out
previously in this paper, this frequency limitation is
affected by the delay of the electronic circuits associated
with the interconnections. As CMOS technology advances,
glass-ceramic MCMs with thin film should be able to
support even higher interconnect frequencies of operation.
Indeed, we believe that glass-ceramic MCMs with thin film
can easily support 500-MHz off-chip interconnects with
future CMOS technologies, provided that the maximum
net length is 90 to 100 mm. This naturally assumes the
availability of the highly sophisticated manufacturing
capability which was brought to bear on the construction
of the GEMI MCM, and which can deliver more than half
a kilometer of wire and chill 1000 watts in an area equal
to the size of the human palm.
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including managerial responsibility for the Module/Board
Packaging and Release Department for the 3090 mainframes.
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