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The detailed understanding of the magnetic
properties of transition-metal muitilayers
requires the use of state-of-the-art
experimental techniques. Over the last few
years, the X-ray magnetic circular dichroism
(XMCD) technique has evolved into an
important magnetometry tool. This paper

is an overview of the principles and unique
strengths of the technique. Aspects covered
include the quantitative determination of
element-specific spin and orbital magnetic
moments and their anisotropies through sum-
rule analyses of experimental spectra. A
discussion is presented on how the spin and
orbital magnetic moments in transition-metal
thin films and sandwiches are modified relative
to the bulk. We show that a thin film of a
nonmagnetic metal such as Cu may

become magnetically active when adjacent
to a magnetic layer, and a thin film of a

ferromagnetic metal such as Fe may become
magnetically inactive. The orbital moment is
found to become anisotropic in thin films; it
can be regarded as the microscopic origin of
the magnetocrystalline anisotropy.

1. Introduction

Research on magnetism has undergone a renaissance over
the last decade, following the discovery of a variety of new
scientific phenomena associated with artificially fabricated
thin transition-metal films. Among the advances that have
occurred are the theoretical prediction of enhanced
magnetic moments in ultrathin films and at surfaces [1],
the discovery of perpendicular magnetic anisotropy (PMA)
in layered structures [2, 3], and the discoveries of the
giant magnetoresistance effect [4, 5] and oscillatory
exchange coupling [6] in multilayers achieved by
alternating magnetic and “nonmagnetic” metals. Some of
these discoveries are expected to have a major impact on
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Magneto-optical
disk

Several potential applications of transition-metal multilayers in
information technology, as discussed in the text.

information technology. Several potential applications are
shown in Figure 1. Magneto-optical recording involves
writing and reading of magnetic domains or “bits” by use
of a polarized focused laser beam and a magnetic thin
film, or “medium,” on a disk. Focused laser light is used
in both the writing and reading processes, and the bit size
is determined by the size of the laser spot. The magnetic
medium must have an easy magnetization direction
perpendicular to the film surface, because the
magnetization directions of the bits are read by means of
the magneto-optical Kerr effect, using a normal incidence
geometry of the laser light. Since the achievable spot size
depends on the laser wavelength (i.e., is determined by the
diffraction limit), it is desirable to use “blue” rather than
conventional “red” lasers in order to increase the bit
density on the disk. Co/Pt or Co/Pd multilayers with PMA
show promise as “blue” magneto-optical media because of
their enhanced Kerr response at blue laser wavelengths
compared to conventional TbCoFe films [7]. Such
multilayers, and Co/Au, discussed later in this paper, are
found to exhibit the desired perpendicular magnetic
anisotropy for layer thicknesses around 10 A. Spin-valve
sensors based on the giant magnetoresistance (GMR)
effect are expected to replace conventional Nig Fe,,
(permalloy) films in magnetic read heads because of their
increased sensitivity [8, 9]. In their simplest form, spin-
valve read heads consist of two ferromagnetic layers,
separated by a nonmagnetic layer, e.g., a Cu layer. The
magnetization direction in one of the ferromagnetic layers
is pinned by exchange coupling to an antiferromagnet, for
example FeMn or NiO, while the magnetization direction
in the other ferromagnetic layer may be rotated by the
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weak magnetic field originating from the magnetic bits of
the magnetic disk which rotates underneath the head. As
shown in Figure 1, the bits in magnetic recording media
are typically magnetized “in-plane,” while the magnetic
flux experienced by the head is in the “out-of-plane”
direction. A current flowing through the spin-valve
structure experiences a resistance which depends on the
relative orientation of the magnetization directions in the
two ferromagnetic layers. This change in resistance, of the
order of a few percent, is the origin of the sensor signal of
a spin-valve magnetic recording head. Spin-valve-like
structures also promise nonvolatile alternatives (the
information is stored in magnetic bits which survive power
failures) to semiconductor-based dynamic random access
memories (DRAMs) [10-12]. The magnetic random access
memory (MRAM) cell shown in the figure has a spin-
valve-like structure. The memory bits consist of parallel
or antiparallel orientations of the magnetization
directions in the two ferromagnetic layers. A bit is written
by the magnetic field of a current flowing through a
lithographically created adjacent “wire.” The memory bit
is read by a current flowing through the cell, as in the
spin-valve read head. As indicated in the figure, many of
the materials of technological interest are in the form of
artificially layered structures, each layer consisting of a
different metal, a few atomic layers thick. Because of the
complexity of the materials and the small concentration
of some components, state-of-the-art characterization
techniques are needed to address scientific and
technological issues.

X-ray magnetic circular dichroism (XMCD)
spectroscopy, first suggested by Erskine and Stern [13] and
pioneered by Schiitz and coworkers in both the near-edge
[14] and extended fine-structure regimes [15], is one of
those techniques. It has several capabilities that are not
afforded by traditional magnetics analysis techniques
[16]. Its foremost strengths are the element-specific,
quantitative determination of spin and orbital magnetic
moments and their anisotropies. Other strengths are its
chemical sensitivity {17], its element-specific imaging
capability [18], and its submonolayer sensitivity [19-21].
In this paper we elucidate the basic concepts of near-
edge XMCD. We keep the mathematical treatment to a
minimum and use simple models to depict underlying
physical processes. We emphasize the quantitative nature
of the XMCD technique, which is based on sum-rule
analyses of measured intensities. For this reason a
thorough discussion of the sum rules is given. Finally, we
present two applications of XMCD in the area of thin-film
magnetism, illustrating the uniqueness of the technique
for the quantitative determination of element-specific
magnetic moments and their anisotropies. In particular,
we show why the sensor signal in Ni/Fe/Cu/Fe/Ni spin
valves can be greatly diminished by a change in the
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Fe 34 2.19 2.26 —0.07 0.09
Co 2.5 1.57 1.64 —0.07 0.14
Ni 15 0.62 0.64 —0.02 0.07
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magnetic properties of the Fe interfacial layers. We
describe studies of Au/Co/Au sandwiches involving the use
of angle-dependent XMCD spectroscopy in large external
magnetic fields and the sum-rule separation of the spin
and orbital parts of the magnetic moment. The studies
have led to a relatively simple view of the origin of the
magnetocrystalline anisotropy.

2. Magnetism in 3d transition metals

The magnetic properties of the 3d transition metals are
determined primarily by their d valence electrons [22, 23],
as illustrated in Figure 2 for Fe, Co, and Ni. The figure
illustrates that the summation of the k-dependent states
over the Brillouin zone results in an energy-dependent
density of states (DOS). All of the states below the Fermi
level, denoted E_, are filled. In going from Fe to Ni, the
Fermi level moves toward the top of the d band, resulting
in a decrease in the number of d holes, N, i.e., in the
number of 4 states above the Fermi level. The origin of
the magnetic spin moment is most easily understood in
the rigid-band or Stoner model of ferromagnetism. The
exchange interaction leads to an exchange splitting
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Origin and definition of d-shell occupation (a), spin moment (b), and orbital moment (c) in a ferromagnetic transition metal. The tabulated
values for Fe, Co, and Ni are from calculations of Eriksson et al. [22, 23].

between the centers of gravity of the spin-up (m, = +%)
and spin-down (m_ = —%) subbands, and the magnitude of
the spin magnetic moment [in units of Bohr magnetons
{my)] is simply the difference between the number of spin-
up electrons and spin-down electrons. Since the imbalance
in the filled states (electrons) is the same as that in the
empty states (holes), one may also use a hole picture to
define the magnetic moment. Note, however, that the
direction of the magnetic moment is parallel to the
majority hole spins while it is antiparallel to the majority
electron spins [24]. For the case shown in Figure 2(b), the
magnetic moment is given by m_ = (Nt - N )iy and it
points in the up direction. Figure 2(b) shows that the spin
moment originates nearly entirely from the d shell, the
combined 4s/4p contribution being less than 5%. Figure
2(c) illustrates that the orbital moment arises from the
difference in the number of holes with quantum numbers
m, = +1, +2 and m, = —1, —2. Its value is proportional
to the spin-orbit interaction, which breaks the time-
reversal symmetry of electrons orbiting in opposite
directions around the nucleus, as shown. Since the spin-
orbit interaction is significantly smaller (a few meV) than

J. STOHR AND R. NAKAJIMA

75




76

d-orbital occupation Spin moment Orbital moment

S

N holes

Electronic transitions in conventional L-edge X-ray absorption (a)
(see Footnote 1), and in X-ray magnetic circular dichroism (b, c),
illustrated in a one-electron model. The transitions occur from the

spin-orbit split 2p core shell to empty conduction band states
above the Fermi level Ep. In conventional X-ray absorption, the
transition intensity measured as the white-line intensity I, + 1, is
proportional to the number of d holes, N. By use of circularly
polarized X-rays, the spin moment (b) and orbital moment (c) can
be determined from the dichroic difference intensities A and B, as
explained in the text.

the exchange interaction (~1 eV), the orbital moment is
much smaller than the spin moment. The total magnetic
moment is simply the sum of the spin and orbital parts.
Despite its small absolute value, the orbital moment plays
a crucial role in magnetism, as is discussed below. The
tabulated moment values given in the figure are from
calculations by Eriksson et al. [22, 23].

3. Basic concepts of XMCD spectroscopy

The properties of 3d electrons are best probed in an X-ray
absorption experiment by excitation of 2p core electrons
to unfilled 3d states, as illustrated by a simple one-
electron case,' as depicted in Figure 3(a) [24]. In
principle, L-edge X-ray absorption spectra contain
contributions from both p — d and p — s transitions, but
in practice the p — d channel dominates by a factor
greater than 20 [25]. The L-edge absorption spectra are
characterized by strong absorption resonances, so-called

! The one-electron diagram shown in Figure 3 is misleading, especially to the
photoemission community, because it depicts the spin-orbit splitting of the p core
shell as an “initial-state” effect. In the proper description based on a configuration
model, an atom is excited from a ground or initial-state configuration to an excited
or final-state configuration. While in general the one-electron and configuration
models are not equivalent, equivalence does exist for the case of a d’ ground state,
as discussed elsewhere [24]. This, in fact, justifics use of the one-electron model.
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white lines, near the L, and L, thresholds. The sum of the
white-line intensities, denoted IL3 and ILZ, respectively, is
directly proportional to the number of d holes, as shown
in Figure 4. This correlation follows from one of several
intensity sum rules [28-30] to be discussed below. Figure 4
also demonstrates the elemental specificity afforded by
X-rays, because the L-edge position varies strongly with
atomic number.

The use of circularly polarized X-rays opens the door
for X-ray-based spectroscopy studies of magnetic materials
and structures. The basis of XMCD spectroscopy is easily
understood if we assume that the d shell has only a spin
moment. In order to measure the difference in the
number of d holes with up and down spin, we need to
make the X-ray absorption process spin-dependent. Since
spin flips are forbidden in electric dipole transitions
governing X-ray absorption, spin-up (spin-down)
photoelectrons from the p core shell can only be excited
into spin-up (spin-down) d hole states. Hence, if one
could preferentially generate spin-up photoelectrons in
one measurement and spin-down ones in another, the
difference in the transition intensity would simply reflect
the difference in up and down holes in the d shell, i.e., the
spin moment. This can be accomplished by the use of
right- or left-circularly-polarized photons; the underlying
physical mechanisms are most easily understood in the
following two-step picture [24, 31].

® Two-step model

In the first step, right- or left-circularly-polarized photons
transfer their angular momentum, # and —#, respectively,
to the excited photoelectron. The photoelectron carries
the transferred angular momentum as a spin or an angular
momentum [32], or both. If the photoelectron originates
from a spin-orbit split level, e.g., the p,, level (L, edge),
its angular momentum can be transferred in part to the
spin through the spin-orbit coupling. Right-circularly-
polarized photons transfer to the electron a momentum
opposite to that from left-circularly-polarized photons;
hence, photoelectrons with opposite spins are created in
the two cases. Since the p,, (L;) and p,, (L,) levels

have opposite spin-orbit coupling {/ + s and [ — s,
respectively) the spin polarization will be opposite at the
two edges. In the first (absorption) step, spin-up and spin-
down are defined relative to the photon helicity or photon
spin, which is parallel (right) or antiparallel (left) to the
X-ray propagation direction [33].

The magnetic properties enter in the second step. Here
the spin-split valence shell acts as a detector for the spin
of the excited photoelectron. The quantization axis of the
detector is given by the magnetization direction which, for

2 In the figure, TEY denotes total electron yield. One megabarn (Mb) is equal to
107 em?,
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maximum dichroism effect, must be aligned with the
photon spin direction. As illustrated in Figure 3(b), we
denote the differences of the white-line intensities
recorded with right- and left-circular polarization (i.e., the
XMCD intensities) as 4 (L, edge) and B (L, edge),
respectively. Note that 4 and B have opposite signs,
reflecting the opposite spin-orbit coupling of the p,, and
p,;, levels. A powerful sum rule [29] links the spin
moment quantitatively to the measured intensity A — 2B,
as discussed below.

Similarly, if the d valence shell possesses an orbital
moment, as shown in Figure 3(c), it acts as an orbital
momentum detector for the excited photoelectron.
Absorption of right- or left-circularly-polarized photons
by a core shell always results in the production of
photoelectrons with finite orbital momenta, even in the
absence of spin-orbit coupling in the core. By summing
over the L, (I + s) and L, (I — s) intensities, it is
apparent that the spin s is eliminated and one measures
the orbital moment of the valence shell, as schematically
shown in Figure 3(c). This is expressed by the orbital
moment sum rule [28], which links the orbital moment in
the d shell to the dichroism intensity 4 + B. Since 4 and
B have opposite signs, the existence of an orbital moment
is readily revealed by different magnitudes of 4 and B.

In the above discussion we have assumed that the
magnetization direction is fixed so that the XMCD intensity
is the difference intensity, obtained for two X-ray helicities.
It is easy to show that it is equivalent to keeping the X-ray
helicity fixed and switching the magnetization direction [24].

4. Probing anisotropic charge and magnetic
properties

So far we have implicitly assumed that the white-line and
dichroism intensities do not depend on the sample
orientation relative to the X-ray wave vector or
polarization. This is a rather good approximation for the
bulk 34 transition metals, which have high-symmetry
lattices (fcc, bee, or hep); hence, the bonding and charge
distribution is rather isotropic. If one describes the
electronic band states in terms of basis functions
consisting of the five d orbitals [34, 35], dxy, d_, dyz, dxzj,z,
and d,:_:, one may define d-orbital projected quantities
after summing over the Brillouin zone (BZ). For the bulk
3d metals, one then finds that the number of holes in
states with different d-orbital symmetries is nearly
identical. Another way of stating this result is to say that
the charge density in the Wigner-Seitz cell is nearly
isotropic. Similarly, the spin density and the orbital
moment are rather isotropic.

For ultrathin films or surfaces, on the other hand, the
intrinsic structural anisotropy results in different
contributions from in-plane and out-of-plane orbitals, as
shown in Figure 5. If the in-plane bonding is stronger than
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(a) L-edge X-ray absorption spectra for Fe, Co, Ni, and Cu metal.
The Fe, Co, and Ni spectra were recorded in transmission [26],
while the Cu spectrum was obtained with linearly polarized light
by total electron yield detection [25]. We have plotted absolute
cross sections which were obtained by fitting the experimental
spectra to known cross sections [27] below and above the L edges.
(b) White-line intensity, determined after subtraction of a double
step function [26], shown dashed in the Fe spectrum in (a), versus
calculated d-orbital occupation {22, 23]. We have plotted data
obtained by different detection methods and different X-ray
incidence angles «, measured from the surface normal. The electron
yield intensities have been corrected for saturation effects.

the out-of-plane bonding, for example, one would expect a
larger in-plane than out-of-plane bandwidth. As shown in
Figure 5, this results in different hole populations N' and
N*, and the charge density, spin density, and orbital
moment are all anisotropic. The polarized nature of
X-rays allows one to quantitatively probe this anisotropy.
The correlations between the measured angle-dependent
white-line and dichroism intensities and the anisotropic
charge and spin distribution in the Wigner-Seitz cell and
the anisotropic orbital moment are expressed by three
powerful sum rules [28-30] to be discussed below.
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Isotropic case
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IL3 + IL2 =CN
Anisotropic case
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Illustration of the charge sum rules linking the white-line
intensities to the number of 4 holes, N (isotropic case) and to N and
the charge density, Ny (anisotropic case). If the crystal symmetry
is high, the states with different d-orbital symmetries contain an
equal number of holes, and the charge density in the Wigner—Seitz
cell is isotropic. In this case the measured white-line intensity /;
+ I, is independent of the X-ray polarization, and it is directly
proportional to N. The proportionality constant C is simply the
square of the p—d radial transition matrix element. For a thin metal
layer sandwiched between other layers, the bonding is
anisotropic, and states with in-plane symmetry have a different
number of d holes, NI, than states with out-of-plane symmetry,
N1, as shown in the bottom half of the figure. In this case the
“searchlight” effect in X-ray absorption leads to a polarization-
dependent white-line intensity, labeled by an angle a. The
general charge-sum rule then relates the angle-dependent white-
line intensity to N, as well as to the angle-dependent charge
density N, which is a linear combination of N I'and N+. When
averaged over different crystallographic directions, the charge
density term vanishes (EaNé" = 0).

® Charge sum rule

The total intensity sum rule correlating the polarization-
dependent white-line intensity with the charge distribution
around the absorbing atom is illustrated in Figure 5. The
basic principle underlying this sum rule is the so-called
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“searchlight” effect [31, 36]. Because X-ray absorption is
governed by electric dipole transitions, the photoelectrons
are preferentially excited in the direction of the electric
field vector E. Thus, the E vector can be envisioned as a
“searchlight” revealing whether there are empty valence
states in a given direction. In an isotropic bonding
environment, the searchlight sees the same number of
holes in all directions, and the white-line intensity is
independent of the X-ray incidence angle on the sample.
For this case we have the sum rule [, + [, = CN, where
C is the square of the p — d radial transition matrix
element. Figure 4(b) confirms the expected linear
relationship between the white-line intensity and the
calculated number of 3d holes [22, 23] for Fe, Co, Ni,
and Cu.

In contrast, for a single metal layer sandwiched between
two layers of a different metal, shown in Figure 5, the
bonding is anisotropic. Now the white-line intensity
depends on the X-ray incidence angle on the sample, a.
The sum rule for this case may be written [30] as

(,+1,],=CN+Ng, (1)

where the factor N, can be expressed as a linear
combination of N' and N* [31] (see also Footnote 3);

it depicts the anisotropy of the charge density in the unit
cell. This term vanishes when an angular average is
performed, = N S = 0, and the isotropic sum rule is
obtained. The number of holes, N, represents, of course,
a quantity integrated over the Wigner-Seitz cell, and it is
isotropic by definition.

® Spin sum rule

For 3d transition metals the spin-orbit coupling is small,
and charge and spin remain essentially decoupled. As a
consequence, the spin sum rule [29], illustrated in Figure 6,
may be expressed [30, 31] in the form of Equation (1),

C
[4-2B),= - - (m +mp). 2)

B

The total number of holes N is simply replaced by the
spin moment m_ = (N - NY Mg, and the charge
den51ty term N is replaced by a spin density term
m, = 4[N, ot N, ] . The spin density term can also
be called an intra- at0m1c magnetic dipole moment [29, 30].
It is nonzero in anisotropic bonding environments and
reflects the fact that the number of spins in the unit cell
differs along different crystallographic directions. The
searchlight-like capability of polarized X-rays allows
observation of this term. It is not observed in conventional
magnetization measurements, which probe only the total,
unit-cell-integrated, and therefore isotropic, spin moment
m,, but it can be detected in spectroscopies which sense

3 Note that Na also differs for linear and plane-polarized X-rays.
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the hyperfine field at the nucleus [37]. The term m
vanishes when an angular average is performed, viz.,

>, m, = 0, and the isotropic sum rule is obtained [30].
The angular average requires that in all measurements
the sample be magnetically saturated along the X-ray
propagation direction (the photon spin direction of the
circularly polarized light). In practice this requires that
the measurements be performed in a sufficiently strong
external magnetic field.

® Orbital sum rule

The origin of the orbital magnetic moment m  and its
anisotropy is illustrated in Figure 7. An orbital moment
exists if there is a net orbital current from the motion of
the d electrons around the nucleus, causing an imbalance
of states with quantum numbers m, = +1, +2 and

m, = —1, —2, as shown in Figure 2. This requires time-
reversal symmetry to be broken. In magnetic materials the
symmetry breaking is caused by the spin-orbit coupling,
which leads to a clockwise/counterclockwise imbalance of
orbital electron motion in the plane perpendicular to the
spin moment.

The electronic states created by the crystal potential
alone possess no orbital moment, since all 4 orbitals have
a perfect balance of +m, contributions [31]. This balance
is broken by the spin-orbit interaction, which mixes
different d orbitals to produce a nonzero angular
momentum [31, 38]. If the bonding environment is highly
symmetric (e.g., cubic), the orbital moment has the same
magnitude, independent of the sample magnetization
direction, as shown in Figure 7. If the bonding is
anisotropic, however, the d electron (charge) orbits are
anisotropic. When the sample is magnetized in different
directions, i.e., by rotating the spin moment by a
sufficiently strong external magnetic field, an orbital
moment arises from the clockwise/counterclockwise
imbalance of orbital motion in the plane perpendicular to
the spin quantization axis as a consequence of the spin-
orbit coupling. Because of the anisotropic charge cloud,
the orbital amplitudes differ for different magnetization
(spin moment) directions, and the orbital moment is
anisotropic. For example, if the charge distribution is
pancake-like and in-plane, as shown in Figure 7, the out-
of-plane orbital moment is larger than the in-plane one,
in agreement with the intuitive picture that the in-plane
electron or hole current should have a larger average
radius than its out-of-plane counterpart. The direction of
the orbital moment relative to the spin moment is given
by Hund’s rule. For a more (less) than half-filled d shell,
m_ and m_have the same (opposite) sign, i.e., are parallel
(antiparallel).

XMCD directly measures the component of the orbital
moment along the photon spin direction, since the X-ray
helicity couples directly to the orbital electron motion. In
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Isotropic case

In-plane
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¢l am
(A -2B], = ‘,CTB(’"S +m)
mp =0

¢ Tllustration of the spin rules linking the dichroism intensities to the
spin moment m_ of the d shell (isotropic case) and to m and the
spin density my, (anisotropic case). If the crystal symmetry is high,
the states with different d-orbital symmetries have the same spin
moment, and the spin density in the Wigner~Seitz cell is isotropic.
In this case the measured dichroism intensity A — 2B is
independent of the X-ray incidence angle and is directly
proportional to m_. The proportionality constant C is the square of
the p -~ d radial transition matrix element, as in the charge case. For
a thin metal layer sandwiched between other layers, the bonding is
anisotropic, and states with in-plane symmetry have a different
spin moment contribution m ! than states with out-of-plane
symmetry mi, as shown in the bottom half of the figure. Note that
the total moment, m_ = 2m|5‘ + 3msl , is isotropic by definition. The
general spin sum rule relates the angle-dependent dichroism
intensity to m and to an angle-dependent spin density mg, which
is a linear combination of m! and mf When averaged over
different crystallographic directions, the spin density term
vanishes (3 mf, = 0).

the presence of an external magnetic field which is
sufficiently large to magnetically saturate the sample, the

orbital moment m_ along the field direction a can be
determined directly by use of the sum rule [28]
3C

[A+B]a=—ﬁm§. (3)
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Origin of the orbital magnetic moment and the orbital sum rule,
illustrated via a d-orbital-based bonding model. The crystal
potential gives rise to a splitting of the d orbitals which reflects the
symmetry of the lattice. For cubic symmetry, for example, states of
L and €, symmetry are split by an energy A =~ 2 eV. The pure d
orbitals possess no orbital moment, since contributions from m, =

+1, +2 states cancel those from »;, = —1, —2 states [31]. This
balance is destroyed by the spin-orbit interaction, which leads to
new states with unequal =m, contributions. If the crystal symmetry
is high, the d-orbital bonding is isotropic, and the size of the orbital
moment is independent of the magnetization direction, as shown in
the top part of the figure. If the bonding is anisotropic, as in the
case of a multilayer, shown in the bottom part of the figure, the
splitting between the in-plane and out-of-plane d orbitals is
different. In the presence of spin-orbital coupling, the resulting
orbital moment is anisotropic. Since the X-ray helicity couples
directly to the orbital electron motion, XMCD measures the
component of the orbital moment m; along the photon spin
direction . This is expressed by the orbital sum rule stated in the
figure.

e

It is interesting to note that one would expect a
correlation among the anisotropy of the orbital moment
m,, the charge density N, and the spin density m,, since
all three originate from crystallographic anisotropies.
Calculations for a Co monolayer show, however, that the
anisotropy of the charge term is considerably smaller
than that of the magnetic terms [31, 39]. The expected
correlation among the magnetic anisotropy terms is in fact
observed, as discussed in the section on the anisotropy of
magnetic moments.

® Magic geometries

As discussed above, the quantities Ng, my, and m all
depend on the measurement geometry, characterized by o.
In practice, it is convenient to limit the number of angle-
dependent measurements. For multilayers with uniaxial
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geometry about the surface normal, two “magic” geometries
are particularly useful. The first one, suggested by Stohr
and Konig [30], makes it possible to determine the angle-
averaged quantities N, m, and m_ = (m* + 2m')/3

in a single measurement. Assuming circularly

polarized light, it consists of a measurement with the
photon spin and the external magnetic field (strong
enough to saturate the sample), oriented at the “magic”
angle a = 54.7° from the surface normal. The second one,
due to Diirr and van der Laan [40], makes it possible to
determine the size of the anisotropic magnetic terms

my - ml”) and m; — m! It consists of a “forbidden
geometry” measurement for which the photon spin is
perpendicular to the external magnetic field (strong enough
to saturate the sample), and the sample is at a = 45°
X-ray incidence.

5. Test of sum rules

The sum rules link the white-line or XMCD intensity to
an electronic or magnetic ground-state property. In all
cases the two quantities are linked by a proportionality
constant C, which is the square of the transition matrix
element. One can test the relative validity of the various
sum rules by comparing values of C determined from
experimental intensities | L0 1 Ly A, and B in conjunction
with the most reliable literature values of N, m_, and m .
This is illustrated in Figure 8 using XMCD transmission
data by Chen et al. for Fe, Co, and Ni [26] and theoretical
[22, 23] and gyromagnetic ratio [41] values for N, m, and
m_. We have neglected all anisotropy effects, which for
the highly symmetric bulk metals should be a good
assumption. In all cases, the constant C is found to have a
value close to 10 Mb-eV. Unfortunately and surprisingly,
the values for N, m, and m_ are only known with a
precision of a few percent. It is therefore not clear
whether the variations in Figure 8 are due to limitations
in the sum rule or uncertainties in the literature values for
N, m, and m . Nevertheless, it appears that the sum rules
have a reliability of at least 10% for absolute moment
determinations and even more for moment determinations
relative to a standard, measured under the same
experimental conditions. The sum rules have also been
tested by means of electronic structure calculations by

Wu and Freeman [42, 43]. These authors also obtained a
reliability of about 10% but found it necessary to cut off
the energy integration 6 eV above the Fermi level. This is
contrary to the experimental requirement of extending the
integrals well above the edge to obtain convergence [26].

6. Experimental details and data analysis

The XMCD measurements, reported below, were
performed at room temperature at the Stanford
Synchrotron Radiation Laboratory on its “8-2” beam line.
Circularly (~90 * 5%) polarized light was obtained by
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moving a vertically deflecting mirror below the electron
orbit plane of the storage ring. In the studies reported
below, the sample was centered in the 5-cm gap of an
electromagnet which could be ramped to more than 90%
of full field within one second. XMCD measurements were
recorded in a 10-kOe external magnetic field parallel to
the X-ray propagation direction, at variable angles a with
respect to the surface normal. X-ray absorption was
measured using right-circularly-polarized X-rays and
switching the magnetization direction parallel and then
antiparallel to the photon spin at each photon energy step.
Measurements on samples made in the form of wedges
were performed as a function of wedge thickness by
translating the sample along the wedge direction. The
X-ray beam spot size was about 1 mm horizontally and
0.75 mm along the vertical translation direction, ensuring
adequate spatial resolution.

In quantitative XMCD studies, extreme care must be
exercised in the accurate determination of the measured
intensities. The orbital moment determination is especially
difficult because the sum-rule intensity is the difference of
two large intensities. Unfortunately, the most reliable
transmission technique cannot be generally used because
of the problems associated with making samples of
interest in the form of free-standing films, which in the
soft-X-ray region would have to be less than 1000 A thick
to avoid saturation effects. Such measurements have
recently been carried out, however, by Chen et al. [26] for
Fe, Co, and Ni metal films, and we have used these data
above to test the sum rules.

There are two other possible detection schemes—
fluorescence and electron yield detection.

Fluorescence yield measurements typically suffer from
saturation effects for all but highly diluted samples [44],
and experimental studies suggest that the fluorescence
yield may not quantitatively follow the true absorption
dichroism signal [45], despite theoretical predictions [46)]
to the contrary. Electron yield measurements may also
suffer from saturation effects [20], and the switching of
the external magnetic fields during measurement may
cause problems in reliably normalizing the data for the
two field orientations relative to each other. Nevertheless,
these problems can be overcome as discussed below, and
electron yield detection is the technique of choice for soft-
X-ray absorption and XMCD measurements.

® FElectron yield measurements

Figure 9 shows how the electron yield in the presence

of magnetic fields is measured. The experimental
arrangement shown in the figure is aimed at the
measurement of “real” samples, made ex situ. In order to
protect the samples from degradation, they always contain
a capping layer of Au or Pt, typically 15-20 A in thickness.
The ultrahigh vacuum of the electron storage ring and the
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beam line are decoupled from the vacuum of the sample
chamber (typically 10™° torr) by a differential pumping
section. The incident photon flux is monitored by a Au
grid reference monitor, which, like the sample, is placed
inside a cylindrical tungsten cage as shown. Both cages
are kept at a positive bias voltage to collect the
photoelectrons, and in the presence of large magnetic
fields they are also found to minimize asymmetries in the
direct photocurrent of the sample and reference grid [31].

® Data analysis

Data analysis starts with the division of the electron yield
signal from the sample by that from the reference
monitor. A linear background is then fitted to the pre-
edge region and subtracted from the two spectra obtained
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Experimental arrangement for high-field XMCD measurements. A
differential pumping section decouples the ultrahigh vacuum of the
monochromator from the high vacuum (~107° torr) of the sample
chamber (aluminum-walled). The intensity of the circularly
polarized X-ray beam is first monitored by a gold grid reference
monitor (~80% transmission) surrounded by a cylindrical tungsten
cage (92% transmission). A similar cage also surrounds the
sample, which is located in the S5-cm gap of a split-coil
electromagnet. The X-rays enter the sample chamber through one
of the pole shoes of the magnet, parallel to the magnetic field. The
cages are kept at a positive bias voltage and the photocurrents from
the Au grid and the sample are measured with a current amplifier.

for opposite fields. Quantitative XMCD intensities suited
for sum-rule analysis may be obtained by two procedures.
The first procedure relies on the use of a reference
sample with known magnetic properties. In this case both
the standard and the unknown, preferably consisting
of the same element, are treated identically in the
measurement and analysis phases. After normalization and
background subtraction, the spectra are normalized to the
same edge jump, arbitrarily set to unity, in the energy
range 60-100 eV above the L, edge. This ensures that the
measured dichroism signal is normalized to the same
number of atoms in the sample [36]. The XMCD
intensities are obtained by taking the difference of the
two spectra recorded with opposite polarization or
magnetization directions; by direct comparison of
the spin and orbital sum-rule intensities for the standard
and the “unknown,” the moments for the unknown
are determined. This procedure implicitly assumes
transferability of the proportionality constant C between
different samples, and thus assumes that the radial
transition matrix element is insensitive to bonding effects.
The second method uses the charge sum rule in
conjunction with the other two magnetic sum rules and
does not require a reference sample. Here one assumes
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that, for a given sample, the constant C is identical for the
three sum rules, as predicted by atomic-like theory which
ignores any energy dependence of the transition matrix
element across the d band and s—d hybridization effects.
As discussed by Wu and Freeman [42, 43], this may not be
exactly correct when the finite extent of nearest-neighbor
bonding (band structure) is taken into account. In this
case the data do not have to be normalized to the

same edge jump, since the white-line intensity is itself
proportional to the number of sampled atoms. Hence, one
can directly determine the white-line intensity from the
sum of the spectra, and the dichroism intensity from the
difference of the spectra. By combining the charge sum
rule with either magnetic sum rule, the constant C is
eliminated and the ratio of XMCD sum-rule intensity to
white-line intensity is directly related to the ratio of
magnetic moment to number of holes. Since in transition-
metal films the number of holes for a given element varies
much less than the magnetic moment, one can assume the
elemental bulk value for the number of holes (see Figure 2)
in the sample under study, and can therefore determine
its magnetic moments.

Photon intensity n Electron yield
at layer v e~ from layer
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~ 1ot S i
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= 08 it i
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Illustration of the origin of saturation effects in electron yield
detection, using the L-edge spectrum of Fe as an example. The
electron yield contributions from the various layers of the samples
decay with a 1/e length of about 17 A, as shown. The X-rays
incident on the first layer have an intensity which is energy-
independent, as shown on the left, and an electron yield signal
which follows the X-ray absorption cross section, as shown on the
right. The photon intensity at layers deeper in the sample exhibits
an energy-dependent structure which is characteristic of the X-ray
absorption in the outer layers and therefore inversely follows the
X-ray absorption cross section. The electron yield from a layer
within the sample is therefore convoluted with the modulated X-
ray intensity incident on the layer. The signal from the layer shows
a reduced or saturated intensity at the L, and L, edges, as illustrated
on the right for a layer that is 17 A below the surface, assuming
normal X-ray incidence.
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electron yield detection divided by (sum-rule intensity)/(edge jump) measured in transmission. According to the first analysis procedure
{ discussed in the data analysis section, the plotted quantities correspond to the fraction of the “irue” (i.e., transmission) values for N, m,, and
m,, that would be obtained if total electron yield detection were used. The angle « is measured from the surface normal.

& Correction of saturation effects

Saturation effects arise when the X-ray absorption depth
in the sample becomes comparable to the electron yield
(or fluorescence yield) sampling depth, as illustrated in
Figure 10. We have measured the total electron yield
sampling depth in Fe, Co, and Ni metals and obtained the
values 17 A (Fe), 25 A (Co), and 25 A (Ni). The (1/e)
X-ray absorption length A_in the L-edge region is, of
course, strongly energy-dependent, since it is inversely
proportional to the absolute X-ray absorption cross
section, plotted in Figure 4. For example, for Fe we
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obtained A = 165 A at the L, peak, A = 325 A at the
L, peak, and A, = 800 A above the edges (750 eV). With
knowledge of these numbers, it is then straightforward to
correct for saturation effects. The reduction factors for the
quantities N, m_, and m_ obtained from total electron
yield relative to transmission data are plotted in Figure 11
for bulk Fe as a function of X-ray incidence angle «, and
for two incidence angles as a function of Fe thickness.
Saturation effects were found to be relatively small for the
white-line and spin-moment intensities but large for the
orbital moment. Because of the smaller L, white-line cross
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Element-specific magnetic spin moments determined by XMCD
sum-rule analysis in a Ni/Fe/Cu wedge, shown at the top, as a
function of Fe thickness. The Fe moment was found to be strongly
thickness-dependent, which is attributed to a changing crys-
tallographic structure in the Fe film, as indicated. The Cu layer
acquires a weak induced magnetic moment which follows that of
Fe. The Ni substrate layer was found to have a nearly constant
bulk-like magnetic moment.

sections [Figure 4(a)], saturation effects are smaller in Co
and Ni than in Fe.
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7. Applications

® Determination of element-specific moments

One of the parts of Figure 1 pertains to the use of the
spin-valve head to read the bits on a magnetic recording
disk. In practice, spin-valve heads have a more
complicated structure than shown [9]. As discussed

by Parkin [47], the GMR effect or sensor signal is
considerably enhanced without a significant change in
coercivity by insertion of Co nanolayers at the interfaces
of a conventional NiFe, /Cu/Niy Fe,, spin valve [8]. In
such structures the GMR response increases by more than
a factor of 2 when the Co nanolayer thickness exceeds
about 10 A. The enhanced GMR response in such

Nig,Fe, /Co/Cu/Co/Nig Fe,, structures is attributed to
enhanced spin-dependent scattering in the Co nanolayers.
One may expect a similar or even greater enhancement of
the GMR response when Fe is used instead of Co because
of the larger magnetic moment of Fe. Experiments similar
to those described by Parkin [47], however, have shown a
complicated GMR response, in particular a pronounced
minimum at an Fe thickness near 12 A, where the GMR
effect was close to zero.'

XMCD magnetometry is ideally suited to investigate the
origin of this effect, since the magnetic moments in the
individual layers can be separately obtained. We have
investigated the GMR breakdown in a Ni/Fe/Cu/Fe/Ni
nanolayered spin valve. For experimental convenience we
used a model structure consisting of half a spin valve, grown
by dc magnetron sputtering as a Ni(50 A)/Fe(0-35 A)/
Cu(10 A) wedge with a 15-A-thick Pt cap on top of a
MgO(110)/Fe(5 A)/Pt(50 A)/Cu(100 A) template, as
shown in Figure 12. The element-specific spin moments,
obtained by sum-rule analysis, are also shown in the
figure. The measurements were carried out at a 60°
incidence angle, close to the 54.7° “magic” angle, so that
the magnetic dipole term could be neglected in the
analysis. The moments were derived by using a
combination of the isotropic charge and spin sum rules
(second method in the section on data analysis) and
assuming bulk values for the number of d holes (see
Figure 4). While the Ni spin moment was nearly constant,
with a value close to that of bulk Ni (0.64 ), the Fe
moment displayed a dramatic decrease at a thickness near
12 A. The larger scatter in the determined Fe moments at
small Fe thickness was caused by the reduced Fe signal.
Similarly, the Ni moments at large Fe thickness displayed
more scatter because the electron yield signal from Ni was
attenuated by the Fe layer. The average Cu moment
follows that of Fe, since it originates from the induced
moment in Cu interface atoms through hybridization
of the Fe and Cu d bands [48, 49]. Extended X-ray

4'S. S. P. Parkin, private communication, 1996,
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absorption fine-structure measurements’ have shown that
the changes in the Fe moment result from a change in
crystallographic structure, as indicated in Figure 12. When
the Fe layer is thin, its structure follows that of the fcc Ni
template, while it assumes the bulk Fe bce structure above
a thickness of about 17 A. Similar structural effects have
been observed in sputtered Fe/Cu multilayers [25, 50], and
similar magnetic effects have been observed for Fe on
Ni(100) [21].

The above results demonstrate the power of XMCD to
reveal the magnetic contributions of different layers in
complex magnetic structures. In particular, they
demonstrate the delicate interplay between
crystallographic and magnetic properties in thin films. The
observed decrease in the spin-valve GMR in nanolayered
Fe structures is attributed to magnetically “dead” Fe
which is either in an antiferromagnetic or nonmagnetic
phase.

® Anisotropy of magnetic moments
The microscopic origin of magnetic anisotropy in
transition metals has been debated for more than 60 years,
dating back to early work by Van Vleck [51]. Recently,
interest in this problem has been revived in conjunction
with artificially created transition-metal films and
multilayers which exhibit perpendicular magnetic
anisotropy (PMA) [2, 3]. It is clear that PMA is due to an
intrinsic, i.e., magnetocrystalline, anisotropy mechanism
strong enough to overcome the extrinsic macroscopic
shape anisotropy, which favors an in-plane orientation of
the magnetization [38], as illustrated in Figure 13. The in-
plane preference of the shape anisotropy in a thin-film
sample arises from the fact that the dipole—dipole
interaction between the atomic magnetic moments in the
sample is minimized if the moments align themselves
parallel to the largest spatial extent of the sample, which
is in-plane. For layered materials, the PMA has been
attributed to symmetry breaking at the interfaces in
conjunction with spin-orbit coupling. The microscopic
details have remained fuzzy, however. In the following we
take a closer look at the microscopic origin of the
magnetocrystalline anisotropy and how it leads to PMA.
As a model structure we have investigated a Au/Co/Au
sample, shown schematically in Figure 14, consisting of ten
Co terraces of 2 mm width and thicknesses between 3 and
12 atomic layers (AL) of Co sandwiched between a 28-nm-
thick (111) Au buffer, grown onto a float-glass substrate,
and an ~9-AL-thick Au capping layer. The sample
exhibited a transition from in-plane anisotropy at large Co
thickness to out-of-plane behavior at ¢, = 11 AL [52, 53].
Figure 14 shows the results of an orbital sum-rule
analysis of XMCD data obtained for two sample

5 S. Conradson, private communication, 1996.
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Shape anisotropy Magnetocrystalline
dominates anisotropy dominates

Illustration of two anisotropy mechanisms which determine the
easy magnetization axis in thin films and muitilayers. The shape
anisotropy arises from the dipolar coupling of atomic moments and
favors alignment of the moments along the largest extent of the
sample, i.e., parallel to the film (a macroscopic spin—spin dipolar
;  anisotropy). The magnetocrystalline anisotropy is determined by
the microscopic bonding in the sample. In multilayer systems, the
anisotropic bonding environment at or near interfaces may lead to
a preferred perpendicular alignment of the magnetization, as
covered in more detail in Figure 14.

orientations as a function of Co thickness. The actual in-
plane component mo‘ was derived from the experimental
data taken at angles & = 65° and o = (° by assuming
uniaxial anisotropy such that | = m; cos’ o + mo‘ sin’ a.
The orbital moment was found to be strongly anisotropic,
with a value Am, = m> — m_ up to ~0.15 p, at the
4-AL Co step. The difference Am_ decayed rapidly

with a 1/t behavior and became smaller than the
experimental error for thicknesses larger than 7 AL. The
angle-averaged orbital moment (m_ + Zm“))/S remained
essentially constant at the Co bulk value of m = 0.14 p,.

As discussed elsewhere [31, 53], the spin moment
was also found to be thickness-independent, while the
anisotropy in the dipole moment was found to track that
of the orbital moment, with values ml‘) = —0.112 p, and
m,ﬁ = (.224 u,, at 4-AL thickness. This underscores the
close relationship between orbital and dipolar anisotropies
mentioned earlier.

The importance of these results is that they provide
experimental support for a simple model of the
microscopic origin of the magnetocrystalline anisotropy
[38, 54], as illustrated in Figure 14. At the thick end of
the wedge, the orbital magnetic moment is nearly
isotropic. The in-plane magnetic anisotropy of the sample
arises simply from the macroscopic shape anisotropy.
Because it is due to the dipolar coupling of atomic
moments and because the size of the total atomic moment
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Origin of the magnetocrystalline anisotropy, illustrated by XMCD
results for a Au/Co/Au wedge sample [53, 67]. The wedge shown
had an in-plane easy axis at its thick end and an out-of-plane easy
axis at its thin end. The measured angle-dependent orbital
moments, mﬂ; and m(L', as a function of Co thickness were found
to become increasingly anisotropic, with a considerably larger
perpendicular orbital moment at the thin end. The measurements
show that the anisotropy of the orbital moment is the microscopic
origin of the magnetocrystalline anisotropy.

is dominated by the spin moment, one may regard the
shape anisotropy as a macroscopic spin-spin dipolar
anisotropy. With decreasing sample thickness, the average
symmetry of the Co atoms becomes increasingly
anisotropic. At the thin end of the wedge the anisotropy
of the orbital moment has become so large that it has a
strong preference for a perpendicular orientation. Now
there are two opposing forces acting on the spin moment.
The presence of the dipolar field favors in-plane rotation,
whereas the presence of the spin-orbit coupling favors
rotation parallel to the out-of-plane orbital moment
(Hund’s rule). The easy axis is determined by which of the
two forces is stronger, i.e., whether the dipolar energy is
smaller or larger than the anisotropy of the spin-orbit
energy. Clearly, at the thin edge of the wedge the
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anisotropy energy associated with the orbital moment
exceeds the value of the shape anisotropy, and we have
the interesting situation that the small orbital moment
redirects the larger spin moment into a perpendicular
alignment.

The case of perpendicular magnetic anisotropy is of
considerable interest for technological applications. As
discussed elsewhere [31, 55], it may be implemented by
sandwiching a thin magnetic layer between other layers
that “bond strongly” to it, as in a Au/Co/Au sandwich.
Our results therefore also indicate how to obtain
multilayers with large perpendicular anisotropy.

8. Conclusions

In this overview, we have described the basic principles
and techniques of quantitative XMCD spectroscopy and
have presented two examples of the use of the technique
for the determination of element-specific spin and orbital
magnetic moments. It is clear that XMCD has already
been used to address important issues in magnetism that
are difficult or impossible to examine with conventional
techniques. There are many other capabilities and
applications of XMCD which have not been covered here
for reasons of space constraints; for completeness, we
close this paper by mentioning a few.

XMCD is not only element-specific but even offers
chemical specificity, as demonstrated by Sette et al. in
studies of spinels and garnets [17]. In thin transition-metal
films the presence of an oxide component, for example, is
readily detected by an L, peak which is chemically shifted
to higher binding energy. The element-specific nature of
XMCD can be used to measure element-specific hysteresis
loops of heteromagnetic systems [56]. The magnetic
contributions of different electronic valence subshells can
be probed by selection of appropriate core shells. For
example, for the Co/Cu system both the L-shell {48] and
K-shell [57] XMCD spectra have been measured, revealing
the magnetic contributions of the p and d valence
electrons, respectively. The induced moments in 54 metal
atoms have been studied by L-edge XMCD [58-60], and
the M, ,-edge has been used to obtain the induced
magneiic moment of the 4d transition metal Rh [61]. The
temperature dependence of the magnetization in thin films
on surfaces has been investigated down to monolayer
coverage [19-21, 62, 63]. Also noteworthy is the use of
XMCD in conjunction with a small oscillating external
magnetic field to obtain the element-specific ac
susceptibility [64], which yields information not only about
the magnetic properties of the films, but also about their
structural properties. Finally, since the XMCD intensity
varies with the cosine of the angle between the photon
spin and the magnetization direction, it can be used to
determine the easy magnetization direction in thin films
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[65] and can be used for magnetic imaging [18, 66],
offering elemental specificity as well as the capability to
investigate buried layers.
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