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This  paper describes a document entry system 
called the Document Recognition System 
(DRS), which facilitates the conversion of 
printed documents into electronic form. DRS 
was  developed on a personal computer (PC) 
with an  adapter card for recognizing more 
than 3000 Kanji characters. It provides a 
flexible framework for object-oriented 
management  of  data  and processing modules. 
The framework allows the user to change the 
combination of processing modules and to 
select pipelining (parallel processing) or 
sequential  processing. DRS includes 
processing modules for layout analysis 
functions such as blob detection, block 
segmentation,  and model matching,  and 
for character recognition functions such 
as Kanji character recognition, Japanese 
postprocessing, postprocessing by a  user,  and 
error correction through a  user interface. The 
character recognition functions on the card 
and the other processing-related recognition 
functions on the PC work cooperatively in 
the proposed framework.  Within the basic 
framework,  we  have customized DRS for 
practical applications.  Examples  of successful 
applications-entry into a text database, 
creation of  an electronic catalog, entry of 
family registration data,  and entry of tag data 
in a manufacturing process-provide  evidence 

of the processing accuracy and robustness of 
the framework. 

Introduction 
Although office automation has  advanced  rapidly,  making 
it possible to  create,  send,  and receive documents via 
electronic  media, we are still surrounded by a flood of 
printed  information. 

is therefore still  a difficult problem in constructing a 
document  database.  In  particular,  an  application using 
hypermedia  and  multimedia  databases may have to 
process not only text data, but  also  image data (such as 
pictures in a document)  and  table  data, as well as the 
physical page  layout and logical structure of a document. 

In  the field of document  recognition  applications, it is 
not possible to  develop a comprehensive  entry system to 
meet all of the  requirements of varied applications.  Some 
applications  deal with simple reports, while others involve 
documents  that have  complicated  layouts. Some  require 
every  page to  be  converted, while others  require only parts 
of documents  to  be  converted. Some may attach  priority 
to processing speed,  some  to high recognition accuracy, 
and  some  to  both.  In  particular, when  a large  number of 
documents must be  entered, it is necessary to  consider  not 
only what  kind of processing should  be  applied,  but also 
how to maximize the quality of each type of processing. 
This variety of requirements  means  that  customization is 
indispensable in  developing any given entry system for 
practical applications. 

Conversion of documents  from  paper  to  electronic  form 
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After  the  development of the first experimental systems 
for recognizing documents [l-41, integrated systems were 
devised for practical applications such  as  recognizing 
addresses  on  postcards  and  reading  letters in typical 
formats [5-71. Each  research  project  aimed  to  develop 
a system for recognizing  a specific type of document. 

To  meet  the various requirements of each  application, 
the  structure of an entry system should be a combination 
of building  block modules,  and its components  should  be 
easy to  rearrange. 

Our  Document  Recognition System (DRS) is an 
integrated,  workstation-based  document  entry system with 
a flexible framework of processing modules [8]. Since 
processing modules  and  data  objects  are designed in an 
object-oriented  fashion,  the  combination of functions 
can easily be modified according  to  the  application,  and 
several  processes can  run  concurrently, allowing the 
computing  resources  to  be  distributed effectively. 

DRS provides functions  for image capture, layout 
analysis, character recognition with contextual 
postprocessing, and  error  correction  through a user 
interface. All  of those  functions except  image capture  and 
character recognition  have been  implemented in software 
which runs  on  the  IBM OS/2@ operating system. 

first section presents a framework  for  cooperative work 
by the  functions.  The  second  section briefly describes the 
configuration of DRS  and explains the  functions  that it 
supports. Typical examples of applications  are  presented 
in the third section,  and  the  last section summarizes  the 
characteristics of the system. 

The  rest of this paper is organized in four  sections.  The 

Framework  for  cooperative  work  and 
extension 
DRS is implemented  on  an  IBM PS/55 personal  computer, 
which is compatible with the  IBM PS/2@ line of personal 
computers. 

A  binary page image is captured with 400-dpi resolution 
by an image scanner.  The  Japanese OCR processor  card, 
hereafter called the  OCR  card, is dedicated  to recognizing 
about 3000 Japanese  characters, including  Kanji, Kana, 
and  alphanumerics.  This  card consists of a Motorola 68040 
microprocessor, memory for an  image and  recognition 
dictionary (template),  and two large-scale integrated 
circuits (LSIs) for  feature  extraction  and  discrimination. 
The following subsections  describe  the  software 
architecture of DRS. 

Design objective 
During  the  process of document recognition, elementary 
data-character strings, characters, lines, and  picture 
elements-are extracted  from  documents.  Each of these 
physical data  objects  has a  position  in the  page  image, 
a  size, and various attributes. 342 
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The  relationships  among  those  data, such  as “part-of,” 
“next-left,’’ and  “under,”  are  often specific to a particular 
kind of document.  How  the  data  objects  are  queried  also 
depends on which processing module is being  applied 
to  them  at  the  request of the  application.  Sometimes 
character  data in a line  are  queried,  sometimes  characters 
whose  height is over  a threshold level, and  sometimes leaf 
lines  in tree-structured  data. 

The  management  and  structure of data  can vary 
according to  the types of queries  that  are  frequently called 
by the  application.  Therefore, we defined the  DRS 
framework according to  the following criteria: 

Represent a document by using objects of two kinds: 
elementary  data  objects  (“entities”),  and objects that 
maintain  relationships  among  the  data  objects  (“maps”). 

functions, so that  these  functions  (“parts”)  can  be 
put  together  for specific purposes. 
Place  process  control  information in data objects. 

Provide a  unified protocol  for calling the various 

Entities primarily represent  document  elements.  There 
are five typical entities:  a page image;  a character; a  blob, 
which represents a rectangle  surrounding  separated black 
pixels; a  block, which represents a character  line  and its 
parents with “part-of”  relations;  and a content  word, 
which is produced by Japanese postprocessing. 

“Maps”  manage  the  relationships  among  entities. A 
map  includes  the  structure of the  pointers  to  certain 
entities  that  are  generated by processing  modules. For 
instance,  an object of this  type manages  the result of 
layout analysis, which represents a  whole page as  a set 
of tree-structured block data. A “block-tree  map”  can 
respond  to  commands such  as  “Give all the  character  lines 
composing the  abstract block” and  “Delete two lines  from 
the body  block.” 

“Parts”  generate  entities  and set their  attributes;  for 
example,  a generated  character  object has the  attributes 
of position, size, recognition  results,  and  contextual 
postprocessing  results. Parts also  investigate relationships 
among  entities in order  to  generate new  maps.  Typical 
parts in DRS  are layout analysis modules,  character 
recognition modules, postprocessing modules,  and  user- 
interface modules. Execution  and  parameter  setting  can 
be  requested by sending  appropriate messages to  the 
appropriate  combination of one or more  parts. 

An  application  program  can access entities only by 
sending  appropriate messages to a map.  The  map 
receiving a  message returns  pointers indicating the 
applicable  entities. Figure 1 shows an example of typical 
objects of three types and  their messages. If some 
application  requires specific management  for  certain 
entities  or a new process exclusive to  the  application, a 
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user can design and  add a new map  and a new part  that 
can  accept  the  appropriate  series of messages. 

Two types of process flow 
The  application  program  can  send messages to  parts in 
order  to set entities  for processing,  set parameters,  and 
start  execution. Several parts  are defined in such  a way 
that they  can accept  either a  pipeline (parallel) flow 
or a sequential  one. 

Figure 2 illustrates  these two flows. Figure  2(a) 
represents  the  sequential flow  of the layout analysis of 
DRS.  In  sequential flow, all target  entities  and a start- 
message are  sent  to  the first part. Since  a  user-defined 
message  can be  sent from  a part  to any object when the 
process is completed,  an end-message is returned  to  the 
program in this flow. The  program  then  sends  the  data  to 
the  second  part  and  starts it. 

Figure 2(b) represents  the  parallel  process of character 
recognition in DRS.  The  OCR  card  has its own 
microprocessor,  and  the process of recognizing Japanese 
characters is executed  separately  from  the host PC. All 
other processes  associated  with  recognition,  such  as the 
postprocessing and  the display of results through a user 
interface,  are  executed  on  the  PC.  For effective use of 
resources, processes  should  work  cooperatively  in  a 
pipeline, especially the card's  process for recognizing 
characters  and  other processes on  the  PC. 

Each  entity has  a set of flags representing  whether 
each process should be applied, skipped, or completed. In a 
pipeline flow, the  application  program first sets  the apply- 
flags of all related  parts to the  target  entities,  and  sets  the 
entities as targets of the  parts.  The  program  then  sends 
to  the first part  the  same  number of step messages as 
there  are  entities.  Whenever  the  process  for  an entity is 
completed,  the first part  sets a  complete-flag to  the entity 
and  sends  an  end-message  and a step-message  to  the 
next part.  The  second  part investigates which entities  are 
current  targets  under  conditions in which (a)  the previous 
process is complete;  (b)  the  current process is scheduled 
to  be  applied;  and  (c)  the  current  process  has  not yet been 
completed.  The  part  then  starts  the  process  for  the  target 
entities. By this  mechanism, step-messages  are  repeatedly 
transferred  to  the next series of parts. 

common  to all of the processes, an  asynchronous pipeline 
flow should  be  applied.  For example, the  Japanese 
postprocessing  actually  selects an  optimal  sequence of 
morphemes when  it encounters a punctuation  mark,  and 
therefore generally  processes  several character  lines  at a 
time, whereas  the previous process  (character  recognition) 
and  the next process (displaying the results through a 
user  interface)  process text line by line. 

The  proposed  data-driven  protocol resolves the 
problem.  Related processes  can  work  cooperatively, and 

Since the entity units used for processing are  not 

NewlDelete 

......... ......... ........ ........ ........ ........ .......... 
NewIDelete 

Mapmntity  MaplEntity 

1 New 

P Mapmntity 

each  process asynchronously transfers  data  to  the next. 
The  end-message is only a  permissive  trigger to  the next 
process, which may not in fact  start until it has received 
several  end-messages from  the previous  process. At  that 
time,  the next process will execute all possible targets.  The 
protocol  has  the  added  advantage  that a new part can 
easily be  added  and  an  unused  one  deleted  at any node 
of the pipeline. 

Characteristic parts in DRS 
Figure 3 shows the typical process flow  of DRS.  The 
processes are roughly separated  into two  groups:  layout 
analysis and  character  recognition.  In layout analysis, a 
page image is analyzed so that figure  blocks, table blocks, 343 
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and text blocks can  be  extracted.  When a model  for  the 
page is specified,  text  blocks are  further analyzed to 
extract  the block structure defined  in the  model.  The 
processes  work  sequentially,  as  explained  in the previous 
section. 

In  character recognition, text blocks are recognized and 
postprocessed,  and  the  results  are displayed. All processes 
work  cooperatively in the  pipeline, using the  proposed 
mechanism. 

Summaries of the  algorithms  for several parts  are given 
in the following subsections. 

Blob detection 
A captured image [Figure 4(a)] is first segmented  into 
blobs (rectangles  on  the  image)  and classified into 
components of character strings,  lines, and  picture 
elements [9 ] .  Later, processing regarding  the layout 
analysis is performed in the  domain of these  rectangle 
data. 

In  the  process of raster scanning, smeared  run-length 
data  (starting positions and  lengths)  are  generated by 
replacing  short  horizontal  white  runs with  black runs.  The 
top  and  bottom  boundaries  are  detected by comparing 
run-length  data  from two vertically  consecutive  lines. 
A black run  located  under a  white run is considered  to 
be  part of a top  boundary.  Bottom  boundaries  can  be 
detected in  a corresponding  manner.  The  coordinates of 
rectangles sandwiched between  top  and  bottom  boundaries 
are  calculated  and  stored in  a buffer. 
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Several adjacent  rectangles  are  integrated  into a single 
component  under  certain conditions. The  smearing 
technique  sometimes mistakenly connects  characters 
to graphics, or  to  characters in the next line (when an 
input image is skewed). To avoid such connections, we 
employ  several constraints;  for example, rectangles with 
approximately equal heights can  be  integrated, while a 
newly integrated  rectangle should not  intersect  other 
rectangles. The  results of the  integration  are classified 
as  character lines, horizontal lines, or  other objects, 
according to  the height of the rectangle. 

Block segmentation 
Block segmentation  can classify detected blobs into text 
blocks and figure blocks, and  create  character lines from 
blobs [lo]. The  method  does  not  use any specific model 
for a page,  but automatically segments  the  page  into 
several  blocks  with attributes. 

First, two histograms are  made  to  represent  the  height 
and  distance of character strings (character  line blobs). 
The  “distance” of character strings means  the vertical 
distance  between  the baselines of two adjacent  character 
strings. 

regularly,  they can  be  merged  into  groups by analyzing this 
regularity. In  each  histogram,  distributed  elements have 
peaks  and  are classified into several groups.  Character 
lines in a group  are expected to have  similar  height and 
a regular  baseline pitch. Thus,  groups  are  extracted by 
investigating whether  elements have the  same  peak in 
the  distribution of their  distance  and  height. 

as thresholds  for  the  grouping of character strings. Two 
adjacent  character strings in a group  are  merged  into a 
text group if their  heights  and  the  distance  between  them 
are within the  threshold.  Groups of character  strings  are 
then  constructed in the image,  as  shown in Figure 4(b). 

the  left  and right edges of the text groups.  These  border 
lines are  extended  until they reach  the  edge of the image 
or other  elements.  Horizontal  border  lines  are  then drawn 
at  the  top  and  bottom of the vertical border lines. The 
whole  image is segmented  into  smaller  areas by the 
extended vertical and  horizontal  border lines. To avoid 
oversegmentation, if an  element of the image  lies  in two 
areas,  those  areas  are  merged  into a  single unified block. 
Thus,  the whole  image is segmented  into several  blocks 
[Figure 4(c)]. 

If a  block  includes only character strings,  it can  be 
recognized  as  a  text area. However, some blocks include 
not only character  strings  but also horizontal lines, vertical 
lines, and  other blobs. A projection-profile method is 
therefore  applied  to  the unified  blocks  in order  to  segment 
them  into text and figure areas. Two kinds of projection- 

Since character strings  in text areas  are  arranged 

The maximum distance  and height  in  a group  are used 

In  the  second  step,  vertical  border  lines  are drawn  along 
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f Block  segmentation  process:  (a)  sample  document  image; (b) text  groups; (c) a  page  segmented  according  to  border lines; (d) result of block 

of character  strings  (text  groups)  and o f  lines  and  other 
elements-are  created in our  approach.  From  the 
projection,  a  unified  block is further  segmented  into text 
and  figure  areas. As a result,  text  areas  and  figure  areas 
in the  columns  are  detected  as  shown in Figure 4(d). 

Moclcl rnatchirzg 
Form-processing-type  applications  require  that  parts of a 
page  image  be  converted  into  fields  and  the  specific  fields 
separated  for  registration.  These  requirements  can  be  met 
by adopting  a  layout  model  that  defines  which  text  blocks 
should  be  extracted,  and  using  the  model  to  analyze  the 
page  image. 

forms [ 1 I ] .  The  model is declared  as  a  table.  The  table 
structure is simple  enough to be  prepared by using  a 
general  text  editor. 

“Name” is the  name of the  block.  “Num.”  indicates 
the  minimum  and  maximum  number of lines.  “Mark.” 
indicates  whether  or  not a block is defined as a marker. 
Markers  such a s  running  heads  and  logos  are  used to 
detect  other  target  blocks  defined in the  model.  The 
“X,  Y, SX, SY” column  shows  the x, y-coordinates of a 
block  relative  to a marker. 

First,  marker  blocks  are  extracted;  any blobs in the 
window  defined in the  model  are  extracted  and  integrated 
into  a  marker.  The  absolute  coordinates o f  an  extraction 
window  are  calculated  from  the x, y-coordinates of the 
detected  markers  and  the  relative  coordinates  defined in 
the  model.  Character  string blobs within  the  window  are 
then  detected,  integrated  into  a  character  line,  and 
registered  as  a  target  block. 

Table 1 shows  an  example of a layout  model  for  printed 

Nest Nomc, N1rr11. M u r k  x, Y, sx. SY 

0 Tag 1. I N/A 0, 0 ,  1024, 1024 
I Marker I ,  N Yes 200, 1 0 0 ,  800, 80 
I Field-l I ,  1 0  No 80, 400, 500, 400 
I Field” I .  10 No 800, 400, 500, 400 
I Field-3 I ,  5 N 0 160, soo, 800, 200 

ChnrnctcJr recoguitiorl 
In  response to requests  from  the PC, characters  are 
recognized by the OCR card.  Each  character  line is first 
segmented  into  characters.  Each  segmented  character 
image is normalized in size to allow extraction of its 
feature  data. 

The  feature  data  consist of the  distribution o f  local 
contour  directions  and  the  distance  from  the  frame 
of the  buffer  to  the  nearest  black pixel [12, 131. 

48 X 48  image by scanning a 2 X 2 mask  pattern.  Four 
directions  are  assigned  according  to  the  mask  patterns. 
The  image is divided  into twelve partitions in vertical. 
horizontal,  and  two  diagonal  projections.  Four  local 
directions  are  counted in each  partition;  thus,  the  number 
of feature  data  for  local  contour  directions is 192 
(48  partitions X 4 directions).  The  local  directions 
are  also  counted in each  direction,  and  the 192 local 
directions  are  reclassified  into  four  summarized  feature 
data. 

The local directions  are  extracted  from  the  normalized 

The  image is divided  into six partitions in vertical  and 
horizontal  projections in order to extract  the  distance 345 
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feature.  The  distance  from a frame is calculated in  a 
partition,  and  therefore  the  number of feature  data 
for  the  distance is 24 (6  partitions X 4 frames). 

template in  a recognition dictionary, and “city-block’’ 
distances  are  calculated.  The  four  summarized  direction 
features  and  the 24 distance  features  are used for 
preclassification. The 192 local direction  features  are 
used to  select  up  to five candidate  characters. 

The  set of extracted  feature  data is matched with  every 

Japanese contextual postprocessing 
The results obtained by the OCR card are  sent  to  the 
contextual postprocessing module  to improve the 
recognition accuracy [14]. As shown in Figure 5, some 
Japanese  characters have the  same  shape  but  different 
meanings. The  character  recognition  process  cannot 
discriminate among  these  characters.  The postprocessing 
module  selects a probable  character  sequence  from a 
lattice of recognition candidates by using  a Japanese 
dictionary (containing  about 100000 morphemes  and 
constraints  on  morpheme  transitions). 

As a result,  the two characters in our example are 
identified as  parts of a noun  meaning  “database”  (the first 
morpheme in Figure 5) and  an auxiliary verb  meaning 
“should”  (the last morpheme),  and  the  correct  character 
codes  are  then  decided.  Through a comparison of the 
results with the original ones,  uncertain  characters  are 
detected,  and  some of them  are  replaced with candidates 
that  are  lower-ranked,  but  more likely in the context. 

In  addition,  the postprocessing module  can  detect 
346 frequently  occurring  content words in the  selected 
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morpheme  sequence.  These  are  good  candidates  for 
keywords, which are useful for retrieving documents. 

User postprocessing and display 
A user  can define  a specific type of postprocessing,  such  as 
a  process  employing  a  user  dictionary, and apply it to  the 
recognition results in the  user postprocessing part.  The 
part  obtains  the  recognition  results  for a character line, 
modifies them,  and  replaces  them with new ones.  This is a 
simple  process, but it  reveals  a typical method  for  adding 
new parts  to  the system. If the  module  can  prepare 
defined  messages and  can access, via a map,  entities such 
as other  recognition  modules, it can easily be  integrated 
into  the system as a part. 

results for a page of a report  are displayed. Three lines of 
Japanese  are shown  in each window. The  upper window 
shows a portion of the  captured  image  (bitmap)  and  the 
lower window the  related  portion of the  results (in a 
particular  font).  The  results  are displayed by using outline 
fonts whose  position and size are similar to  those of the 
character images. Thus,  the layout of the  result with 
vertical and  horizontal spacing is almost  identical with 
that of the original  bitmap. 

window, which shows an  enlarged  character  bitmap  at  the 
top,  the five candidates  generated by the  recognition 
part in the middle, and  the  candidate  selected by the 
postprocessing part  at  the  bottom. DRS notifies the  user 
of which portions  should  be checked according  to  the 
result of the  contextual postprocessing (these  portions  are 

Figure 6 shows a screen  on which the  recognition 

The  result in error is displayed by the  pop-up  correction 
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indicated by highlighted characters on the screen) . In the

	

combinations of parts on the framework. The following
example, the second candidate is selected as the correct

	

subsections describe several typical systems that offer
one by the postprocessing part . The user can correct

	

important proof of the flexibility of the DRS architecture .
recognition errors in the window by using a mouse or

	

Examples of combinations of parts in DRS are shown in
keyboard .

	

Table 2. The table shows which parts are used for each
The display-module part can receive step-messages,

	

application. A circle means that the original general-
retrieve processed results, display them on the screen, and

	

purpose part is used, a dash that the part is not used, and
send an end-message to the main program . Thus, a user

	

a description that some appropriate customization is used
can easily redesign the display part or exchange it for

	

in the application . The following sections give details of
another as necessary, according to the application .

	

each application .

Examples of application

	

• Document database entry
To meet the special requirements of specific applications,

	

Creating a document database is the most general
one may need to develop new parts or customize existing

	

application of DRS. Target documents include academic
parts ; to accommodate this, the framework of the DRS

	

papers, patents, public administration documents, and
system is robust and flexible enough to be used for a wide

	

company reports . In some applications, all of the pages
range of applications . We have developed many entry

	

of a document must be converted into text and stored in
systems based on DRS, which are composed of various

	

a text database, while in others, the first several pages,
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Table 2 Combinations of parts in various  applications. 

Part Application 

Document entry Electronic catalog Tag recognition Family registration 

Blob detection 0 0 0 0 
Block segmentation 0 - - 

Model matching 0 
Kanji recognition 

Specific one 

Postprocessing Japanese - Patterns City names 
User  postprocessing - Logical check 
User  interface 

- 
- - 
0 Alphanumeric Tuned  Tuned, vertical 

0 Specific interface - - 

- - 

348 

including the index, are  converted  into text, and all of the many documents of the same kind  must be entered, 
page  images and  some  parts of the text to  be  searched  for it is effective to customize the  template  for  the  fonts 
are  stored in  an  image database. used in the  documents,  and  to  register  frequently 

Since the volume of texts to be recognized is generally  occurring “unknown” words in the postprocessing 
large, accurate recognition is a key to success. When  dictionary. 
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To verify the effectiveness of the layout analysis, we 
conducted  an  experiment in which 61 pages from  Japanese 
journals  and magazines  were tested  for block segmentation 
parts. 

10 to 20 seconds. The 61 pages  were segmented  into 267 
text areas  and  133 figure areas. On these pages, 249 of 
267 text areas  (93.3%)  and 124 of 133 figure areas 
(93.2%)  were segmented correctly [lo]. 

The  character recognition on the card and  the 
postprocessing on the PC were performed  at  speeds of 
45 and 60 characters  per  second, respectively.  Since the 
processing on the  card  and on the PC work in parallel, the 
recognition speed (40 characters  per  second, including 
postprocessing) is considerably faster  than would be  the 
case for sequential processing (20 characters  per  second). 

The  time  needed  for layout analysis was typically about 

Electronic catalog creation 
Figure 7 shows an example from  an  automobile  parts 
catalog (a  part of a diagram  and, in the  inset,  the results 
of processing). A certain  motor company has  more  than 
40000 diagrams, which used to  be delivered to  parts 
dealers  as  printed  documents.  The  parts  dealers  had  to 
search for a  necessary part by looking  it up in a  catalog, 
then typing the  number  at an on-line  terminal.  To  make 
the  job  easier  and  to avoid wrong orders  caused by 
mistyping, a new parts-ordering system was developed.  In 
the new system, parts catalogs are delivered  as CD-ROMs, 
which contain  compressed  diagram images and  part 
numbers  associated with their  locations.  The  operator 
finds the  required  part in the  diagram on the display, and 
orders it by selecting  the  part  number with the mouse. For 
these CD-ROMs to  be issued, coded  data such as  part 
numbers  and  their  locations must be  entered with scanned 
image data. DRS provides semiautomatic  entry of the 
coded  data by extracting areas  containing  part  numbers 
from  captured images and recognizing them  (extracted 
part  numbers  are  surrounded by rectangles in Figure 7). 

In  this case, page  structure analysis is not  required; 
instead,  the  detected  character  string blobs are recognized 
and  stored. Since part  numbers consist of alphanumeric 
characters,  and  their  arrangement is governed by special 
rules, the  character recognition part is replaced by a 
software  part  that  can recognize only alphanumeric 
characters,  and special logic is added  for checking 
numbers as  a  user  postprocessing part. 

Before  actual processing,  a test was performed  to 
ascertain  the accuracy of part  number  extraction  and 
character recognition [9]. In  the  test,  89  actual diagrams 
created by five different  artwork  vendors  were  scanned 
and  tested.  The  89  diagrams included 3090 part  numbers 
(each consisting of 6 to 11 alphanumeric  characters) 
of which 2859 (92.5%)  were  correctly extracted  and 
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recognized. Of the  remaining  7.5%, 0.9% were  not 
extracted  at all, 3.8% were  extracted incorrectly, and 
2.8% included at  least  one  recognition  error. Missing and 
incorrect  extractions of part  numbers were caused mainly 
by discontinuities in smeared  runs  to  be  connected.  The 
diagrams  include  characters of various sizes and pitches 
which sometimes impinge on graphical part figures, with 
the  result  that  separated  portions of part  numbers  and 
part  numbers with added noise were  neglected or 
extracted incorrectly. 

A character  string displayed  in  reverse  video indicates 
that it does  not obey the  format rules. The  operator  can 
cancel character strings other  than  part  numbers by 
clicking a mouse, specify a new area  for a part  number 
by dragging  a mouse,  and modify the recognized results 
by keyboard input. 

Tag recognition on a manufacturing line 
Figure 8 shows an example of a printed  tag  attached  to a 
set of music CDs at a certain factory. The  tag includes 
information such  as the  number of CDs produced, which 
machines were  used,  and  the  customer  that  ordered  them. 
The set of CDs is transferred  together with the tag for 
subsequent processing,  verification  testing, label printing, 
and packaging. In  these processes, data necessary for 
operations  are  obtained  from  the  tag  and  the host 
database.  Certain indexes from  the  tag  are  re-entered 
into  the  computer  to  query  the host database,  and a new 
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Title Form  date 
Legal domicile 
Head of a family 

Item  (transfer) Transfer  date 
Old domicile 

Personal info. Sex 
Birth  date 
Relations 
Father's  name 
Mother's  name 

Name Kana name 
Kanji name 

Identity  (birth) Birth place 
Birth  date 
Reported by 

printed  form indicating the next operation is printed.  The 
manufacturers  decided  to  change  from  the  conventional 
process  to  automatic  data  entry using DRS.  DRS 
recognizes  several hundred tags  a day and  transfers  data 
to the  printing  program  for  the new forms. The  printing 
program  requests  information  from  the  database by 
using the recognized  index  in the  tag,  and  both  the  data 
recognized by DRS  and  those  requested  from  the  database 
are  merged  and  printed. 

To  meet  the  requirements of the  application, we defined 
a  layout model  to recognize three  portions of a  tag. 
(A marker  and  three fields are defined  in the  model,  as 
shown  in Figure 8). When  DRS is integrated  into  the 
flow  of daily operations,  the  number of characters  to  be 
recognized is generally not very large;  however, high 
recognition accuracy is indispensable if interactive 
verification is to  be  eliminated.  We  replaced  the original 
Kanji template with one  tuned  for  the  printing  fonts used 
in the tags, and  replaced  the word  dictionary with the 
number  patterns  appearing in the tags. By using 
postprocessing with the  pattern dictionary, the 
postprocessor  can rectify substitution  errors involving 

similarly shaped  characters such  as B and 8; 0, D,  and 0; 
G and 6. 

An experiment was performed  for 50 CD  lot-tags, 
which included 150 fields and 550 character strings to  be 
recognized. Of these tags, 80% were  correctly  processed 
without any error  correction.  The  errors in the  remaining 
cases were  caused by misidentification of fields (8%) and 
misrecognition of character strings (12%), because of 
darts  and  blurred  printing.  These  errors  are checked and 
corrected in subsequent processes on  the system. 

Family  registration  data  entry 
Figure 9 shows a copy of a family register.  Each  Japanese 
citizen is legally required  to have his or  her  name  entered 
in  a family register. Whenever a birth,  marriage,  or  death 
occurs,  a family member must report it to  the local 
government so that  the family register  can  be  updated. 
The  problem  until  recently was that all registers  were 
handled in the  form of paper  documents. 

In June 1994, the  Japanese  government  amended  the 
law for family registration  to  permit  registers  to  be 
handled  as  electronic  documents.  We customized DRS  to 
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create  an  entry system for family registration, which can 
take microfilms of printed pages, capture image data 
from microfilms, convert  them  into  character  data,  parse 
sentences  to  extract  data items, and  register  them in  a 
database. 

We have developed a new layout model  and  an analysis 
module  for  this  application.  In  the  model, a form is 
defined  as  a combination of vertical and  horizontal lines. 
Each  line is recorded in the  model,  along with its  position 
and size. Several  models  can be  described in  a  profile. In 
this  case, six models were  defined in the profile. The 
module first detects lines on  the basis of blobs and 
searches  for  an  appropriate  model in the profile, and 
then extracts fields, which are also  defined  in the  model 
as rectangles, by using relations between ruled lines and 
field edges. As shown  in the figure, sentences  are  printed 
vertically, whereas layout analysis modules  assume  that 
character lines are  printed horizontally. Therefore, all 
page  images are  rotated YO” and  input  to  DRS, which 
analyzes the layout of the  rotated images. Before 
character recognition,  a segmented image of a character 
is rotated  through 270” and  re-stored in the original 
direction. Since ruled lines sometimes touch or  intersect 
characters, they are  eliminated  before  recognition.  The 
template was newly generated  for  printed  fonts,  and  the 
word  dictionary was also regenerated  to  include specific 
words and  names of cities. 

The results of our  experiment showed that  the layout 
was correctly  analyzed for 305 of 317 pages  (96.2%) and 
that 5100 of 5527 Japanese  characters (92.3%)  were 
correctly  recognized [15]. Recognition  errors  were  caused 
primarily by overlaps between seal impressions and 
characters,  and by handwritten  annotations. 

After  an initial trial in which 10000  registers were 
entered, all of the  data  contained in 137000  registers 
(a  register consists of three  to  four pages on  average) 
in a certain Tokyo  ward  were entered by the  end of 1994. 
The  target  registrations included both typed (50%) and 
handwritten (50%) forms,  and  about 75% of the typed 
forms  were processed by using the system. The results 
were  registered in the  database  after several manual 
correction  and  examination processes,  along with other 
text data manually entered  from  handwritten forms. 

Concluding remarks 
The  Document  Recognition System that we have 
developed has  a flexible framework  for customization. 
DRS  manages  data,  the  relationships  among  data,  and 
processing modules as independent objects, and  the 
framework allows processing modules  to work  sequentially 
or in a  pipeline. Consequently, it is easy to  replace  the 
original modules with enhanced  ones,  and  to  change  the 
combination of modules,  the flow, and  the style of working 
according to  the  requirements of a particular  application. 

In this paper, we have introduced several specific 
applications  and  described how DRS  can  be used  in 
practical entry systems. These examples demonstrate  the 
robustness of the flexible framework, which allows DRS 
to  be customized for various  types of application. 

We  are  continuing  to  enhance  DRS by developing new 
processing  modules, expanding  the  range of applications, 
and improving the quality of the existing processing 
modules. 
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