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The  design  challenges  and  custom  design 
techniques  associated  with  low-power,  small- 
area,  high-performance CMOS digital signal- 
processing  circuits  for  hard-disk-drive 
applications  are  presented.  The  advantages 
of  custom  design  are  demonstrated  by  an 
example  custom  digital FIR filter  macro 
that  provides  substantial  improvement  in 
performance,  area,  and  power  dissipation 
over  standard-cell  implementations. 

Introduction 
A primary requirement of integrated circuits (ICs) in 
many signal-processing-related applications is maximum 
performance at minimum power consumption and cost. 

This requirement presents significant  challenges  in  making 
the right set of decisions in  all phases of IC design, 
including IC technology, algorithm, architecture, logic 
family, circuit technique, layout, and  design  methodology. 
Generally, for a k e d  design choice, the speed or 
performance of a digital IC can be improved by increasing 
the device size and, accordingly, the power and area 
consumption, as illustrated in Figure 1. Eventually, the 
speed saturates even though  more  power  is expended, 
because the circuit approaches an intrinsic speed limit 
when the wiring capacitance becomes a minor fraction 
of the device capacitance. Therefore, an optimum  high- 
performance design  point  is one at which the design curve 
begins to saturate. Starting from this point, to obtain 
higher performance at lower power, the curve must be 
shifted upward  and to the left, as indicated by the arrow in 
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Figure 1. This  means  implementing the design in a more 
advanced technology (typically, scaled to a smaller 
feature size) and/or redesigning  with a better algorithm, 
architecture, logic, circuit, and/or layout. Although 
enhancing performance using a better technology  is 
relatively simple  and easy from the design  point of view, 
the implementation of a new  technology  is usually very 
expensive. It is far more economical, though  challenging, 
to exploit the capability of a given technology, improving 
the existing  design where possible. Generally, the 

a4 improvement involves custom design techniques that often 

are limited to layout  but can be extended to other aspects 
of design as well. Custom design  allows  optimization  at 
every level of the implementation  and also removes other 
constraints. For example, special custom circuits and 
layout may  permit certain macro functions to be  realized  in 
much  smaller areas and to operate much faster, which in 
turn may  permit the application of  new architectures or 
algorithms. One disadvantage of custom design, however, 
is  longer  design turnaround time,  which  can slow the 
product cycle. In this paper, the capability and  leverage 
of custom design are demonstrated through the design 
of a CMOS  digital signal-processing FIR  filter  macro. 

Hard-disk-drive  channel 
As the primary storage devices in computer systems 
ranging  from  mainframes to notebook personal computers, 
modern hard-disk drives are faced  with ever-increasing 
demands of  high storage density, low cost, low  power 
consumption, small size or form factor, high data rate, 
high reliability  with shock resistance, and fast design or 
product cycle. Such demands are more  aggressive  than 
those made of most other products. All specifications 
must  be  improved simultaneously by a factor of about 
2 in each generation of hard-disk drives, with a new 
generation appearing every one and a half to two years. 
Consequently, all components in a typical disk-drive 
system, such as disk or storage medium, head, and 
electronics, as shown in Figure 2, require continuous 
re-engineering. Especially challenging  is the design of 
electronics in the data writehead path or channel-usually 
a performance bottleneck-to satisfy the bit density 
and data rate requirements while  minimizing the 
cost/performance and power/performance ratios. The 
characteristics of the channel often resemble those of 
typical serial-data digital communication channels. As the 
serial bit stream is written and read, it becomes distorted 
by the magnetic  disk  and  head  and  is degraded by 
intersymbol interference and noise. Therefore, like 
communication circuits transceiving at maximum  link 
bandwidth, the channel electronics usually provide pre- 
amplification of the distorted signal, automatic gain 
control, anti-alias filtering, clock recovery and generation, 
sophisticated signal processing, encoding and  decoding, 
and  multiplexing  and  demultiplexing of the data. 

Design  of high-performance,  low-power,  and low-cost 
channel electronics requires careful selection of the 
signaling  and detection algorithm,  signal processing 
technique, technology, functional block architecture, 
circuit technique, and  design  methodology. For example, 
state-of-the-art read/write channel ICs employ the partial- 
response signaling,  maximum-likelihood detection (PRML) 
algorithm instead of the peak detection algorithm, 
analog/digital  mixed  signal processing with a combination 
of bipolar  and  CMOS technologies or a bi-CMOS 
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technology, a flash-type analog-to-digital converter (ADC) 
for  digitizing the degraded bit-stream signal into multi-bit 
codes, a digital finite-impulse-response (FIR) filter  for 
processing the codes, and bipolar custom analog circuitry 
together with  CMOS standard-cell digital  logic [l-51. A 
simplified block diagram of such a PRML channel IC with 
a 6-bit  ADC and a digital  FIR  filter  is shown in Figure 3. 
The remaining  analog circuitry typically consists of a 
variable-gain  amplifier (VGA), an  anti-aliasing  analog  filter, 
a phase-locked loop (PLL) for clock recovery, digital-to- 
analog converters (DACs), a servo detector, and a write 
pre-compensation circuit. The  digital portion includes a 
Viterbi detector, a decoder, an encoder, and  timing  and 
gain control logic.  PRML  with  analog-only sampled-data 
signal processing is  also a good alternative for reducing the 
chip power  and size [6], though  not as accurate or flexible. 
Compared to digital  signal processing, analog  signal 
processing requires a very small  number of circuit 
elements such as sampled  analog delay lines and  analog 
multiplier/adders with moderate accuracy and  matching 
in terms of linear resolution. 

Once the algorithm, signal-processing method, and 
architecture are optimized, channel IC performance can be 
improved  most easily by scaling the design of  an existing 
technology to smaller feature sizes and faster devices. 
However, because of the analog/digital nature of the 
design, the technology to be scaled is actually a set of 
mixed-signal technologies whose development is both 
difficult  and costly. The  technology  itself  will also be quite 
expensive. An effective  way to increase the channel IC 
speed while staying with a low-cost technology is to use 
custom design, even for  digital macros. Beyond the 
obvious advantages of optimized custom design  (i.e., less 
chip area and power and/or higher performance), noise 
generated and coupled from custom digital macros is 
less than that from standard-cell macros; this alleviates 
somewhat the noise  isolation  problem associated with 
mixed-signal  design. However, because the design  time, 
cost, and  flexibility are compromised, custom design  would 
best be  limited to high-volume or high-profit ICs and to 
high-leverage critical macros whose functions are relatively 
stable or standardized. In the PRML channel IC shown in 
Figure 3, the digital  FIR  filter  is  an  example of such a 
macro, suitable for customization. The following sections 
describe the custom design of this macro. 

Digital FIR filter  architecture 
The digital FIR filter equalizes the channel frequency 
characteristics. It is essentially an  adaptive-or 
programmable in typical applications where the adaptation 
rate is very low-transversal  filter  with a tapped delay line 
and associated tap weights that are updated as necessary 
based on measured characteristics of the channel [7]. 
Compared to an  analog  FIR  filter, the digital  FIR  filter 

0 Digital 
Analog 

- Data path 
read signal 

Serial 

(Rate: 9 x N MB/s) 
Servo 
data - Control path 

e 

Partial-response  maximum-likelihood (PRML) channel IC with 
analog/digital mixed-signal processing. 

10-tap, 6-bit digital FIR filter in transpose architecture. 

offirs flexibility in changing the filter characteristics as well 
as accuracy (meaning that it is insensitive to noise and 
nonlinearity). Its input  is  multi-bit data from the analog- 
to-digital converter, representing quantized samples of 
the serial bit-stream signal  through the channel. Filter 
accuracy is determined by the number of taps and the 
number of bits representing the input data and tap weights. 
Larger numbers improve the accuracy, but they increase 
the chip area and  power consumption. The set of optimum 
tap number  and data word width adopted for this design  is 
10 and 6-bit, respectively [2]. 

The 10-tap, 6-bit FIR filter represented as a generic 
signal-flow  diagram  is  shown in Figure 4. A straightforward 
implementation of the depicted structure (the so-called 
transpose architecture) would require ten  multipliers, ten 
adders, and  ten registers. The multiplier and adder should 
handle  most of the 12-bit product term to ensure the 
accuracy of the final output.  This  particular  implementation 
simply repeats the basic multiplier-adder-register 85 
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10-tap, 6-bit digital FIR filter with distributed-arithmetic (DA) 
architecture. 

building block, so redesigning  for  a different tap number 
would  be  an  easy task. Another point to  note is that 
the  area  and power of the  macro  are linearly  proportional 
to  the  tap number. Thus,  the  area  and power of 
each building block  must  be minimized. However, typical 
high-performance  multipliers and adders-employing 
Booth encoding, carry-save  adders, Wallace-tree  partial 
product reduction, and  carry-lookahead addition 
techniques-would  require a large number of devices 
and wires. 

Because  the  tap weights may  be  treated  as  constants 
during  normal operation,  the filter can  be implemented 
with  the distributed-arithmetic (DA) architecture [8] that 
replaces  the  ten multiplication/additions of the ten tap 
operands with one combined,  multi-port (6-read-port in this 
case) memory-read/addition, as  shown in simplified form in 
Figure 5. The 6-read-port memory (or register file) stores 
precalculated  partial sums of all ten  tap weights. To write 
this  memory, one additional write  port is needed. Each 
read  port corresponds  to a  bit  position of the  data [i.e., 
port 0 to  the  least significant bit (LSB), * - , and  port 5 
to  the most significant bit (MSB)], and  the  memory  word 
is accessed  by a 10-bit address assembled with  every 
corresponding bit of the 10-tap data.  For example, if all 
LSBs of the 10-tap data  are equal to 1, the  sum of all ten 
weights  would be  stored in word location 1023 of port 0. If 
the MSBs of the 10-tap data  are 0000000001, only  the  tenth 
weight  would be  stored in word 1 of port 5. In general, 
if implemented as is, the  memory  word size  would be 2' 
(where t is the  number of taps), its  port  number would be 

86 equal  to  the  data bit width d ,  and  the  memory  data width 
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m representing  the  accuracy of the partial sum would be 
d + log, t .  The  adder  sums all the d X m-bit outputs 
from the  memory simultaneously. Therefore,  the DA 
architecture  would  require a  large memory  and a large, fast 
adder. If t is reduced,  the delay, area,  and power of the 
memory will decrease rapidly,  while those of the  adder will 
decrease marginally. Note  that if t is  large, the memory 
size would  be  too big to  make this architecture 
useful compared  to  the  transpose  architecture  with 
t multiplier/adders,  unless the multi-port memory cell 
is sufficiently small. 

One  way  to  reduce  the  memory size is  to  break  the 
memory  into two; e.g., data in odd tap positions  would 
access  one  memory  and  those in even  tap positions  would 
access  the  other.  The  word size of each  memory  and  total 
memory would then  be 2'12 and 21+'iz, respectively, and 
m = d + log, (t/2).  In  the 10-tap case,  the total word  size 
is 64-a drastic ( 1 6 ~ )  reduction from 1024. Note  that 
this technique  requires an adder  up  to twice as large for 
summing  2 X d X m-bit  memory  outputs.  However,  the 
overall reduction in size is significant. There  are  other 
techniques  for exploiting the  symmetric  nature of tap 
weights and  associated signed-digit offset-binary numbers 
in order  to  reduce  hardware size even  further [8]. One 
such  technique involves  exclusive-OR (XOR) operation 
on all memory  address  bits  except  the MSB, and on the 
memory  output bits,  with the MSB of the  address.  This 
allows  removal of the  MSB  and  reduces  the memory  size 
by a factor of 2 (to 32) and corresponding rn (to 8). In all, 
the combined  even/odd  addressing and XOR techniques 
require  two 6-read,  1-write-port 16 X 8 memories, each of 
which  is accessed  by a 4-bit address  that  represents  four 
XORed LSBs of even-  or  odd-tap  outputs of the 10-tap, 
6-bit input  shift  register (or delay  line). They  also need 
an  adder  to  sum  the 96-bit (= 2 X 6-port X 8-bits/port) 
XORed output of the memories and  produce  the final one- 
byte result.  Using these memory-size  reduction methods  as 
well as custom-designed memory circuits  for the design of 
a  10-tap, 6-bit FIR filter, the DA architecture is slightly 
advantageous in terms of area  and  power consumption at 
a given speed,  compared  to  the  transpose  architecture. 
For a  smaller  number of taps,  because  the memory size is 
reduced  rapidly with  the decreasing tap number, the  DA 
architecture would be  even  more  attractive. 

The area-efficient architecture of the digital FIR filter 
incorporating all the  techniques  above (which is similar to 
the  one in [2]) should be  tuned  to satisfy the performance 
requirement of the filter as well. In this DA  architecture, 
the  data  computation  path  consists of the memory access 
and  the addition. Between  the two, the 96-bit input 
addition  would take much  longer than  the  memory  access 
because  the  memory  word  size is only 16. Thus, it is 
desirable to  speed  up  the addition using a  combination of 
fast  adders  such  as  the Wallace-tree carry-save  adder  and 
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the carry-lookahead adder. Once the data-path delay is 
minimized, because the data flow  is quite homogeneous 
and unidirectional along the path without any feedback 
loop, the cycle time of the filter  can be set to meet the 
data-rate requirement by introducing pipelining,  i.e., 
breaking the path and  inserting  pipeline registers. Here, 
the number of required pipeline stages is determined as the 
total delay divided by the clock cycle necessary for the 
data rate specified. 

Custom digital FIR filter  design 
The required worst-case data rate of this 10-tap, 6-bit 
FIR filter  is derived from the channel performance 
specification, which is 20 MB/s  in this example. For this 
performance, the signal read and  amplified  on the channel 
is a serial bit stream with a rate of  180 Mb/s (for 8/9 coding 
[2]). Because the FIR filter operates on samples of this 
signal  digitized by the A/D converter, its operating 
frequency should be at least 180  MHz. To handle this 
rate while  minimizing the power, area, and cost, proper 
selection of the technology as well as adoption of custom 
design  methodology  is necessary in addition to the choice 
of the DA architecture discussed above. The technology 
selection is constrained by the operating environment and 
mixed-signal nature of the PRML channel IC. Even though 
more advanced (or aggressively scaled) technologies would 
have performance, power,  and area advantages, they 
would  not  allow the integration of mixed-signal circuits 
because of the lower supply voltage required by these 
technologies or the lack of good  analog devices available 
in them.  The  technology chosen in this example is a bi- 
CMOS technology with 0.5-pm effective channel length 
and  3.3-V  power supply [9]. This technology, though not 
state-of-the-art in feature size and gate delay, is mature 
enough to be inexpensive and offers high-transconductance 
bipolar transistors and resistors for the analog circuits on 
the chip. With this, however, the challenge  is to deliver 
the required performance of critical macros such as the 
FIR filter at the worst-specified operating environment, 
i.e., a supply voltage as low as 2.82 V (-10% tolerance 
and  150-mV  additional  line drop) and a nominal/worst-case 
temperature of  50/10o"C, respectively. In fact, a CMOS 
design based on standard-cell methodology shows that 
the filter functions only up to 126 MHz. To achieve the 
specified performance, custom techniques at all design 
levels (logic, circuit, and layout) are found to be effective 
and essential. The custom design further makes it possible 
to implement the digital  filter circuit for the desired speed 
using  only  CMOS devices, although bi-CMOS circuits or 
bipolar devices available in the technology can be  used to 
boost the speed. An all-CMOS circuit is advantageous 
because it can be extended and remapped easily to future 
technologies. 
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DA-architecture  10-tap,  6-bit  digital FIR filter  with  minimized 
hardware. 

As the first step in custom design,  implementation 
details of the DA filter architecture reflecting practical 
logic  and circuit design considerations have been  finalized, 
as shown in Figure 6.  On the basis of preliminary circuit 
sizing  and delay assessment, the filter has been broken 
into four pipeline stages whose delays are more or less 
balanced against one another, meeting the 180-MHz clock 
cycle requirement. Note that the pipeline registers are 
placed to balance the delays, without being constrained 
to the functional boundaries. The  first  pipeline stage 
corresponds to the memory access, including the XORing. 
The 96-bit output from the memories, latched in the first 
96-bit  pipeline register, is connected to the Wallace tree; 
the 48 bits from the memory  with even addrisses go to 
one branch and the 48 bits from the memory  with  odd 
addresses go to the other branch. The Wallace tree 
consists of  five levels of carry-save adders that are broken 
into a three-level tree in the second pipeline stage and a 
two-level tree in the third stage. Each carry-save adder is a 
differential 3-to-2 counter, or full adder, and the wiring 
inside the tree is illustrated in Figure 7. Of the 48 bits for 
each branch, eight bits from the LSB port (port addressed 
by the LSBs of the shifted input data at the even or odd 
tap positions) are wired to the LSB locations of the tree, 
and  eight bits from the MSB port, to the MSB locations. 
The second and  third  pipeline registers are 37 bits and 18 
bits wide, respectively. The third  pipeline also contains the 
front part of the 8-bit carry-lookahead adder, i.e., the carry 
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Wallace-tree carry-save adder wiring diagram: Each box repre- 
sents a full adder with differential inputs/outputs. 

Memory cell circuit with six read ports and one write port. 

propagate/generate logic. The last stage covers the main 
part of the carry-lookahead adder, which produces the final 
sum and any error flags.  Rounding of the LSB for the final 
sum  is done in the second pipeline stage. 

The functional behaviors of the sub-macros such as the 
input  shift register, memory, Wallace-tree adder, and 
final adder have been modeled, simulated, and  verified 
individually as well as collectively with pseudorandom test 
vectors. In addition, the overall filter  function  and  logic 
have been verified  against a reference input data stream 
and corresponding set of tap weights by  looking at the 
filtered output. The test coverage of the filter  is enhanced 
by two LSSD (level-sensitive scan design) scan-chains: one 
through the memory  and the other through the remaining 

88 logic. To control the timing skew and overlap of different 
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clock phases precisely at this high speed, the latch clocks 
are generated locally  from a master clock, and  each set of 
local clocks is  limited to drive only six to nine latches. 

The circuits have  been custom-designed by applying 
proper topologies  and techniques, and their performance, 
power dissipation, and area have  been tuned through 
optimization of every transistor size using a circuit 
simulator. For the input  shift registers and  pipeline 
registers, an LSSD-compatible, differential,  edge-triggered 
master/slave latch circuit is  used.  This latch, having true 
and complementary inputs/outputs, interfaces well  with the 
memory  and  Wallace tree, with  minimal set-up time  and 
delay. Its structure, identical for both the master and the 
slave sections, resembles the standard CMOS static 
memory  cell.  The multi-port (6-read  and 1-write) memory 
cell  is a single-ended, buffered latch that minimizes 
the read-access delay associated with  large  bit-line 
capacitance, as depicted in Figure 8. The master latch in 
the memory stores the data written through the two  input 
pass gates in series. The data are read  from the master 
section through the two-stage buffer  and n-channel output 
pass gates selected by the read word-lines. In this cell, the 
slave latch  is  used only during LSSD scanning. For the 
carry-save adder, a conventional full-complementary 
transmission-gate logic circuit with complementary signals 
is chosen because it performs better than alternative 
circuits under the worst-case set of conditions and 
electrical parameters, even though  wiring  complexity  is 
doubled compared to single-ended circuits. For the final 
carry-lookahead adder, standard static and transmission- 
gate CMOS logic circuits are selected for their 
performance advantage. 

The layout of the filter macro has been  designed  with 
custom methodology. First, all  of the cells, including latch, 
memory, and full-adder cells, are hand-honed for better 
integration density. Figure 9 shows the layout of the 
memory  cell, whose size is 62 pm X 43 pm. The  filter, 
containing about 25000 transistors, is wired with  only 
two metal layers so that it can be  placed  in a chip while 
preserving 100%  wiring porosity on the third  metal layer. 
It is loosely packed  with a net circuit area of 4 mm2, 
excluding the 1/0 pads and receiver/driver circuits, as 
shown in Figure 10. This area is  smaller  by a factor of 2, 
compared with a standard-cell-designed filter  with the same 
DA architecture in the same technology. Here, data flow 
upward, beginning at the input  shift register located at the 
bottom of the figure. Note that the two 16 X 8 memories in 
the middle occupy a major portion of the area. The layout 
has been proven against the logic  and circuit design 
to the extent that it can be verified by a layout-to-logic 
verification tool. Also, the delay of critical paths extracted 
from the layout has been checked against the design 
specifications through  final circuit simulations. 

IBM J. RES. DEVELOP. VOL. 39 NO. 112 JANUARYiMARCH 1995 



Results  and  comparison 
An experimental chip containing the custom-designed FIR 
filter has been fabricated and  packaged  using 0.5-pm 
bi-CMOS technology [9]. Functional test vectors have 
been generated by the logic  design tool. From the first 
samples of the chip, the filter macro successfully passes all 
functional tests applied directly at the inputs (for the data 
and  memory contents) or via the two LSSD scan-chains. 
The  filtered output observed for the reference input data 
and tap weights matches the expected simulation results. 
As packaged, at room temperature, the chip functions up 
to 290,  270, and 250 MHz  with a 3.6,  3.3, and  3.1-V power 
supply, respectively, without any errors in ten million test 
vectors. For 3.6 V, the power consumption is about 690 
mW  at  200 MHz  and 1 W at 290 MHz. It drops to 580 mW 
at 3.3 V and 200 MHz. As expected for CMOS  digital 
circuits, the power is proportional to clock frequency and 
has quadratic dependency on the supply voltage. The  most 
critical signal path of the filter,  identified by analyzing the 
first errors observed for a higher-speed clock, is the error- 
flag generation circuit in the carry-lookahead adder of the 
final  pipeline stage. These measurement results are 
consistent with the simulation. 

This custom-designed digital  FIR  filter  more than 
satisfies the 180-MHz clock rate specified for the hard- 
disk-drive read-channel application. Compared to the 
filter  with the same architecture, designed in the same 
technology but  with a standard-cell methodology, it 
improves the attainable data rate by a factor of about 1.5 
and the power consumption by a factor of 2. Combined, 
the custom filter has a nearly six-times-better power-delay- 
area product. Because the power reduction comes from 
decreased total switching  and  coupling capacitance, supply 
noise due to switching current as well as circuit noise due 
to capacitive coupling  can be expected also to decrease by 
roughly the same factor. Thus, this custom filter  would 
integrate more easily with analog circuits in a mixed-signal 
PRML channel IC than would the standard-cell-designed 
filter. 

Conclusion 
For IC applications in which  power, area, and performance 
are all critical, e.g., the hard-disk-drive channel, custom 
digital  design  is one of the essential means for improving 
the specifications while  reducing the cost, without 
relying on a more advanced technology. Custom  design 
approaches at  all levels of the hierarchy-involving 
appropriate selection as well as optimization of the 
algorithm  and architecture, logic  families for different 
subfunctions, circuit techniques and device sizes, and 
layout style-contribute collectively toward  achieving the 
goal. In the 10-tap,  6-bit  digital  FIR  filter example, custom 
techniques have made the DA architecture more attractive 
than the transpose architecture. Finally, customization at 

Layout of memory  cell  with  six  read ports and  one  write port: 
Size is 62 X 43 pm2. 

Layout of 10-tap digital FIR filter macro. 

the logic, circuit, and layout levels has demonstrated a 
significant improvement in the power-delay-area product 
over a standard-cell design. 
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