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The functional characteristics and design
challenges associated with a variety of
communication-related circuits are presented.
These include the mixed-signal design and
noise issues associated with high-speed
clock generation and recovery for serial

data communication. Hardware resuits are
presented on the noise properties of common
integrated voltage-controlled oscillator (VCO)
circuits.

Introduction

A key characteristic of ICs in many communication-related
applications is the combination of analog circuits with
digital logic, while maintaining maximum performance at
minimum power and cost. This combination presents a
number of challenges beyond basic circuit design issues,
ranging from technology choice and simulation techniques
to noise and crosstalk. This paper focuses on recent
CMOS design work addressing these issues, with

specific attention to the area of high-speed serial data
communication.

Serial baseband data links, whether using fiber-optic or
coaxial cables, incorporate coders and decoders, high-
speed multiplexors and demultiplexors, and low-speed
clock synchronization, along with phase-locked loops for

high-speed clock synthesis and recovery (Figure 1). In
addition, specialized analog circuits are typically required
to interface with the particular medium (e.g., a laser driver
and optical receiver circuit if a fiber-optic cable is used).
The requirements and circuits for these specialized
functions can vary widely depending on the transmission
medium; however, the building blocks shown in Figure 1
are common to almost all serial data links and are the
focus of this paper.

The basic function, while conceptually simple, presents
a number of significant design challenges due to the wide
range of clock speeds and the mixture of analog and digital
circuits required. For example, the Fibre Channel standard
[1] specifies a maximum data rate of 1063 Mbaud, or a bit
interval of 940 ps for the serial data. Clock generation and
recovery and data retiming must operate at this high data
rate, with a timing resolution of a fraction of the bit
interval. Typically, these functions are implemented using
custom analog circuits in order to achieve the stringent
timing requirements and high speed; however, relatively
few transistors are required (~500). At the parallel end
of the data chain, frame processing (address resolution,
sequence generation, etc.) is done at a multiple-byte level,
at clock speeds of 50 MHz or even slower. The timing
requirements are modest by current standards, but
moderate transistor counts (~5 X 10°) are required to
implement this function.
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A number of factors drive the integration of these
functions to optimize cost and performance at the system
level. Integration contains high-speed on-chip interfaces,
eliminating the need for sophisticated high-speed packaging
techniques. Integration also reduces the overall chip count,
power dissipation, and board area required by the serial
communication subsystem. These factors lead to lower
system cost, provided that the analog circuits can be
combined with the digital logic without requiring a unique
technology to achieve the required performance. An
integrated serial data link requires very high-speed, low-
density analog functions, together with low-speed, high-
density digital logic, creating a difficult set of design and
technology trade-offs.

The foliowing sections discuss the custom design
approaches used to implement these functions, beginning
with the analog circuits used in clock recovery and
synthesis, and followed by simple, but high-speed,
multiplexors and demultiplexors.

Serial data communication
The basic design issues associated with serial
communication fall into two broad categories, performance
and noise. The key performance goals are to customize

74 the design, and choose logic families, to optimize the
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circuit speed and power while using relatively mature
technologies to implement the frame processing logic
(which consumes most of the chip area). The primary
noise issue dealt with here is that of coupled noise
between different functional blocks on the same chip. It
arises from the switching activity in one section of the chip
coupling to another section via the power supplies (delta-7
noise) or via the common substrate. The interaction can
occur between the digital and analog circuits, as well as
among different analog circuits, and has the potential to
seriously degrade performance. The approach taken here

is to minimize the amount of analog circuitry, and to
implement the remaining analog function by using circuit
techniques that minimize the sensitivity to coupled noise.
Random noise (e.g., thermal noise) can also be a serious
concern for the analog circuits. In the context of serial
communication, voltage-controlled oscillator phase noise
(or jitter) is a key design parameter. Low phase-noise
oscillator design in the absence of coupled noise has been
considered by a number of authors [2-4] and is not
discussed further here.

& Clock generation and recovery

The clock generation and recovery phase-locked loops
(PLLs) typically place the most difficult requirements on
the design and technology. These circuits typically operate
at the serial data rate, with timing requirements of a
fraction of a bit interval, and are very sensitive to noise
within the PLL passband. This is particularly problematic
for these applications, since the noise generated by the
digital logic will be harmonically related to the input data
to which the PLL is locked. If the clock generation
(transmitter) and clock recovery (receiver) PLLs are
integrated on the same chip, crosstalk between PLLs
becomes another major concern. This can cause even more
performance degradation than the noise from the digital
logic. The key noise-sensitive circuit in the PLL is the
voltage-controlled oscillator (VCO). Circuit techniques that
minimize sensitivity to power-supply and substrate noise,
while maintaining high performance (e.g., timing jitter,
power dissipation, maximum oscillation frequency), are
critical. ‘

Integrated VCO design techniques

Designing low-phase-noise, high-frequency VCOs is a well-
known art [2]; however, integrating VCOs in a digital
CMOS technology presents a number of significant design
constraints. Small, high-Q passive components are
typically not available. Adding these components external
to the chip increases the module cost, or compromises
performance because of packaging parasitics. Integrated
VCOs are typically based on astable multivibrator circuits
(relaxation VCO) or variants of ring oscillators. These
circuits can easily be integrated into a digital process, but
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have very low Q, leading to larger phase noise and timing
jitter. For a baseband serial communication link, the
relatively large amount of phase noise is not a serious
limitation. However, a low-Q VCO is also more sensitive d
to coupled noise, a characteristic which must be carefully T
examined in this mixed-signal environment. ]

Figure 2 illustrates three common circuit topologies l
for integrated VCOs. The relaxation VCO [Figure 2(a)] [l»l]‘
operates by charging and discharging a timing capacitor
with a constant current. Varying the magnitude of this
current varies the VCO frequency. This type of oscillator (2
uses few transistors and small timing capacitors (at high
frequencies the wiring capacitance alone may suffice),
has a wide tuning range, and dissipates little power. The
voltage across the timing capacitor crossing a switching
threshold determines the timing jitter in this oscillator, so
care must be taken in the physical design of this circuit
to minimize its sensitivity to substrate noise.

A second common type of VCO is the current-
controlled, or current-starved, ring oscillator [Figure 2(b)].
The basic concept is to control the current in each stage of
a ring oscillator in order to vary its delay, and hence the
frequency of oscillation. There are many variations on this
theme, with Figure 2(b) illustrating a differential source-
coupled logic (SCL) buffer whose tail current is controlled
to vary the delay. Differential circuits are used to minimize
pulse distortion and sensitivity to power-supply noise,
which is critical for high-speed operation. Although the
buffer data path is differential, the VCO control path,
via the tail-current source, remains a single-ended signal
susceptible to power-supply and substrate noise. Very high )
oscillation frequencies are possible using this design, with
slightly more power dissipation than for a relaxation
oscillator.

The third type of VCO shown is a variable-stage, or
delay-interpolating (DI), VCO [5] [Figure 2(c)]. This VCO
consists of two delay lines of different lengths. The outputs
of the delay lines are combined in a multiplexor, or mixer.
With the multiplexor control at one extreme, the frequency
is set by the delay through the first delay line. At the other
extreme, the frequency is set by the delay through the
second line. When the multiplexor control is between its
logical 0 and 1 states, the muitiplexor acts as an analog
mixer, and it is possible to continuously tune the effective
delay between these two extremes. The specific design
shown in Figure 2(c) is slightly more complicated in
order to provide both 0° and 90° output phases, and the ©
multiplexors select between a six-stage and a ten-stage
delay line. Again, the delay elements are simple differential
SCL buffers, and the multiplexors are standard two-level

CEES

Out0° Out 90°

Gilbert-cell designs. Fully differential circuits are used to g Typical voltage-controlled oscillator circuits: (a) relaxation VCO,
reject power-supply noise. Because of the differential % (b) current-controlled ring oscillator, (c) delay-interpolating ring
&

. . . R illator.
multiplexor, the VCO control voltage is also differential, OS,C Lo

providing better power-supply noise rejection than the
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Table 1 VCO performance.

VCO topology Center Tuning Power  Area
frequency range (mW) (um?)
(MHz) (%)
Relaxation 600 +67 20 150 x 100
Ring 1000 +30 30 220 x 100

Delay-interpolating (DI) 500 *20 75 240 x 150

previous designs. The added circuit complexity and fan-out
yield slightly lower operating frequencies and higher power
dissipation than the other two topologies. The maximum
tuning is also smaller, being limited to a 2:1 range to avoid
the possibility of harmonic oscillation.

To put the preceding discussion into perspective,
consider an 0.8-um (0.45-um effective) CMOS technology
[6]. Each of these three VCO topologies has been designed
and fabricated using this technology, with the resulting
hardware characteristics shown in Table 1. The target
data rate is 1 Gb/s in each case. The relaxation VCO is
centered at a lower frequency in order to operate near the
high end of its tuning range, resulting in lower jitter. In
general, the jitter in the VCO output due to coupled noise
(via the power supplies, substrate, or control input) is
proportional to the VCO gain (MHz/V). Relaxation VCOs
have asymmetric tuning characteristics, with VCO gain
decreasing with increasing frequency. For the best noise
immunity, this VCO should be operated at the high end of
its tuning range— consistent with the margins required by
process, supply, and temperature variations. The delay-
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interpolating VCO is centered at half the target frequency
for use in a half-speed clock-recovery circuit. These results
illustrate the previous discussion. The relaxation VCO has
the largest tuning range, lowest power dissipation, and
smallest size. The current-controlled ring oscillator has

a smaller tuning range and dissipates more power. The
delay-interpolating VCO has the smallest tuning range,
dissipates the most power, and consumes the most area.
Part of the extra power dissipation is due to the additional
delay stages required to lower the center frequency chosen
for this particular design, but even accounting for this
difference it still dissipates 50% more power than the
equivalent current-controlled ring oscillator.

The phase noise, or timing jitter, of the oscillator is also
an important parameter to consider. The timing jitter of
these oscillators can be characterized by using a digital
sampling oscilloscope to measure the jitter histogram
as a function of the delay between the trigger and the
measurement point. Increasing this delay allows the VCO
jitter to “accumulate” over multiple cycles, providing a
rough estimate of the spectral characteristics of the phase
noise. Also, for typical integrated PLLs, the loop Q ranges
from 20 to about 200. Because the jitter of the PLL output
is the intrinsic jitter of the VCO accumulated over ~Q
cycles, this is an especially important parameter to
evaluate for clock-recovery or clock-synthesis applications.

Figure 3 shows a typical jitter measurement for the
delay-interpolating VCO operating at a center frequency of
270 MHz. These results show the characteristic increase
in timing jitter as more VCO cycles are included in the
measurement (i.e., as the measurement delay is increased).
They also clearly show the advantage of using a fully
differential input for the VCO control. Similar
measurements can be obtained for the relaxation
and ring VCO circuits.

The jitter can be determined by fitting a straight line to
the data (on a linear scale) and extracting a ““cycle-to-
cycle” jitter number which is characteristic of the intrinsic
performance of the VCO. This cycle-to-cycle jitter
(expressed in ppm) can be used as a figure of merit for
different VCO topologies. However, this figure of merit
must be evaluated at equivalent VCO gains (not equivalent
frequencies), in order for a valid comparison to be made.
Results for the three VCO topologies of Figure 2 are
shown in Table 2. As expected, the jitter increases with
increasing VCO gain, because the oscillator is more
sensitive to noise at the control input. The delay-
interpolating VCO has one third of the jitter of tke current-
controlled ring oscillator, and only 20 to 25 percent of the
jitter of the relaxation VCO, when normalized to the same
VCO gain.

The circuit sensitivity to substrate noise is illustrated in
Table 3, which summarizes a series of circuit simulations
comparing the relaxation VCO with the delay-interpolating
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VCO. In these simulations, a fixed-amplitude noise signal
is added to the substrate node. The frequency of this noise
signal is chosen to be close to the free-running VCO
frequency in each case. In general, as the noise frequency
approaches the free-running VCO frequency, the VCO
jitter increases. Again, the relaxation VCO exhibits a much
larger sensitivity to substrate noise. In the worst case, the
relaxation VCO is injection-locked by the noise signal (i.e.,
it oscillates directly at the noise frequency). For the serial
link shown in Figure 1, injection locking implies that the
clocking circuits are synchronized to the coupled noise
rather than the data, and leads not to a simple performance
degradation, but to total failure of the link. The delay-
interpolating VCO shows much less sensitivity to injected
substrate noise.

These results show the importance of fully differential
circuits, not only in the individual buffer stages (as for all
the circuit topologies of Figure 2), but also in the control
path. It should be noted that the delay-interpolating VCO
still uses a single-ended input to bias the tail-current
source in the buffer stages. Careful attention must be paid
to generating this bias so as to reject supply and substrate
noise. Because this bias point is not used to tune the DI
VCO [as opposed to the current-controlled VCO of Figure
2(b)], the tuning characteristics and the noise rejection
can be optimized independently. On the basis of power
dissipation and size, the relaxation VCO is the design of
choice for many applications; however, in highly integrated
mixed-signal designs where noise performance and noise
sensitivity are a concern, the current-controlled ring
oscillator finds wide use [7, 8]. Those applications
requiring the highest noise immunity are best served by the
delay-interpolating VCO, or by an equivalent topology
which provides for differential control [9].

Frequency synthesizer PLL

To illustrate the application of the VCO in more
complicated functions, consider the clock generation
circuit of Figure 1. The clock recovery function is similar
in many respects. Clock generation is implemented using

a frequency synthesizer PLL (Figure 4) containing a
symmetric phase-frequency detector (PFD), a differential
charge-pump filter (CPF), a divide by 16 (for this particular
example), and a delay-interpolating VCO [10]. The fully
symmetric PFD (Figure 5) and CPF (Figure 6) are designed
to minimize the dead-zone problems of conventional
CMOS synthesizers [11], and to improve the overall jitter
performance of the generated clock. The PFD combines
standard CMOS logic with custom pseudo-n-MOS logic.
The pseudo-n-MOS gate of Figure 5 minimizes the delay
in the critical path used to reset the SR latches at the

PFD input, and ensures that the delay for each of the

four inputs is closely matched. Because of the finite gate
delays, the PFD outputs contain narrow pulses even when
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Frequency synthesizer PLL block diagram.

Table 2 VCO jitter performance.

Vco Center Vco Cycle-to-cycle
topology frequency gain jitter
(MHz) (%IV) (ppm)
Relaxation 500 108 350
730 51 180
Ring 800 77 156
1000 60 100
DI 276 75 55

Table 3 RMS VCO jitter vs. substrate noise frequency.

Frequency Relaxation Delay-interpolating
offset VCo VCo
%)
0.5 —* 1.65
1.0 —* 0.8
2.0 3.3 0.4
5.0 0.8 0.16

*VCO is injection-locked to noise signal.

the PLL reaches steady state. Ideally, one would like to
have these pulses very narrow but still with enough
amplitude to provide sufficient phase-error correction
through the CPF. This becomes critical especially around
the zero-phase-error region, where UP and DN pulses
appear almost simultaneously. One can control the energy
in these pulses by making use of the pseudo-n-MOS gates
as appropriate. All of these characteristics minimize the
dead zone in the detector.

J. F. EWEN ET AL.

77




78

Reference

E e
T seudo»n-MOSNO\R

divider |_>

Phase-frequency detector circuit.

VDD
v p1 EEPZ =2 q[-ps
i
gen)ér;;or DN
uP—|" p4 p6 | b-
Ve A
. i
DN-{[on4 <RI R Ne|-
€t jc2 _[C3 jCA
Ot fxs

Simplified charge-pump filter schematic.

The CPF implements an analog loop filter in a fully
differential and balanced configuration in order to minimize
the sensitivity to power supply and substrate noise.
Common-mode feedback circuits and/or clamp diodes can
be used to limit the dynamic range of the CPF output such
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that the VCO common-mode input stays within a desired
range. Care must be taken to minimize the effect of such
additional circuitry on the static and dynamic phase-error
performance of the PFD and CPF combination, since they
contribute offset currents across the loop filter.

This circuit has also been implemented in 0.8-um CMOS
technology, with the design optimized for speed. The test
chip consumes 270 mW at 1.25 GHz, with an active circuit
area of 1000 x 750 um’. The RMS jitter in the generated
clock is 1.4 ps (or 0.18%), and the peak-to-peak jitter is
approximately 10 ps. This demonstrates the potential to
push CMOS technology to very high frequencies while
minimizing jitter.

o Serializer and deserializer

The previous section dealt with the key analog circuits

in the serial link of Figure 1. This section gives a brief
overview of the digital functions, concentrating specifically
on the deserializer, and the basic approach used to achieve
Gb/s data rates. A more detailed discussion can be found
in [12]. The architecture used in the deserializer is shown
in Figure 7. This example is specific to a Fibre Channel
link using the 8B/10B code [13], but is easily extended to
other environments. A complementary approach is used
for the serializer in the transmitter section.

The deserialization of the serial data stream to the byte
interface is done in stages so that each stage can be
optimized for speed and power while using a common
technology. The serial data are demultiplexed into two
data streams at half the speed of the original. The half-
speed data streams are clocked into two high-speed shift
registers, which are latched into a five-bit register where
the data are examined for special synchronization
characters [13]. The data are latched into the final
demultiplexor stage at the appropriate time to provide
byte-aligned parallel data at the output. The ten phases of
clocks generated from the bit clock provide the required
timing resolution for the 8B/10B code used here. The initial
1:2 demultiplexing is implemented using custom SCL
logic, which is optimized for speed and minimum pulse
distortion. This circuit contains only two critical latches
(so power dissipation is not a design constraint), and can
actually be included as part of the clock recovery circuit.
The clock generation and control for subsequent stages
is based on a ten-stage ring counter. This ring counter
requires relatively high-speed logic, since the critical path
delay must be less than a bit interval. A combination of
semicustom CMOS logic can be used to minimize the
power dissipation, with custom n-MOS logic used as
necessary to reduce delay in the critical path. The timing
requirements are sufficiently relaxed that the final 5:10
demultiplexor (and subsequent demultiplexing if required),
can be implemented in standard-cell CMOS logic. It is
important to note that only the minimum function required
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is implemented at high speed. In this design, only a
“dumb”’ demultiplexor and shift registers are implemented
at the bit rate and half-bit rate, respectively. The more
complicated byte synchronization function is implemented
at a much lower speed using parallel techniques. By
staging the deserializer function and customizing the
circuit techniques used to implement each stage, the wide
range of performance requirements can be satisfied with
relatively modest requirements on the technology. For
example, the 1063Mb/s Fibre Channel deserializer can be
implemented using an 0.8-um CMOS technology while
dissipating less than 80 mW.

& Physical design and noise considerations

The basic building blocks needed to implement the link
adapter function of Figure 1 have been discussed;
however, integrating all of this function onto a single IC
requires close attention to the physical design of the chip
in order to control noise and crosstalk between the
different sections. The transmitter and receiver sections
operate asynchronously with respect to each other,
creating the worst possible noise environment for the
PLLs. The jitter and bit-error rate performance can be
degraded significantly by crosstalk between sections, and
data-pattern-dependent noise can lead to nonfunctional
systems.

The first defense against noise is to design circuits that
are as insensitive to noise as possible, whether coupled
through the substrate [14] or via the power supplies. As
discussed in detail previously, differential circuits are
necessary (but not always sufficient) for those functions
that are sensitive to noise.

The corollary is to use circuits that generate little noise
for the bulk of the logic on chip. Unfortunately, standard
CMOS logic generates significant switching noise during
transitions. Some circuit solutions are available in specific
cases. For example, the deserializer described in the
previous section has sufficient timing margin at the parallel
interface that the individual output lines are intentionally
skewed across two bit times in order to reduce the
simultaneous switching noise. Alternative logic families
that generate little switching noise would lead to increased
power dissipation, so the only practical means of
minimizing the generated noise is by careful design for
the on-chip power distribution and related packaging.
Sufficient I/Os must be assigned to power and ground
to maintain low supply inductance. Low-inductance
packaging is critical, and on-chip decoupling capacitors
may also be needed to decrease switching noise due to the
digital logic.

Next, it is important to isolate the different sections
from each other by using different power distribution nets.
The analog power should be separate from the digital
power, and transmitter power should be separate from
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the receiver power distribution nets. Only the required
interface signals should be shared between sections. All
necessary bias voltages and currents should be generated
within their own sections, and not distributed throughout
the chip. This is especially important for the analog
circuits.

Finally, the different functional blocks can be isolated
from each other by using careful physical design, taking
advantage of a specific technology. A generic CMOS cross
section is shown in Figure 8. The n-wells and p+ guard
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rings surrounding the active circuits can be used to isolate
them from one another. The p+ guard rings should be
connected to non-current-carrying grounds in order to
prevent noise injection from the active circuits. Guard
rings for the different sections of the design should also
be connected to their own ground pins, again to prevent
crosstalk. If a p+ substrate is used (~0.05 -cm), physical
separation of the different sections has little effect on the
coupled noise [15]. Once noise is coupled to the substrate,
it “propagates” throughout the chip. If a high-resistivity
p+ substrate is used (~10-20 Q-cm), separating the
sections can lead to lower coupled noise. For many serial
data link applications, the chip area is governed by the
number of I/O pads required for signals and supplies.
Here, the sections can be isolated with high-resistivity
regions in between, providing better immunity to noise and
crosstalk without increasing chip cost. Silicon-on-insulator
(SOI)-based technologies can be used to provide nearly
ideal isolation between circuits at low frequencies.
However, as the frequency increases, the isolation
decreases dramatically. Guard-ring structures are still
required, and as frequencies approach 1 GHz, SOI-based
technologies offer no isolation advantage over standard
CMOS (16].

Conclusion

A number of circuit building blocks for serial data
communication links have been discussed. Careful
partitioning of the function among analog, custom digital,
and standard cell designs is required in order to achieve
the required data rates without placing excessive demands
on the technology. Coupled noise presents a potentially
serious barrier to performance. Circuits designed
specifically to reject power-supply and substrate noise are
important. This has been discussed in detail with respect
to voltage-controlled oscillators, where the importance of
differential circuits in the control path as well as the signal
path has been demonstrated. Careful choice of physical
design and technology is required to isolate the digital
and analog sections of the chip. A number of circuits
have been described in order to illustrate these design
techniques and demonstrate the levels of performance
and integration that are possible using CMOS in this
application environment.
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