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Advanced semiconductor circuits, such as
DRAMs, are based on very complex fabrication
processes. Because of the cost and
complexity involved, it is rapidly becoming
impossible to adopt a “trial-and-error”
approach in the development stage of a new
process. Fortunately, the advances in
computer power spurred by the new
semiconductor devices have made it possible
to compute the response of complex systems
in a reasonable time on workstations. Thus,
the study of a virtual representation of the
process (that is, a model) can represent a
solution to the high cost of process
development—of course, after verification of
the model accuracy through controlled
experiments. A correct physical interpretation
of the process under study is necessary in
order to implement a model that is both
accurate and extendible. This is particularly
true for new approaches, such as those
involved in X-ray lithography. We have studied
the process of image formation in X-ray
lithography and have implemented several
models to predict the intensity distribution at
the wafer plane. The models can be applied to
the definition of an optimal exposure system

that will provide the maximum exposure
latitude, and to the study of new types of X-ray
masks.

Introduction

Although X-ray lithography was invented over 20 years
ago [1], it has only recently become a real manufacturing
tool in microelectronic processing. Much progress has
recently been made in light sources, illumination optics,
mask fabrication and inspection, and stepper technology.
A commonly held view is that X-ray proximity lithography
will compete economically with optical projection
lithography when dimensions shrink to a quarter micron
and below.

Proximity printing is often referred to as ‘““shadow-
casting” imaging. A stencil-like object (mask) is held
close to a recording surface (wafer) and illuminated with
light (X-rays) of suitable wavelength. The light casts
an image which is formed by illuminated areas under the
transmitting parts and by shadows under the absorbing
parts. Of course, the light must be energetic enough to
introduce a change in the recording medium (the
photoresist). Although not immediately noticeable (hence
“latent’”), the change can be evidenced by a subsequent
treatment (development). We notice that there are no
optical elements between the mask (object plane) and the
wafer (image plane), so it is not really an imaging system

©Copyright 1993 by International Business Machines Corporation. Copying in printed form for private use is permitted without payment of royalty provided that (1) each
reproduction is done without alteration and (2) the Journal reference and IBM copyright notice are included on the first page. The title and abstract, but no other portions, of
this paper may be copied or distributed royalty free without further permission by computer-based and other information-service systems. Permission to republish any other
portion of this paper must be obtained from the Editor. . 331

IBM J. RES. DEVELOP. VOL. 37 NO. 3 MAY 1993

JERRY Z. Y. GUO AND F. CERRINA




332

using conventional optics terminology. Broadly speaking,
the sharpness of the image is controlled by the diffraction
of the light as it propagates from the mask across the gap
to the wafer. In an edge diffraction, the distance from the
edge to the peak of the diffraction pattern is given by a
simple relation:

blur ~ \/)\—-, (1

where A is the wavelength and g is the proximity gap.
Hence, the faithful transfer of features from the mask to
the wafer over a finite distance must rely on the use of
short-wavelength radiation. For deep submicron resolution,
soft X-rays are required. The short wavelength of soft
X-rays has associated with it many issues involving
source, materials properties, and diffraction and absorption
processes that must be addressed in detail to produce a
realistic model of the global imaging processes. First, the
light source (synchrotron radiation or plasma source) for
X-ray lithography is quite different from any light source
ever used in lithography, so its role in the image formation
had not been fully studied until recently. The effect of the
optical system used to relay the radiation to the mask
(if any) can be included in the description of a new,
effective source. Second, because of the wavelength range,
relatively thick (in wavelength units) mask absorbers must
be used to provide the modulation in the transmitted light.
This is the case even for high-atomic-number materials
such as Au or W, where for instance the complex electric
permittivity € = 1 — & + iB, where 8 = 7-10 x 107* [2].
The effect is quite different from that of the thin chrome
mask used in optical lithography, where g = 3.4. Finally,
X-ray photons are about 1000 times more energetic than
UV photons. A given amount of energy is deposited by a
correspondingly smaller number of photons, and the use
of continuous field approximation implicit in intensity
calculations is good only as a prediction of statistical
expectation.

In this paper, we give a comprehensive description of
these aspects of the image-forming system and their effects
on image formation.

® X-ray lithography systems

X-ray lithography is based on the use of an intense X-ray
source, a radiation relay system, a mask, and a resist
system. These are complex subsystems, large and
expensive to build. Clearly, it is difficult if not impossible
to test several different types of beamlines or masks in
order to select the best process. A much better approach is
based on the definition of a suitable model for the various
subsystems and for the system itself. This model, residing
in the memory of a computer, can be exercised in order to
evaluate many alternative strategies and to finally select
the best approach. It is critical, we believe, that models be
physically based, rather than “‘black boxes.”” Although it is
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possible to specify the response of a system in limited
conditions by using a system transfer function obtained
experimentally, this is very risky, since some hidden
variables may have been neglected. Furthermore,
extrapolation beyond the measurement range is dangerous,
and the margin of error increases rapidly with the distance
in parameter space. It is much better to establish and
verify a correct physical model, since the extrapolation
will be much more reliable. Also, increased understanding
of the physical (and chemical) processes underlying the
model often provides novel ideas and extensions.

In the following sections, we concentrate on the
development of physical models for the various systems,
and we investigate the conditions under which they can be
linked together. Of foremost importance is the definition of
fast and efficient algorithms that can be executed on a
workstation (such as an IBM RISC System/6000®
processor) on a time scale of minutes, and rapidly
visualized. It is also important that data be presented with
quantitative information that can be related directly to the
output of measuring tools for verification of the model
itself. We do not present the algorithms themselves, but
rather discuss their basis and the limits of their application.
The various codes are part of a comprehensive model
developed at, and available from, CXrL, the Center for
X-Ray Lithography at the University of Wisconsin—
Madison.

System description

A typical X-ray proximity lithography system, as shown in
Figure 1, consists of an X-ray source, illumination optics, a
mask, and a photoresist-coated wafer separated by a gap in
the range of 5-40 um. Like any optical system, it can be
divided into an input field, propagation through optics, and
an output field. For X-ray proximity lithography, the input
field is the field immediately beyond the mask, the optical
system is the free-space propagation, and the output field
is the field at the resist surface. For the simple case of a
coherent source, the transfer function of a cascaded
system can simply be multiplication of the transfer
functions of the subsystems. For the partially coherent
cases, this is not possible unless the optical system
satisfies some restrictive conditions, and more complex
treatments need to be carried out.

Input field

The input field is defined by the mask and by the
illuminating radiation. A radiation source is fully
characterized by its spectral and geometrical properties
of the radiated power flux ®—in particular:

1. Spectral distribution (in frequency v, d®/dv).

2. Spatial extension (in lateral dimension x, d®/dx).
3. Angular extension (in direction cosine s, d®/ds ).
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These properties are summarized in the spectral
““brightness’ B(x, s,; v) defined in Appendix E; different
sources (plasmas, synchrotrons, etc.) have different
brightness functions. The illumination optics are defined in
terms of their modifications to the brightness. In general,
in the soft X-rays, optics are formed by glancing mirrors,
although filters also are used. Their effect on the modeling
is fully specified (including partial coherence) by the
appropriate changes in brightness B.

Since low-Z (atomic number) materials have the lowest
absorption coefficient (1 = 10* cm ™), the mask is formed
by a free-standing thin film of SiC, Si,N,, or Si 1-2 um
thick. This film is used to support the absorber pattern
(hence the name ‘“carrier’’), which is, in turn, fabricated
from a film of high-Z material, usually 0.25-0.7 pum thick,
depending on the spectrum of the X-rays. The goal is to
provide a modulation in the range of 5:1 to 10:1. Au, W,
and Pd (with u =~ 5-8 x 10° cm ™) are acceptable optically
and from a processing point of view.

As is discussed later, the input field cannot be obtained
simply by multiplying the source field (illumination field)
with the complex mask transmission function when the
edge effect of mask absorbers is considered.

Propagation

Between the mask and wafer is a gap filled with a uniform
medium (typically helium at normal conditions). The image
formation, however, is more complex than that of a
projection imaging system, because the system transfer
function of proximity printing modulates the phase instead
of the amplitude of the input field, as discussed in detail
below.

Output field and recording
The resist is composed of an organic film whose
dissolution properties are radically altered by exposure
to the radiation [3]. The changes are brought on by a
modification of the chemical bonding in some of the
components of the resist. In the X-ray region, the
photoelectrons created by the direct absorption process
(primaries) are too energetic to effect these chemical
changes, which typically involve energies around 3 eV.
Each absorption event creates one photoelectron and one
Auger electron, since the probability of fluorescence is so
small that it can be neglected at low Z. The photoresist is
exposed by the low-energy secondary electrons generated
by the fast-moving primaries. The energy of a
photoelectron, or an Auger electron, is gradually
transferred to the resist during a sequence of scattering
events, over a distance of a few tens of A. This results in a
blur of the image formed by the radiation. The distribution
of this energy in the resist is the so-called dose image.

It is important to note that, although the image is
defined by both the magnitude and the phase of the
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Illustration of a typical X-ray lithography system. Only grazing-
incidence mirrors can be used as condensers.

electromagnetic wave, the exposure of photoresist is an
electronic process. The probability of a photoelectron
event is thus proportional to the integrated infensity over a
period of time much longer than the oscillation period of
the wave and is insensitive to the phase. Thus, the aerial
image is defined as the intensity distribution of light
(X-rays) in the resist. Rigorously speaking, this distribution
is three-dimensional. However, since the diffraction effect
and the decay of X-ray intensity in a distance of about

1 pm (single-layer resist thickness) are very small in
comparison with the gap distance, we restrict the analysis
to the two-dimensional distribution at the resist surface.
The main effect is caused by the spectral dependence of
the absorption coefficient on the wavelength, causing a
differential attenuation of the image components. This
effect may become noticeable at longer wavelengths,
where u(v) is larger. After exposure, the wafer is put into
a developer to dissolve the exposed part for positive
resists and the unexposed part for negative resists. The
dissolution rate of resist in a developer is a function of
absorbed energy distribution, and may further modify the
profile of the image.

® Scope of calculations

It is important to distinguish between an abstract image
fidelity and realistic lithographic criteria. In manufacturing,
the important issue is that of the image (linewidth) control
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over a range of exposure parameter variations, i.e.,
exposure latitude. In other words, the image printed in the
resist must be, and must remain, within some specified
limits from the nominal value. For comparison purposes
one uses a 10% linewidth variation, although this value is a
total value that includes all possible contributions. For
instance, the actual budget allocated to intensity variations
is much smaller, closer to 1 or 2%. In this discussion we
concentrate on the study of the variation of the linewidth
with exposure dose (D) and with the changes in the gap
(9)- This is equivalent to the dose-defocus case of optical
lithography. It is important because of the topography on
the underlying wafer and because of possible variations in
the intensity across the exposure field. The domain in the
subspace {D, g} for which the changes in linewidth are
less than 10% defines the exposure window. Clearly, the
issue of the resolution of the lithography is implicitly taken
into account—poor resolution means zero exposure window.

® Review of modeling approaches

The modeling of the image formation in X-ray lithography
basically must answer two questions: What is the exposure
window of X-ray lithography, and under what conditions
can it be maximized? The implementation (and verification)
of a successful model force an understanding of the
physical processes involved, providing a firmer basis on
which to build an optimization scheme.

Only two years ago, modeling could not explain the
large exposure window and resolution demonstrated by the
experiments by many groups worldwide [4-6]. Efforts
were made to eliminate some factors appearing in the
process which were later discovered to be positive.

In the literature, it was generally assumed that the light
propagation from the mask to the wafer is in the Fresnel
region, so that a scalar diffraction theory with Kirchoff
boundary condition is valid in modeling the image
formation process [5, 7, 8]. The broad-band nature was
considered in simulations using synchrotron radiation as a
light source [5, 8-10]. However, conclusions drawn from
those calculations do not completely reflect reality,
because important factors such as partial coherence,
electron scattering, absorber sidewall profile, and fringing
boundary conditions were not considered. As a result,
unrealistically small exposure windows were predicted [9].
Later, the importance of blurring effects was discovered,
and much better exposure windows were shown in several
different studies [11-15]. Simplified models showed that
high-contrast masks are desirable. A modulation of 10 dB
(contrast 10:1) of the mask was generally considered
necessary to produce a good print. It was later pointed out
by Ku et al. [7] that a thickness corresponding to 7 phase
shift, while maintaining 10-dB modulation, would give a
higher exposure latitude. However, the simulation of [7]
shows a large side lobe which would give rise to ghost
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features which were not observed in experiments for the
given conditions. The reason is that partial coherence was
not considered in the simulation. The 10-dB modulation
was later shown to be unnecessary [12}; a lower-contrast
mask could actually give better exposure latitude, and only
the phase shift required optimization. All of the papers
cited above assumed clear-cut boundary conditions at the
plane immediately after the mask. This no-fringing
assumption produces very small error for large gaps with
blur, but for small gaps the fringing effect is not negligible
[16-18].

Models of image formation in proximity
lithography

Image formation in proximity X-ray lithography can

be described in the framework of the propagation of
electromagnetic waves with appropriate boundary
conditions. This implies that the interaction of light with
materials is treated as a lumped parameter problem; i.e., a
material is assumed to be uniform, and the interaction is
manifested completely through the use of the complex
dielectric constant e(w) or the complex refractive index
n(w) at the frequency . These are typically obtained from
the atomic scattering factors f(k, 0), which are well known
from experiments and theory:

4N
elwy=1+ 2 e* - f(k, 0), 2

via the use of the optical theorem [19], where k is the
wave number, e* is the polarization unit vector, and N
is the density of atoms. The propagation can then be
described with the readily available formalism of the
propagation of partially coherent light. The use of lumped
parameters requires a subsequent refinement of the models
to include edge and other effects. Another approach is
based on the use of the scattering theory. In this case,
only atomic quantities are used and, in principle, the
model is simpler. However, the computational level is much
greater, justifying the use of the lumped optical models.
The following discussion is based on an axiomatic
approach, where we follow the propagation of a beam of
radiation through the optical system in the framework of
partially coherent fields and stochasticity. The language is
less intuitive than that of electromagnetic fields, but is
considerably more succinct. The calculations thus yield
the expected value of the output field, (E*E), i.e., an
observable quantity. The observed events closely reproduce
the expected value if the number of events is large.

® Partially coherent light
Diffraction

We recall briefly that an electronic process records
the optical intensity, which is determined by the
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transformation of mutual spectral density function as
polychromatic partially coherent light propagates through
an optical system. The light intensity is defined as an
expectation value [20]

1) = (E(r; 0E*(55 1) = f PAE; v) dv, )

where P is the power spectral density function, defined as
P(r; v) = G(r, 13 v)|r1=r2=r . 4)

G(r,, r,; v} is the mutual spectral density function at points
r, and r, and frequency v [21]. From (3) we can see that
the problem of finding the intensity is reduced to that of
finding the power spectral density function.

Propagation of partially coherent light and cascaded
systems

The propagation of monochromatic coherent light
(represented by electric field amplitude E) through a linear
system with point spread function K(r, r’; v) is given as

E(r,v) = J E{r', v)K(r, r'; v) dr’, %)

where E_ and E, are the output and input electric fields,
respectively. The propagation of partially coherent light
through the same system is represented by a bilinear
transformation of the mutual spectral density function of
the form

G(r

> Ty V)

= J' J G(rl, t; v)K(r,, rl; V)K*(r,, r); v) d’r] d’r), (6)

where G and G, are the output and input mutual spectral
density functions, respectively. A complex system
separated by boundary regions can be divided into a
sequence of subsystems; the output of each subsystem is
given by an operation such as (6) and then used as the
input for the following subsystem.

In X-ray lithography, the illumination system
characteristics are usually obtained analytically except for
the spectrum; the numerical simulation starts from the
source field plane in Figure 1 in front of the mask absorber
and proceeds to the calculation of the dose absorbed in
the resist. The system can be divided into the mask
subsystem, the gap subsystem, and the resist subsystem.

Boundary conditions In a scalar diffraction theory, it is
assumed that the field is not disturbed by the presence of a
screen (a perfect conductor) and that the field behind the
screen is zero. In the soft X-ray regime, there is no perfect
conductor; for instance, the field behind the metal absorber
is as high as 20% of the field in the clear region. A
simplistic way of accounting for the field behind the screen
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is to propagate the incident light as a plane wave and to
assume that the wave decays, as in bulk materials. This
assumption leads to a step change in both the amplitude
and the phase of the light immediately after the mask at
the interface between the absorber region and the clear
region. In reality, as the light propagates along the
absorber surface, a ringing field is created at the edge. The
plane wave simplification does not cause much difference
in the bulk region far from the edge. The diffraction of the
square wave in the near field differs from that of the real
pattern, which leads to a discrepancy in the final image
intensity distribution. The extent of the discrepancy
depends on the light wavelength, the dimension of
features, the material properties of the absorber, the
thickness and sidewall slope of the absorber, and the gap.
The thickness of the absorber can be greater than the
lateral dimensions of the features on the mask. The light
propagating from the membrane to the plane immediately
after the absorber is confined by the metal absorber

(n < 1) and thus constitutes a waveguide. For a given
wavelength, the waveguide can support only a limited
number of normal modes (guided modes with a discrete
spectrum of wave numbers) and a continuous spectrum of
radiation modes which decay much faster than normal
modes. For X-rays, the metal absorbers (Au or W) cannot
be considered as perfect conductors because of their low
absorption coefficient. It is well known that the modes in a
lossy waveguide are not orthogonal to one another, thus
making it difficult to treat the problem analytically. From a
user’s point of view, a numerical solution is more desirable
for in situ simulation.

Scalar diffraction theory  As long as the boundary
conditions are given correctly, scalar diffraction theory
is very accurate in predicting intensity pattern. There

are two versions of scalar theory for diffraction from a
plane boundary; as discussed in Appendix A, one is

the Fresnel-Kirchhoff theory, and the other is the
Rayleigh-Sommerfeld theory. The latter is more accurate
in the very near field, which in the spatial frequency
domain is given as

H(f, f,) = cxp ligk” — 4a(F2 + F ], )

where K(f, f,) is the Fourier transform of K(x, y), g is
the proximity gap, k is the wave number, and f, and f
are the spatial frequencies in the x and y directions,
respectively.

® Simulation algorithms

The simulation of the imaging process usually begins

with the illumination on the mask and ends with the
computation of the final aerial image or energy deposition
in the resist. If a resist profile is desired, a dissolution
simulation is also needed. Since the dissolution process of
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an X-ray resist does not differ from that of other resists,

it is not covered here. If X-ray lithography is taken as a
cascaded system of many subsystems, the brightness of
light (mutual spectral density) at the mask plane can
usually be obtained analytically; we treat the propagation
of light from the front surface of the mask to the wafer
surface with computer simulation, which can consist of
two parts, the propagation of light in the mask (absorber)
and the simulation of diffraction of partially coherent light.

Diffraction simulation
Given a mutual spectral density function on the mask
surface, there are two routes which can be taken. The first
is use of the Hopkins method, which divides the problem
into the system part, including the illumination and imaging
system transfer function, and the input part, which is
the mask transmission function. The second route is
decomposition of the partially coherent illumination into an
equivalent distribution of incoherent point sources (modes
or channels of individual coherent illumination), the final
image being the incoherent summation of the intensities
from each individual mode. The Hopkins method is
efficient when the system and illumination are fixed and
only the object changes each time the simulation program
is run. In X-ray lithography, various illumination
conditions must often be simulated, and the method is not
efficient enough to be used in real time for polychromatic
light. The modal expansion or decomposition method also
is very time-consuming with polychromatic light, but
approximations can be made with enough accuracy to
make this approach more attractive in proximity imaging
simulation.

The simulation starts with the mutual spectral density
function of the illumination light given at the incident plane
of the mask,

G(x,, %), 2,5 v) = Alx; V)A*x; Vulx, —x,, 2,5 ), (8)

where 2 is the propagating direction and z, denotes the
mask plane, A(x; v) is the light field amplitude, and
u(x, — x,; v) is the normalized spatial coherence at
frequency v. For simplicity of notation, only one lateral
dimension x is used (the y direction is completely
symmetric). The above form of illumination assumes
homogeneous partial coherence over the field and an
inhomogeneous intensity distribution; it is applicable to a
wide variety of illuminations. Given the mutual spectral
density function in the mask plane and the mask
transmission function T(x, v), the task is to find the
power spectral density function in the wafer plane,

P(x,z,;v) = JJ G(x}, x5, z,5 v)T(x;; v)T (x5 v)

X K(x — xj; v)K*(x — x}; v)dx] dx}),  (9)
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where z, denotes the wafer plane. The above formalism
assumes a thin object; i.e., the output field at one position
on the mask is affected by the input field at that position
alone—in system terminology, a “‘no-spread”” condition.
In reality, the mask subsystem has a point spread function,
and the thick absorber on the mask causes fringing of the
output field. The fringing boundary condition makes the
simulation problem much more complicated. With modal
decomposition, the exact effect of the mask subsystem can
be taken into account, but with a great sacrifice in
computation time. However, in the domain of X-ray
proximity lithography, approximating the mask subsystem
with a modified mask transmission function T(x, y, )
(thin object approximation but with fringing effect) causes
very little error, as discussed later. If we expand partially
coherent light into many modes with the weight of mode s
(point source) denoted as &(s), the power spectral density
function in the wafer plane (see Appendix C) is given as

P(x,z,;v) = J’ £(IN (x, 5) ds, (10)

where N, is the normalized intensity of the diffraction
pattern of mode s. Furthermore, if the diffraction is in the
Fresnel region, (10) can be simplified (see Appendix C) to

X
P(x, z,; v) = J’ E(@N(x — gs) ds = 5(5) ®N(x). (11)

Equation (11) becomes a convolution (a linear shift-
invariant system), and it shows that a finite beam
divergence (partial coherence) is equivalent to a low-pass
filter in proximity imaging. It gives rise to a blur of the
image of coherent diffraction. It is interesting to observe
that Equation (51) in Appendix C is the usual form of
geometric blurring, with scaled £(s) as the point spread
function. The importance of the above result also lies

in the fact that partial coherence (or finite source) is
equivalent to any other type of blur (incoherent process).
For instance, a vibration between the mask and the wafer
has the same effect as the finite source size. The 3o width
of function £(s) is normally referred to as the blur angle;
the effect of small blur angle (3 to 6 mrad) on the exposure
window of X-ray proximity lithography is positive, because
it eliminates the spurious edges of the coherent diffraction
pattern and also reduces the sudden change of pattern as
the gap changes, thereby increasing the depth of focus.
However, if the blur is too large, it reduces the exposure
latitude by reducing the contrast. An example of the
simulation of an image of 0.1-um feature is shown in
Figure 2.

Boundary conditions—beam propagation method
In the above treatment, we have assumed a complex mask
transmission function T(x, y; v) for light propagating
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shift-invariant systems approach; Au absorber thickness 0.4 pum,
100-mrad slope sidewall, gap 10 um, blur 3 mrad (30).

through the mask. The mask is actually a subsystem which
has a point spread function. In this section, we formulate
this subsystem by the beam propagation method (BPM).
From BPM, we also can obtain the fringing effect and use
it as the effective mask transmission function. BPM works
best when the complex dielectric constant e changes
smoothly in the propagating direction. In X-ray
lithography, € is constant along z when the absorber

has a vertical sidewall. Even with a sloped sidewall, the
difference of e between absorber and vacuum js still very
small (107°). A brief description of the method is given in
Appendix B; for a detailed discussion the reader is referred
to [22].

Figure 3 shows the difference between the intensity
distribution at the plane immediately behind the mask from
assuming a plane wave propagation and that from BPM.

A point source with a single wavelength (temporally and
spatially coherent light) is used in the simulation. The
modification to the boundary condition by the use of BPM
calculation is significant when the gap is small, especially
at the center of the feature and at the edge of the feature
(nominal linewidth point), which determines the exposure
latitude. When the gap is large or the absorber sidewall has
a slope of a few degrees, however, the difference between
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Simulation of a 0.1-um gate structure with the double linear

1.0}
2
£ osf
g
.-g 0.6k : UAVA'A AVAVA\’
g oaf 3 :
2 :
= s
02F i
X I 1 / L
~0.20 -0.10 0.00 0.10 0.20

Comparison of two boundary patterns calculated with two differ-
ent methods at the plane immediately behind the absorber. Solid
line is from BPM, dashed line is from plane wave propagation.
Au thickness 0.25 um; a single wavelength A = 1 nm is used in
the calculation.

the two calculations, or, in other words, the effect of
wave-guiding on lithography, diminishes. To consider the
fringing effect together with the partial coherence, the
absorber can be approximated with a complex transmission
function T(x, y, v) calculated with BPM with normal
incidence wave {or with the central ray in the case of
oblique beam illumination). Because the blur angle seldom
exceeds 10 mrad, the error caused by this approximation is
negligible.

Physical effects

Modeling X-ray lithography, in the end, serves to define,
or at least reduce, the parameters of the system and, more
importantly, to optimize the system. The effects of various
factors involved in the imaging process and optimization
procedures are discussed here.

& Synchrotron radiation source

In the simulation of image formation, two goals are
generally considered. One is to find the image intensity
distribution as the input for the dissolution simulation of
the resist profile. The other is to study the exposure
latitude and the depth of focus for a given set of
conditions. In either case, a uniform illumination can be
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assumed. The illumination variation can be taken into
account in the exposure latitude. Besides, only a smail
field (several microns) can be simulated because of the
limitation of computational power. The task for modeling
the source and illumination system is to find the power
spectrum and spatial coherence. The illumination
uniformity is left for a ray-tracing method such as
SHADOW [23].

Synchrotron source spectrum

Synchrotron radiation is generated when an electron is
accelerated along a circular path with a speed close to
the speed of light. The bending of the path is realized
with a Lorenz force provided by magnetic dipoles, so the
radiation is also called bending magnet radiation. In the
moving electron frame, the radiation looks like dipole
radiation with the frequency given by Larmor frequency.
When transformed to the laboratory frame, the Lorenz
transformation shifts the radiation to much higher
frequencies (blue shift). Let A be the critical wavelength
corresponding to the median wavelength in the radiation
power spectrum given by

4mp
A, =—5 =186BE* (A). (12)
3y
In the frequency range A-A_, the power spectral density
function is approximated [19] by

o n
= = e ~wgh
PQ) = — =Py y[5 e, (13)

where P is a constant. The angular distribution of the
radiation also is modified profoundly. At low electron
velocities the radiation is emitted along the pattern typical
of a radiating dipole, i.c., proportionally to cos’ 6, where
6 is the opening angle of the radiation measured from the
electron velocity. At higher electron velocities, the lines of
constant field are bent forward along the electron velocity
to the point of assuming a strongly forward shape when

v = c. The narrow cone has width: (6°)'? = 1/, where

y = Elm,c® = 1957.0 E (GeV). The cone width is
typically less than 0.5 mrad.

Synchrotron source brightness

When the light frequency is around the critical frequency,
the angular distribution of this cone is approximated as a
Gaussian [19, 24],

FR
£, 5, v) = o0
-3y282\JA 1 si + s;
=§e =&expl-o =3/, (14)

where £ is a constant, 0 is a solid angle, o7 = M(6y°A),
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¢ =sin’@ =1 - cos’f = sx2 + syz . In the orbit plane,
the circular motion of the electrons sweeps a large angle.
This sweeping essentially gives uniform angular
distribution (s,) in the horizontal direction, which is
eventually limited by a slit in applications. The limit of s,
is called the acceptance angle, which corresponds to a
direction cosine denoted by s,. The electron beam in the
storage ring has a Gaussian distribution in both density and
momentum and also is best described by a phase space
quantity B,. Since the electrons radiate independently, the
total brightness of the source B, is obtained by summing
up brightness B, from all the radiating electrons:

8,5 v) ® B(x,y, s, sy). (15)

The brightness in the equivalent source plane can be
approximated by

2 2
1 X ,5;Jt
By, %o 3 1) = Roewp [ 2 [(:) ' (;7) ”
1 y 2 Ky
X exp [—5 (;y) }rect (s—:) , (16)

where @, is a constant, rect (x/b) = 1 when |x| < b and
rect (x/b) = 0 otherwise. Typical values are g = 0.5 mm,
o, = 0.5 mm, and o, = 0.5 mrad. It is important to
point out that o, is a function of », where different
wavelengths have different divergence angles in the
vertical direction.

B(x,y,s, 5, v) =BJs,

® [llumination optics for a synchrotron-radiation-based
system

The function of the illumination system is to deliver light
into the imaging system and provide the required
illumination uniformity, spectral bandwidth, and spatial
coherence. For X-ray proximity lithography, the
wavelength should not be longer than 16 A to keep the
high resolution; for the short-wavelength part, light with a
wavelength shorter than 6 A should also be eliminated
because 1) photoresists have low absorption coefficients,
2) it causes heat in the mask and may cause device
damage, and 3) for nanostructure fabrication,
photoelectron scattering becomes a major concern for
features of 70 nm and beyond with energetic photons
(energy higher than 2 keV). Synchrotron radiation has a
broad-band spectrum. The long-wavelength light is usually
cut off by a window fabricated from a Be membrane 10-25
um thick. A 2-pm-thick Si membrane is often used to cut
shorter-wavelength soft X-rays because of the Si edge near
1900 eV. Hard X-rays are lost in the grazing-incidence
mirror because they do not satisfy critical angle conditions.
Uniformity of illumination had been the only concern in
designing an X-ray lithography illumination system [25]
until the issue of spatial coherence was raised [11]. Both
the uniformity and partial coherence are important in
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image formation and so also should be in system design.
There are several types of practical exposure systems for
X-ray lithography, but there is a general consensus that
one or more mirrors should be used, if for no other reason
than to reduce the amount of nonimaging hard radiation
delivered to the mask-wafer assembly. A further
distinction is based on the use of condensing or
noncondensing optics. The first corresponds to an increase
in the angle of acceptance of the beamline, thus providing
power gain, while the others merely relay the beam to the
mask-wafer assembly. Finally, a distinction exists between
full-field and scanning exposure, where the illumination is
provided as a uniform distribution at the mask in the
former or in the form of a vertically scanning line in the
latter.

Scanning mirror system

A scanning system often uses different focusing in the
horizontal and the vertical directions, forming an
anamorphic image. The system is equivalent to two
different lens systems pointing in different directions
(Figure 4). As the figure shows, the two systems are really
the two classical illumination systems. The horizontal is
equivalent to a Kohler illumination, and the vertical is
equivalent to a critical illumination. The nonuniformity of
the critical illumination is eliminated by the scanning in the
vertical direction. In the vertical direction, the aperture is
usually large enough not to limit the light. For 1:1 imaging,
the coherence in the mask plane is the same as the
coherence in the source plane. The generalized brightness
is then

1 X 2 S, 2
B(x,,5, 8,25 ¥) = Qexp | =5 [{—) + |~

y 1{s, 2
X rect (so—f:) exp [—-2- ("y/fc) J 17

The angular divergence of the brightness is equivalent to
spatial coherence; the smaller the divergence angle, the
more coherent the light. The horizontal direction has a
uniform power spectral density and is highly coherent,
since the blur angle is g,/ f , which is typically 0.1 mrad.
The divergence in the vertical direction is the same as in
the source plane (in the range of 0.1-1.0 mrad). The
uniform illumination in the vertical direction is obtained
by scanning the mirror in the vertical direction. The
equivalent brightness is an integration of the brightness
given in (17) over the scanning angle\. Usually a small
overscan is needed to ensure uniformity at the edge of the
field. For the simplicity of mathematical treatment, we use
an infinite scan range. Reference [8] treated the case in
which the source is the focal point and the beam diverges
to the mask, whereas in most current designs the beam is
focused to the mask plane and the generalized brightness is
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Equivalent optical diagram for scanning illumination system: (a)

horizontal direction; (b) vertical direction.

given as
y 1{ s, 2
B{x,y, s, S5y Zp3 v) = @ rect g}: exp _5 ‘Ty/fc

1 2
X exp [— 2 ((—?,—) ], (18)

where ¢_is the new divergence angle in the vertical
direction,

ol =\lo. + (d,/q)", (19)

where q is the distance between the mirror and the mask.
In the horizontal direction,

ol = o, q. (20

b4

For example, the IBM/Oxford storage ring Helios 1 in the
vertical direction has o, = 0.7 mm, ¢, = 0.3 mrad, and
q = 3.5 m, so we get o/, = 0.36 mrad in the vertical
direction. Smaller g gives a larger blur angle, but the run-
out error, given by Dg/2q, increases as q decreases. The
scanning exposure system implemented at CXrL at the
University of Wisconsin has been demonstrated to be
versatile and flexible, and a power uniformity of better
than *+1% has recently been measured [25]. Scanning the
mask-wafer assembly is another choice, which gives the
same divergence angle but no run-out error. However, it
complicates stepper design.
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Pm,erspecuum (arbitrary mtitg) |

_ Figures
Virtual sources created by phase grating of pitch 1.0 um and 1.0-
pm-thick Si at wavelength A = 1 nm.

Full-field illumination
A full-field illumination system provides a uniform
illumination of a whole field in the mask plane
(25 x 25 cm?) without lateral motion of either the
mask-wafer assembly or the mirror. In the vertical
direction, both the source intensity distribution and the
source divergence distribution are Gaussian. Therefore, it
is impossible to obtain uniform illumination by either
imaging (source intensity distribution becomes mask plane
intensity distribution) or collimation (source divergence
distribution becomes mask plane intensity distribution). A
novel approach based on a faceted mirror which is similar
to a fly’s-eye lens has been proposed to overcome the
difficulty [26]. In this design, a two-dimensional array of
toroidal facets are positioned on top of a base toroidal
surface. Each facet illuminates the whole field, and the
base toroid images the source onto the center of the field.
The uniformity of this system is largely determined by the
number of facets used. The partial coherence of this design
is determined by the acceptance angle in the horizontal
direction, the source divergence angle in the vertical
direction, the source distance p, and the image distance q.
In the vertical direction,
p

LA -—
o, =0, e (21
In the horizontal direction, the angular distribution is
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uniform within *+ o , where +q, is given by
a =8 —. (22)

The blur angles in the horizontal direction and in the
vertical direction are different. Two mirrors are required to
provide separate control over the coherence.

Coherence reduction
It is difficult to control the spatial coherence in the above
designs. One method of achieving an optimum blur angle
of 3—-6 mrad is by using a random phase plate. A vibrating
rough mirror also can reduce the coherence, but the
correlation length, which determines the blur angle, is
difficult to control. A transmitting phase grating, composed
of a membrane of a transparent material, can be used
effectively to reduce coherence. If the incident mutual
spectral density function on the front surface z, is

Ax Ax
G(x + ?,x - F,Zf; v) = u(Ax; v)P(x; v), (23)
and the complex transmittance of the phase plate is given
as T(x) = e™*™, the mutual spectral density behind the
moving phaser is given by

Ax Ax
G(x + X T % v) = u(Ax; v)P(x; v)C(Ax), (24)
where the correlation of the phase plate, which can be
characterized by a stationary stochastic process moving
with a velocity of v, is

C(AX') = <ei[¢(xl)'¢(x1)]) = J ei[¢(x+Ax+v7)—¢(x)] dr. (25)

Because C(Ax) is much narrower than u(Ax) (the reason
for introducing the diffuser), the coherence is basically
determined by C(Ax). The amount of light scattered is
determined by the RMS variation of phase a,. If o, ~ m,
almost all of the light is scattered. The correlation C must
be controlled so that the divergence of the beam matches
the blur requirement. The phase plate does not have to be
random, because a regular phase grating creates discrete
virtual sources. As an example, assuming a sinusoidal
phase grating with a pitch of 1.0 um (0.5 pm linewidth and
1.0 um depth), two significant orders at 1 mrad and 2 mrad
are created besides the zeroth order for A = 10 A, as
shown in Figure 5. Because a lateral vibration faster than
the recording time randomizes the phase between the
orders, independent sources result. The natural vibration
on the beamline is probably enough, since only 1 um
magnitude is needed. The fabrication of the phase grating
in the X-ray regime can be based on Si membrane, with
plasma-etched grooves 1.0 um deep. Since a sinusoidal
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profile gives a larger first-order diffraction than a vertical
trench, no strict vertical profile control is necessary in
etching the deep trench.

% Plasma X-ray sources

Because of their relative portability and low initial capital
investment, plasma sources are explored as alternative
light sources for X-ray lithography. Plasma X-ray sources
differ from synchrotron sources in three respects in their
application to X-ray lithography. First, the spectrum from
a plasma source has a narrow-band wavelength, while
synchrotron radiation is broad-band. Broad-band light has
a smoothing effect on the diffraction pattern, which helps
to produce a larger exposure window. Second, the central
wavelength of a plasma source is longer, since it is difficult
to obtain wavelengths shorter than 12 A with adequate
conversion efficiency. In terms of image formation, longer
wavelengths mean a slightly reduced working distance
because of diffraction. Third, a plasma source produces a
diverging beam, while synchrotron radiation is collimated.
With a noncollimated beam, run-out error is always
present; this can be corrected by using a pre-distorted
mask, or it can just be taken as a systematic error. More
serious is the variation in run-out error when the gap
changes, which is discussed later. Although the lateral
source size of a plasma source is smaller than that of a
synchrotron source, the spatial coherence in the mask
plane is lower for plasma source because of its much
shorter distance from the source to the mask. Lower
spatial coherence is equivalent to larger blur, which is

a positive factor in image formation.

Power spectrum and spatial coherence

We focus on laser-induced plasma sources only. The
radiation of soft X-rays by plasma sources is basically
black-body radiation. The efficient emission of wavelengths
below 16 A requires a plasma of very high density and
temperature. The plasmas are produced by plasma focus,
plasma pinch, or laser irradiation. Thus far, laser-induced
plasma sources have been most successful. The laser
intensity required to produce plasma electrons with a
temperature around 600 eV is of the order of 10"° W/cm®.
The laser pulse width must be longer than 0.5 X 107 s

to produce efficient emission in the 12-16-A range [27).
The conversion efficiency is between 5% and 10%,
depending on the targets. The spectra are determined by
the choice of atomic species for ionization and the plasma
temperature. Higher photon energies can be achieved by
choosing heavier materials such as copper, but conversion
efficiency, which determines throughput, may be adversely
affected [28]. The spectral band of plasma sources is much
narrower than that of synchrotron sources. For example,
the Hampshire Instruments source with a stainless steel
target has a triangular-shaped spectrum with central peak
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14 A and bandwidth 4 A (FWHM)." A typical source size
is 200 um, determined by the laser spot size. There is
currently no collimation system for a laser plasma source;
this limits the distance from the source to the mask,
because a greater distance means a smaller collecting angle
for the same illumination area. If the distance from the
source to the mask is 100 mm, the blur half angle is

1 mrad.

Effect of oblique beam on the image

To expose a 20 X 20-mm” field with a source spot size of
200 um and distance from source to mask of 100 mm, the
edge of the field must have an obliquity angle é of 100
mrad. The first problem that has arisen from this is the
well-known run-out error given by

r = 8g. (26)

If all levels are exposed with X-ray lithography, a
systematic error does not cause serious problems. If there
is a gap variation between levels, the variation of run-out
is given by

Ar = 8Ag. @7

For Ag = 2 um, 6 = 1 mrad and Ar = 0.1 um, which is
unacceptable for 0.25-um lithography. The gap and the
wafer topography must be controlled tightly; otherwise,
collimation is necessary. Another question associated with
oblique beam illumination is the so-called shadowing effect
of the thick absorber layer on the mask. In the shadow

of the edge of the absorber, the intensity distribution is
asymmetric, as shown in Figure 6. The ringing on the
right-hand side of the intensity pattern immediately behind
the mask can be explained physically from the interference
of incident light with light reflected from the wall (as in
Lloyd’s mirror interference). The asymmetry disappeared
almost entirely after a path length of 20 um (Figure 6). The
difference in intensity profiles does not have a significant
impact on linewidth, because the place where they differ is
not at the nominal linewidth position.

Exposure window

The optimized thickness of the Au absorber to correspond
to a # phase shift for the plasma source is 0.29 um, which
is thinner compared to 0.45 pm for synchrotron radiation
because of the longer wavelength of the plasma source.
Figure 7 shows the exposure window of a plasma source
with a blur angle of 4 mrad and various biases.

% Exposure process

The aerial image is not useful unless the energy is

deposited in the photoresist, which results in a differential

dissolution rate of the resist upon development. The
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1]. Forsyth, private communication.
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Difference between normal incidence and oblique beam illurnina-
tion; Au thickness 0.3 um, gap 15 pm, plasma source central
wavelength 14 A. The asymmetric curve is the light intensity be-
hind the absorber. The dotted line indicates normal incidence; the
solid, oblique beam illumination. The pattern of the oblique beam
illumination is shifted to the center for comparison.

energy deposition process is fairly well understood from
the Monte Carlo simulation of electron scattering in
photoresist [29, 30]. We do not go into detail about the
latent image formation, but discuss only one phenomenon,
photoelectron blurring, and its effects on overall resolution
and exposure latitude.

The absorption of one energetic X-ray photon generates
one high-energy photoelectron, together with one Auger
electron, which are called primary electrons. The two
primary electrons are scattered by the atoms 10-100 times
before they come to rest. In the scattering process, elastic
scattering changes only their directions, and the energy is
transferred to secondary electrons only through inelastic
scattering. In the simulation, the deflection is usually
calculated on the basis of the elastic scattering cross
section, and the energy is transferred through continuous
slowing down (Bethe model) [29]. The simulation of
electron scattering is a very slow process with the Monte
Carlo method because of the large number of electrons
involved. A simplified way of accounting for the smearing
due to scattering is approximating the system as a linear
shift-invariant system with aerial image (light intensity
distribution) as the input and dose image (energy
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Log exposure—gap diagram for five 0.25-um features for a plasma
source; Au thickness 0.29 pm, sidewall slope 60/450, plasma
source central wavelength 14 A. Nominal size on the mask is
measured at the 50% thickness of absorber.

deposited) as the output. The point spread function can be
computed by Monte Carlo techniques for a given resist and
photon energy. A line spread function (averaged over the
thickness of resist) of 2.29-keV photons in PMMA” is
shown in Figure 8. The blur function is best fitted by three
Gaussians with different weights. The sigmas are in the
range of 2-40 nm for photo energies in the range of
700-2000 eV. Since a blur width of 1/2 to 1/3 of the feature
dimension is helpful in obtaining large exposure windows,
electron scattering does not become a significant blur
source until feature sizes reach 70 nm. However, for
features of that dimension, a less sensitive resist should be
used to avoid shot noise effects and to obtain a statistical
average.

Applications

® Process optimization

X-ray proximity lithography is well recognized as a
lithography tool with high resolution and a large exposure
window. Because of the large exposure window and depth
of focus associated with X-ray lithography, the need for
optimizing the system has largely been ignored. However,

2 L. Ocola, private communication.
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Line spread function of electron scattering in PMMA generated
by 2.29-keV photons averaged over the thickness of the resist.
The diamonds are simulation data, and the solid lines are three
Gaussian curves and their weighted summation. The weights are
4.38, 0.68, and 0.14, corresponding to ¢ = 2.68 nm, 7.25 nm,
and 39.84 nm.

when critical dimensions shrink down to 0.25 um and
smaller, the budget for each component of the lithography
system becomes very small. For example, the +10%
linewidth variation tolerance allocated to pattern transfer
also includes process variation of the resist. Optimizing the
system in the image formation process would limit the
budget to less controllable factors such as stochastic noise
in the resist process. In proximity lithography, phase plays
a very important role; the system transfer function is a
pure phase function under coherent illumination, in
contrast to a low-pass filter (only magnitude change) in the
projection case. Proximity imaging is not diffraction-limited
in the same sense as in projection lithography. The
diffraction reduces image quality only when there is a gap
between the mask and the wafer. The resolution is far
from the diffraction limit of A2 = 5 A. In projection
lithography, reducing spatial coherence shifts the spatial
frequency spectrum so that higher-frequency components
get through the filter and thus enhance the resolution. In
proximity lithography, lower spatial coherence is desired,
not to enhance the resolution but to reduce spurious
patterns in order to increase the depth of focus and

even broaden the exposure latitude in some cases. An
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0.6

Log exposure—gap diagram for five 0.25-um features; synchro-
tron radiation source centered around 8.5 A, Au thickness 0.45
pm, sidewall slope 60/450. Contact hole biased +10 nm per edge,
all other features biased +30 nm per edge. Nominal size on the
mask is measured at the 50% thickness of absorber.

attenuated phase shifter is a natural choice for proximity
X-ray lithography because of the low absorption coefficient
of metals in the soft X-ray regime. In X-ray lithography,
7 phase shift provided by low-contrast (~7:1) masks
produces artifacts which are basically contributed by the
high-frequency components in the input field and can
appear in the center of opaque features if no precautions
are taken. One way of avoiding the ghost features is by
using an absorber with a sloped sidewall which does not
create unnecessary and even harmful high-frequency
components while providing the required modulation.

The slope also smoothes the intensity profile so that the
exposure level does not change abruptly when the gap
changes. Reduced spatial coherence in illumination also
helps to smooth out the Poisson spot. When low-contrast
masks and an absorber with a sloped sidewall are used, the
exposure latitude at the nominal feature size is usually not
the largest. Different types of features also show different
diffraction effects, which may cause bias from nominal
width of different types of features on the same mask
level, because only one exposure dose can be chosen.

It is necessary, then, to bias the features on the mask in
advance to form a common exposure window. Figure 9
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Intensity (arbitrary units)
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Intensity of line/space pairs; synchrotron source, absorber mask
thickness 170 nm, gap 20 um. Electron scattering is considered.
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Reduction printing with proximity X-ray lithography. Only clear
patterns can be printed this way; negative resist may be needed for
printing lines. In the figure, the mask dimension is 0.2 wm and
the printed pattern is 0.1 wm; gap range 20-30 pm.
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shows an optimized situation with partially coherent
illumination, sloped sidewall of absorber, thickness
corresponding to 7 phase shift, and biased mask.

® Phase-shifting mask

In the last section, we discussed attenuated phase-shifting
masks which do not need special effort. There are other
types of phase-shifting technology which can be used to
improve depth of focus and especially working distance for
feature sizes below 0.25 um. As discussed previously, the
resolution of X-ray proximity lithography is far from the
diffraction limit. Even for features as small as 0.1 um, the
depth of focus is still very large if the gap is small enough.
However, very small gaps may cause damage to the mask
if particles are present because of the membrane structure
of the mask. To increase the working distance, two kinds
of phase-shifting techniques can be devised for particular
features. One is the “‘super-resolution’ phase mask; the
other is a low-contrast mask with very thin Au absorber
suitable for line/space pairs. We also discuss a clear phase-
shifting mask which is very similar to chromeless phase
masks used in optical lithography.

Very low-contrast mask

To print features of 0.1-um size, gaps in the range of
10-15 pum are normally needed. However, if the phase
shift between clear area and absorber area is reduced by
using a very thin absorber thickness (170 nm Au), the
proximity gap can actually be increased to 20 um, as
shown in Figure 10. However, this works only for
lines/spaces.

“‘Super-resolution’ mask

There is another way of printing high-resolution pattern at
much larger distances than expected. In the Introduction,
we pointed out that the diffraction shifts the intensity peak
away from the nominal edge. The shift becomes larger as
the gap increases, as shown by Equation (1). We can make
use of this effect by printing clear features smaller than the
nominal features on the mask by adjusting the exposure
level. For a given wavelength, feature size, and gap, the
opening on the mask can be obtained by solving a reverse
problem for a given system. The resulting pattern is shown
in Figure 11. The exposure window of such a mask is shown
in Figure 12. The mask size is twice the size of the printed
pattern, so that a reduction is realized. This kind of mask
can be very useful in printing quantum devices which are
not densely packed.

“Clear’’ phase-shifting mask

The clear phase-shifting mask is very popular in optical
projection lithography (chromeless PSM) to extend the
resolution limit of optical lithography. In the X-ray regime,
the same phase-shifting technology can also be used to
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print a line at the transition position from 0 to 7 phase
shift [31]. The phase shift of 7 in X-ray lithography is
more difficult to obtain because of the small « in electric
permittivity e, as was discussed in the Introduction. The
typical thickness needed to obtain a 7 phase shift for light
materials such as Si or PMMA is 1.5-3 um. Maintaining
the edge acuity of the shifting layer is very important
because the diffraction pattern depends on the sharp
transition of the phase from one region to another. An
example of the diffraction pattern with 1.5 um Si as the
shifting layer is shown in Figure 13. The broad-band nature
of synchrotron light would give a range of phase shift for
shifting layer of the same thickness; however, the effect

is only a small blurring in the edge because Be and Si
membrane windows limit the spectrum to within a range of
1200 eV. The diffraction pattern is not symmetric because
of the absorption in the Si shifting layer; the nominal
center of the line should be shifted from the edge in
advance to avoid an overlay error.

Summary

The modeling of image formation has come a long way in
the last couple of years. A much clearer picture of the
imaging capability of proximity X-ray lithography has
emerged from the simulation work done at CXrL [11-13]
and by other groups [14, 15, 18]. As for the present
models, most factors known to have an effect on image
formation have been taken into account. Up to the latent
image formation, the models are based on quite rigorous
physical principles. However, the ultimate verification is
still by means of controlled experiments. The absolute
measurement of image is not possible because of the lack
of availability of high-resolution linear detecting devices.
The modeling results and experimental results generally
agree with one another in terms of the exposure latitude
and depth of focus.

Modeling has shown that the large exposure windows
of X-ray lithography are available only when the system
is optimized. Fortunately, many positive factors exist in
current systems which were not realized, or were even
taken as drawbacks; this is the reason for many good
experimental results. Modeling also has pointed a way to
the optimization of X-ray lithography. Special attention,
however, should be paid to the optimization of the whole
system instead of optimizing component by component.

The dissolution process of chemically amplified resists
still needs more understanding, especially the acid
diffusion process, which may have a significant effect,
either positive or negative, on linewidth control.

Appendix A: Scalar diffraction formula

Fresnel-Kirchoff diffraction formulation By choosing
a spherical Green function and Kirchoff boundary
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Log exposure—gap diagram for reduction printing of lines; syn-
chrotron source, Au thickness 0.45 um, blur 3 mrad.
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Clear phase-shifting mask with 1.5 um Si as the shifting layer;
gap range 5-12.5 pm.
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conditions, the diffraction of incident light E, can be
described [32] as
1 e*® [3Ei(r’)

Emy=| ——
o) 41 R on

1
- (ik - 1—3) cos 0Ei(r’)] dr,

where i is the outward normal to the screen, r is the
coordinate of the observation point, r’ is the coordinate of
the screen plane, 9E,(r')/dn is the directional derivative of
E, in the direction i, and

cosf =cos(h,R), R=r-r, R=R.

If we assume the incident light to be a plane wave
propagating in the z direction, A(x, y)e™, neglecting

1/R compared to 1/A and assuming that the field and the
derivative are zero in the shadow region, the system point
spread function is

1 cos 8 + 1) exp (ikR)
. 29

Kie, ) = (m 2 R
Equation (28) is obtained by setting to zero both the field
and its derivative on a plane behind the opaque screen
(Kirchhoff boundary conditions), that leads to a trivial
solution everywhere mathematically. This theory is not
mathematically consistent.

Rayleigh-Sommerfeld diffraction formulation A better
choice of Green function yields the following Rayleigh—
Sommerfeld formula [32]:

e (1 1
E(r) = I E(r") R (J "R cos 8 dr'. (30)

We can write the point spread function as

1 1 ) exp (ikR)

K, ¥') = cos 6 (,— - R (31

iA  2@R
If we write (31) in the spatial frequency domain, a much
simpler relation exists:

H(f,. f,) = exp (igyk’ — k. — kD), (32)

where k. = 27 f , k = 2wf , and g is the gap between
the object plane (mask) and image plane (wafer). It is very
important to compare (32) with the system transfer
function of a projection imaging system of numerical
aperture NA at a wavelength A:

£ +f§)
VN E (33)

Hf,f) = Circ( A

where Circ(r/a) = 1 when radius r < a and Circ (r/a) = 0
otherwise. In proximity imaging, the system alters the
phase only; in projection systems, the transfer function

is a low-pass filter; thus, it is called diffraction-limited.
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Appendix B: Beam propagation method

Let E denote the electric field of monochromatic light;
the propagation in a region of weakly varying complex
refractive index n(r) is described by the Helmholtz
equation

VE + k'nY(n)E =0, (34)

where r is the coordinate and k is the wave number. Given
n® =n? + An’, we can write E(r) = ¢(r)e"", where I(r)

is a slowly varying phase modification term and ¢ satisfies
Vi + k'nl(r)y = 0. (35)

The term n, is chosen such that the propagation of ¢ along
z can be obtained easily. In X-ray lithography we choose a
constant n, to be the index of refraction of the vacuum in
order to obtain the solution

2

E(x,y,z, + Az) = ¥(x, y, z, + Az) exp (ik r Az). (36)
0

The propagation of ¢ is simply a summation of plane wave

propagation,

W(xy, 2, + B2) = f Ak, k) exp[ite,x + k )]

1
x exp (in k Az) i dk dk,,  (37)

where A(k,, k) is a decomposition of the total field of the
previous step,

Ak, k) = I E(x,y, z)exp[—ikx + kyy)] dx dy. (38)

The above solution can be realized quite easily with a
numerical method by simply replacing the Fourier
transform with the fast Fourier transform (FFT). The error
of the above method is of third order in Az.

Appendix C: Modal expansion
The idea of expanding partially coherent light into channels
of coherent light can be carried out in a continuous way.
The process involves finding an equivalent incoherent
source, each source point of which emits spatially coherent
light (a mode). Integrating over the whole source surface
incoherently (summing up the intensity of each mode)
gives the total intensity.

Expand u(Ax) from (8) in a Fourier integral

) = [ goreas, )
where Ax = x, — x,; then, {(s) is equivalent to the

angular divergence part of spectral brightness B(x, s,; v)
when the illumination is uniform or slowly varying. By
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substituting u(Ax) in (9) and simplifying the result, we
obtain

2

f T'(x"NAXNe™Kx — x) dx'| ds,
mask

P(x, 2,5 ) = J )

(40)
where £(s) is the effective source intensity far from the
mask at an angle 5, and the diffraction of a coherent mode
is given by a convolution,

T(xA(x)e™ K(x — x') dx'. (41)

V) = j

mask

Let N, be the normalized light intensity (dimensionless) of
coherent diffraction due to a single source point (a mode),

Nx,s) = [V(x, s)|". (42)

The image spectral density function at the wafer plane is
an incoherent summation of all the mode intensities:

P(x,z; v) = J E(IN(x, 5) ds. 43)
It is important to analyze this result. From (41) and (42)
we can see that the system is composed of two cascaded
linear systems with a square operation after the first one.
The first linear system encountered in the computation for
V, (41) is a linear shift-invariant (LSI) system, so that an
FFT algorithm can be used. The second one (42) is not,
since N (x, s) does not represent a convolution. Direct
numerical integration must be performed in order to obtain
the exact results, which may be very time-consuming.

In computer simulation, only a finite area can be
computed, so a discrete Fourier transform has to be
used. In using the discrete Fourier transform of u(Ax),
periodicity is assumed [33]. Let the field size be [-D/2,
D/2); u(Ax) is defined within [—-D, D]. We can assume a
periodic u with a period 2D without changing its value
within [-D, D]. Lets, = nA/2D; then,

®

u(dx) = 3 &(s e (44)
n=0

and

Vix, s,) = [Tx)Ax)e™] @ K(x), (45)

where X denotes convolution. The coherent diffraction
can be calculated with an FFT method in the frequency
domain, resulting in much faster computation. In the
frequency domain, the Fourier transform of the complex
field amplitude U,(x) = T(x)A(x), denoted by U ( f),
needs only to be shifted for different modes, thus saving
about one half of the computation:
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sl\
V(fss,) = 6u(,(f - X)fff(f )- (46)
The inverse FFT must be done for each mode. The final
spectral density function is given as
2

47)

P(x,z,;v) = Z &) J' °Vp( f. Sn)eiz”ﬁ‘ df

Appendix D: Double linear shift-invariant
system approximation

With light diffraction in the Fresnel zone, Equation (40)
can be further simplified. If we retain only the second
power in the expansion of distance r (gap much larger than
the feature size) and neglect the obliquity factor cos 4,

1
r=yi’+(x-x) =g+ % [ + () - 2],

the intensity field amplitude illuminated by a point source
is simplified to
2

X
Vp(x, 5) = exp (ik Z) J:,.ask T(x ) A(x,)

o - ool o o
X exp | g—s exp | ik % . (48)

If we scale s according to gs and use U, to denote the
integral over the mask plane, we can write

2
x

Vp(x, s) = exp (ik Z—Q-)Up(x — gs).

The complex amplitude V_is not shift-invariant with

respect to the source because of the phase term, but the

intensity is a shift-invariant system with a point spread

function

(49)

N(x = gs) = [Ux - gs)% (50)

From (40) we have
x
P(x, 7,5 v) = J EEIN(x — gs) ds = 5(5) ®N,@). (51)

Appendix E: Definition of generalized brightness
A useful quantity in studying synchrotron beam
propagation, generalized brightness (radiance) on a plane
normal to z, can be defined as the following [34, 35]:

B(x,y, s, s; v)
1 Ax Ay Ax Ay )
—FIG x+?,y+7,x——2—,y—7,v

X e AR dAx dAy, (52) 347
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where s, and s, are directional cosines defined as
s—cosa,s—cosﬁ,s—cosl)—(l—s s)”2
solid angle element dQ = ds, ds /ds,. B is the phase
space representation of the power flux density per unit
area per unit solid angle per unit frequency interval. The
total power flux through this plane can be written as

() = J j Bix, . s,
= JJ B(x,y, s,
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