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The IBM Enterprise Systems Architecture/390™
External-Time-Reference (ETR) architecture
facilitates the synchronization of time-of-day
(TOD) clocks to ensure consistent time-stamp
data in an installation with multiple systems.
The ETR architecture also provides a means
by which the TOD clocks can be set
automatically, without human intervention, to
an accurate standard time source. This paper
reviews the design considerations involved in
providing these functions—along with “clock
integrity” and continuous operation—as a
consistent extension of the System/370™ TOD-
clock architecture. The paper also provides a
functional description of the IBM 9037 Sysplex
Timer™, which is an implementation of the
sending unit of the ETR network.

Introduction and background

There is a long-standing requirement for accurate time and
date information in data processing. As single systems
have been replaced by multiple, coupled systems, this
need has evolved into a requirement for both accurate and
consistent clocks among the systems. (Clocks are said to

be consistent when the difference or offset between them
is sufficiently small. An accurate clock is one that is
consistent with a standard time source.) This paper
summarizes these requirements, discusses alternative
approaches to the coordination of time across multiple
systems, and describes the External-Time-Reference (ETR)
architecture and some implementation details.

In the context of the IBM Enterprise Systems
Architecture/390™ (ESA/390™) architecture, each
“system” is called a central processing complex (CPC); it
consists of one or more central processing units (CPUs)
and associated hardware units (such as main and expanded
storage, TOD clocks, and channels) that can be configured
to operate under the control of a single operating system.
A configuration of coupled CPCs that are cooperating to
process a common workload is called a sysplex.

® Time concepts

Historically, the most important requirement for highly
accurate time was for navigational purposes. For
applications such as very precise navigation and satellite
tracking, which must be referenced to the earth’s rotation,
a time scale that is consistent with the earth’s rotation
must be used. Today, this time scale is known as
Universal Time 1 (UT1) [1, 2]. UT1 does not advance at a
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Stepping rate for selected TOD-clock bit positions.

fixed rate, but speeds up and slows down with the earth’s
rotation rate. UT1 is computed using astronomical data
from observatories around the world in order to correct for
varijations in the rotational axis (“‘wobble”) of the earth,
and UT1 is consistent with civil, or solar, time.

Until 1967, the second was defined on the basis of UTI.
Since 1967, the internationally accepted definition of the
second has been ““9 192 631 770 periods of the radiation
corresponding to the transition between two hyperfine
levels of the ground state of the cesium-133 atom’ [2]. In
1967, this definition was 1000 times more accurate than
that achievable by astronomical methods. The atomic
definition of the second is primarily intended to provide
an accurate measure of time intervals. When this was
instituted, however, the need for an accurate time-of-day
measure was also recognized.

This led to the adoption of two basic scales of time:

o International Atomic Time (TAI), based solely on an
atomic reference, provides an accurate time scale that is
increasing at a constant rate with no discontinuities.

¢ Coordinated Universal Time (UTC) is derived from TAI
and is adjusted to keep reasonably close to UT1. UTC is
the official replacement for (and is generally equivalent
to) the better-known ““Greenwich Mean Time”” (GMT).

Since January 1, 1972, occasional corrections of exactly
one second—called ‘“leap™ seconds—have been inserted
into the UTC time scale, whenever needed, to keep UTC
time within 0.9 second of UT1 at all times. These leap
seconds, which have always been positive (in theory,
they can be positive or negative) are coordinated under
international agreement by the International Time Bureau
(BIH) in Paris. This adjustment occurs at the end of a
UTC month, normally on June 30 or December 31. The

NOSHIR R. DHONDY ET AL.

last minute of a corrected month can, therefore, have
either a positive adjustment to 61 seconds or a reduction to
59 seconds. As of July 1, 1992, 17 positive leap seconds
had been introduced into UTC [3].

Note that the effect of a leap second is the introduction
of an irregularity into the UTC time scale, so exact
interval measurements may be made with UTC only if the
Ieap seconds are included in the calculations. After every
positive leap second, the difference between TAI and UTC
increases by one second.

® TOD clock

The TOD clock was introduced as part of the System/370™
architecture [4] to provide a high-resolution measure of
real time, suitable for the indication of date and time of
day. It is a 64-bit unsigned binary counter with a period of
approximately 143 years. The value of the TOD clock is
directly available to applications programs by use of the
STORE CLOCK (STCK) instruction, which stores the
value of the clock into a storage location specified by the
instruction.

Conceptually, the TOD clock is incremented so that 1 is
added into the low-order bit position (bit 63) every 27
microsecond (1/4096 microsecond). Actual TOD-clock
implementations may not provide a full 64-bit counter, but
maintain an equivalent stepping rate by incrementing a
higher-order bit position at a correspondingly lower rate.
Figure 1 shows the stepping rate (rate at which the bit
positions change) for selected TOD-clock bit positions.
The architecture requires that the TOD-clock resolution be
sufficient to ensure that every value stored by a STCK
instruction is unique, and that consecutive STCK
instructions always produce increasing values.

In System/370 architecture, when more than one TOD
clock exists within a shared-storage multiprocessor (a
single CPC), the stepping rates are synchronized, so that
all TOD clocks are incremented at exactly the same rate,
and the architectural requirement for unique and increasing
TOD-clock values still applies. In the case in which
simultaneous STCK instructions are issued on different
CPUs, uniqueness may be ensured by inserting CPU-
specific values in bit positions to the right of the
incrementing position.

A carry out of bit 32 of the TOD clock occurs every
2% microseconds (1.048576 seconds). This interval is
sometimes called a ““mega-microsecond’ (Mus). This
carry signal is used to start one clock in synchronism with
another, as part of the process of setting the clocks. The
carry signals from two or more clocks may be checked, to
ensure that all clocks agree to within a specified tolerance.

The use of a binary counter, such as the TOD clock, for
time of day requires the specification of a time origin, or
epoch; that is, the time at which the TOD-clock value
would have been all zeros. The System/370 architecture
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established the epoch for the TOD clock as January 1,
1900, 0 a.m. GMT.

e TPF time synchronization

The IBM Transaction Processing Facility (TPF) [5] is a
specialized control program for multiple CPCs coupled by
means of shared disk storage that cooperate to process
transactions for a shared database. The design of this
program requires that the TOD clocks of the multiple
CPCs be consistent—to ensure the integrity of transaction
data (i.e., time stamps accurately reflect the sequence of
events). The remote TOD-clock synchronization facility’,
available on most large IBM CPCs (3033, 308X, 3090™),
provides this capability by substituting a single 1.0-MHz
TOD-clock-stepping signal (from a designated ““master”
CPC) for the individual TOD-clock-stepping signal
oscillators in each CPC. This eliminates variations caused
by differences in TOD-clock-stepping rates. A “‘sync™
signal every Mus from the “master’”” CPC enables starting
one TOD clock in each CPC in synchronism with the
master system, as well as continuously checking that this
synchronism is being maintained. The connection topology
of this facility is complex and limits the number of CPCs
that can be connected.

® Time coordination in network-coupled systems
Today, many conglomerations of systems’ linked by
networks exist, most using Internet Protocol (IP) [6].
Software techniques, such as Network Time Protocol
(NTP) [7], have evolved for time distribution and
consistency among the individual systems.

The individual systems of a conglomeration observe a
common transmission protocol (e.g., IP). They are
generally workstations, widely dispersed, under multiple
administrative controls, produced by different
manufacturers, and with different architectures and
operating systems. Usually the interactions between
systems are only casual in nature.

Differences in time between the systems are often
measured only to the second; this is consistent with typical
network data-transmission times (as seen by applications).
Time in this environment is usually expressed in terms of
civil time, so the leap-second discontinuities introduced in
UTC are rarely a significant factor (the NTP time scale is
effectively redefined at each leap second).

ESA/390 time-coordination requirements

A number of requirements had to be considered in the
design of a time distribution and coordination facility for
ESA/390 systems:

1 Available through the IBM ‘‘Request for Price Quotation” (RPQ) process used for
ordering special functions.

2 In this section, we use ‘‘system”” rather than ‘“CPC,” since this is the term most
frequently used in the context of such conglomerations.
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¢ The facility had to be a compatible and evolutionary
extension of the System/370 TOD architecture. It had to
maintain the TOD format and epoch, and the facility had
to be accessible by using the STCK instruction.

¢ Time values had to be accurate in relation to standard,
or civil, time. There could be no dependency on a
human operator to enter time and date information at
every CPC initialization. Following are some examples
of the operational problems and other consequences of
erroneous CPC date and time settings:

« Passwords expire prematurely, so that terminal users
cannot log on, or a system security facility blocks
access to data.

« Retention dates pass, causing tape or disk files to be
scratched.

« System programs discard ““old’’ system management
data.

« Jobs are erroncously started (or missed) by automatic
job-starting routines.

« Hours are spent by individuals in determining how to
““back out” or reprocess transactions properly.

« A user looks at his watch and requests an action at a
time a few minutes in the future. Because the system
time has already passed that time, the request is
discarded.

¢ Time consistency had to be maintained among CPCs.
The justification for consistency between TOD clocks in
coupled CPCs can be illustrated by the following
scenario:

1. CPC A executes a STCK instruction (time stamp x),
which places the clock contents in storage.

2. CPC A then signals CPC B.

3. On receipt of the signal, CPC B executes STCK (time

stamp y).

For time stamps x and y to reflect the fact that y is later
than x, the two TOD clocks must agree within the time
required to send the signal. The consistency required is
limited by the time required for signaling between the
coupled CPCs and the time required by the STCK
instruction itself.

Consider a transaction-processing system in which the
recovery process reconstructs the transaction data from
log files. If time stamps are used for transaction-data
logging, and the time stamps of two related transactions
are transposed from the actual sequence, the
reconstruction of the transaction database may not
match the state that existed before the recovery process.
This is just one example of the problems associated with
processes that appear (as observed at one CPC) to end
before they have started (as observed at another CPC).
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Table 1 Relationship of UTC and ETR time scales.

UTC date UTC time ETR time ETR date ETR time
(yyyy.mm.dd) (hh:mm:ss) since epoch (yyyy.mm.dd) (hh:mm:ss)
(s)
1971.12.31 23:59:59 2,272,060,799 1971.12.31 23:59:59
1972.01.01 00:00:00 2,272,060,800 1972.01.01 00:00:00
1972.01.01 00:00:01 2,272,060,801 1972.01.01 00:00:01
1972.06.03 23:59:59 2,287,785,599 1972.06.30 23:59:59
1972.06.30 23:59:60* 2,287,785,600 1972.07.01 00:00:00
1972.07.01 00:00:00 2,287,785,601 1972.07.01 00:00:01
1972.12.31 23:59:59 2,303,683,200 1973.01.01 00:00:00
1972.12.31 23:59:60* 2,303,683,201 1973.01.01 00:00:01
1973.01.01 00:00:00 2,303,683,202 1973.01.01 00:00:02
1992.06.30 23:59:59 2,918,937,615 1992.07.01 00:00:15
1992.06.30 23:59:60* 2,918,937,616 1992.07.01 00:00:16
1992.07.01 00:00:00 2,918,937,617 1992.07.01 00:00:17
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*e= A positive leap second. (Not all leap seconds are shown.)

Note that when two clocks are both reasonably
accurate with reference to a common standard, they will
also be reasonably consistent.

*, Continuous availability of the time facility was required.
If coupled CPCs are cooperating to provide continuous
availability of an application function (not limited by the
availability characteristics of an individual CPC), the
time facility must have availability characteristics that
exceed those of the individual CPCs. This implies that
the time reference could not be integrated into any one
CPC, since it would become unavailable when that
CPC was being maintained or upgraded or during
reconfiguration operations.

¢, Clock integrity had to be maintained. That is, any
failure that might cause a lack of clock consistency had
to be made known to programs that depended on
that consistency.

¢ The system environment had to permit multiple CPC
model types (and not be limited to like models).

*, Time-distribution distances had to be as great as I/O-
connection distances (which are no longer limited to
a single machine room). In addition, there had to be
some provision for coordination of time between
different locations.

* Operating system support of the time reference facility
could not require constant inter-CPC coordination and
could not introduce significant overhead.

 The time facility had to be adequate for the needs of the
future as well as the present. In particular, the allowable
offset between two clocks in different CPCs is limited by
the minimum inter-CPC signaling time, which can be
expected to diminish for future generations of systems.
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ETR architecture and implementation

The ETR architecture provides a means of synchronizing
TOD clocks in different CPCs with a centralized time
reference, which in turn may be set accurately on the basis
of an international time standard. The architecture defines
a time-signal protocol and a distribution network, called
the ETR network, that permit accurate setting and
maintenance of consistency of TOD clocks. This section
presents major architectural features, including the aspects
of fault tolerance and clock integrity. The rationale of
some design decisions is discussed, and certain hardware
elements are described.

% ETR time
In defining an architecture to meet ESA/390 time-
coordination requirements, it was necessary to introduce a
new kind of time, called ETR time, reflecting the evolution
of international time standards, yet remaining consistent
with the original TOD definition. Until the advent of the
ETR architecture, the TOD-clock value had been entered
manually, and the occurrence of leap seconds had been
essentially ignored. Introduction of the ETR architecture
has provided a means whereby TOD clocks can be set and
stepped very accurately, on the basis of an external UTC
time source, so the existence of leap seconds cannot be
ignored.

Several requirements influenced the definition of ETR
time:

% Since the TOD clock is directly available to application
programs, the definition of ETR time must be consistent
with the current definition of the TOD clock.
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« The TOD-clock format was designed to be suitable for
performing arithmetic; that is, subtracting two TOD-
clock values must provide an accurate measure of time
interval. To meet this requirement, ETR time must be
strictly monotonic, with no discontinuities. It is defined
in terms of atomic seconds.

& The TOD-clock value is defined to represent the number
of atomic seconds since the epoch (originally defined in
terms of GMT). To avoid the necessity of determining
the number of atomic seconds that have occurred
between 0 a.m. Janvary 1, 1900 GMT and 0 a.m.
January 1, 1972 UTC (when the process of adding leap
seconds began), the TOD epoch was redefined as
January 1, 1900, 0 a.m. ETR time. ETR time was
defined to be equal to UTC on January 1, 1972, 0 a.m.

ETR time can be computed from UTC time by adding the
number of accumulated leap seconds between 1972 and the
time that is to be converted:

ETR time = UTC + leap seconds.

Table 1 illustrates the relationship between the UTC and
ETR time scales. See [3] for the full schedule of leap-
second insertion.

® ETR signals

The ETR architecture defines three signals for clock
synchronization, which are sent to each attached CPC,
in a single serial bit stream:

& ETR oscillator signal. This signal is used by each CPC
as a common TOD-clock-stepping signal for all TOD
clocks in the CPC. It ensures that all clocks step at the
same rate, so that once they are set to ETR time, they
will stay consistent with ETR time.

© ETR on-time signal. This signal is used by the clock-
setting process as the reference time instant. An ETR
on-time signal occurs every Mus and corresponds to the
carry from bit 32 of a TOD clock.

& ETR data signal. The ETR data include the ETR-
time value, local-time-zone and leap-second offset
information, and link-connection status. For fault
tolerance, the same ETR data are transmitted several
times. Time-offset information is automatically made
available to the system control programs in the CPCs for
use in time-conversion algorithms. It does not affect the
TOD-clock-setting value.

® ETR network

An ETR network consists of the following three types of
elements configured in a network with star topology: ETR
sending unit, ETR link, and ETR receiving unit. The ETR
sending unit is the centralized external time reference,
which transmits ETR signals over dedicated ETR links. It
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provides a means by which ETR time can be accurately
maintained with respect to external standard time services.
The ETR receiving unit in each CPC, which receives the
ETR signals, includes the means by which the TOD clocks
are set and maintained consistent with ETR time. Figure 2
shows a typical ETR network, which connects the ETR
sending unit to CPCs in an installation. The ETR. network
may comprise one or more sysplexes and CPCs not
belonging to a sysplex.

A fault-tolerant configuration can be provided by
coupling and synchronizing two ETR sending units with
each other, so that they transmit consistent ETR timing
information. Figure 3 shows a typical fault-tolerant ETR
network. The ETR receiving unit at each CPC has two
ports; each port is normally connected to a different ETR
sending unit of a coupled pair in the same network. This
fully duplicated structure minimizes the probability
that a single failure can adversely affect ETR network
capability.

It is likely that a large installation may have more than
one ETR network, in which case it is important that all
CPCs within a sysplex be attached to the same ETR
network. The ETR data include network ID information,
which is verified by the system control programs running
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in the attached CPCs to ensure true consistency of all
TOD clocks within a sysplex.

ETR sending unit

The IBM 9037 Sysplex Timer™ unit [8], shown in Figure 4,
is an implementation of the ETR sending unit. It can
transmit to up to 16 ETR receiving units attached to its
ports by means of fiber optic cables, which serve as the
ETR links. The 9037 unit transmits the ETR signals,
described previously, and each ETR receiving unit echoes
back the received signals, which allows the 9037 unit to
check the condition of each link and compensate for the
propagation delay through the fiber optic cables.

A console (an IBM PS/2® computer or equivalent)
communicates with the 9037 and is used to enter and
display initialization data, such as time and offsets, and to
collect error information from the 9037 units. The time for
the 9037 unit can be set from an external time source (such
as a low-frequency time-code radio receiver) attached to
the console. This allows the 9037 unit to keep its time in
close agreement with available time services. [Reference
[8] provides more details on external time source
configurations supported by the 9037 unit, and Reference
[9] discusses available National Institute of Standards and
Technology (NIST) time services in the United States.] If
no external time source is available, the time for the 9037
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unit can be entered manually as a part of the 9037
installation process.

The following time offsets must be entered at the 9037
console during installation:

& Leap-second offset (the number of accumulated leap
seconds since January 1, 1972, 0 a.m.).

& Time zone (the difference between local standard time
and UTC. For example, UTC — 5 hours = Eastern
Standard Time).

& Daylight Savings Time (if in effect).

These offsets are first used to calculate the correct time
value (ETR time) to be sct in the 9037 TOD clock. The
9037 unit then transmits its TOD-clock value and the
offsets, as separate entities, to the attached CPCs.

Subsequent changes to either the leap-second offset
(when the date of a leap-second insertion becomes known
[3]) or local-time-zone offset (most probably because of a
Daylight Savings Time adjustment) can be scheduled in
advance at the 9037 console. At the scheduled time, the
new offset information is sent to the CPCs. Note that the
ETR time and therefore the TOD-clock value do not need
any corrections. As mentioned above, the time-offset
information may be used by the system control program to
convert ETR time to civil time.

Fault-tolerant configuration

As mentioned above, a fault-tolerant ETR network
configuration can be provided by coupling and
synchronizing two ETR sending units with each other, so
that they transmit consistent ETR timing information. This
is accomplished by installing the Expanded Availability
feature in each 9037 unit. The resulting configuration,
shown in Figure §, is called an Expanded Availability
configuration.

The 9037 unit uses a quad clock design in order to meet
the requirements of synchronization and fault tolerance. A
detailed description of the quad clock design of the 9037
unit can be found in [10]. The clocks are fully connected to
one another, as illustrated in Figure 5. The packaging is
essentially dual; each 9037 unit contains two elements of
the quad clock packaged together. Phase locking of
voltage-controlled crystal oscillators (VCXO) in each clock
source is used to achieve synchronism. The connections
between 9037 units are duplicated in order to provide
redundancy, and critical information is exchanged between
the two 9037 units every Mus, so that if one of the 9037
units fails, the other 9037 unit will continue transmitting to
the attached CPCs.

The following error-handling rules implemented within
each 9037 unit ensure single-point fault tolerance:

& If any internal 9037 failure that can potentially affect the
integrity of the ETR timing information is detected,
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transmission of ETR signals from all ports of the failing
9037 is terminated. The other 9037 unit continues to
transmit.

If any failure on one of the links between the two 9037
units is detected, transmission of ETR signals from

all ports of one of the 9037 units is terminated (an
internal algorithm determines which 9037 unit stops
transmission). The other 9037 unit continues to transmit.
If any internal 9037 failure is detected that affects only a
specific port or ports but does not affect ETR timing
integrity, transmission of ETR signals from the failing
ports is terminated.

The ETR receiving units are responsible for properly
processing ETR signals, for detecting ETR-signal errors,
and for switching from a failed ETR signal to a good ETR
signal.

An Expanded Availability configuration is fault-tolerant
to a power outage affecting only one 9037 unit. However, a
power outage that affects both 9037 units terminates the
transmission of ETR signals to all attached CPCs. An
internal battery-powered clock module in each 9037 unit
automatically maintains critical configuration information
and continues to update the date and the time within each
9037 unit. When power is restored to either 9037 unit or to
both of them, the operating conditions that existed before
the power outage are restored, and data transmission,
using the updated time, is resumed to the attached CPCs.
There is no need to reenter initialization data at the 9037
console. If errors are detected during the restoration
process, the affected 9037 unit is not allowed to go on-line
(transmit to the attached CPCs). Note that the 9037
console is not required in order to resume normal
transmission to the CPCs.

Tracking of precision time sources
As mentioned before, both time consistency and time
accuracy in relation to standard, or civil, time outside the
CPC are required to meet ESA/390 time coordination
requirements. The 9037 Expanded Awvailability feature
provides the capability of tracking the 9037 time to a
precision time source (i.e., maintaining consistency). This
is referred to as steering. In an Expanded Awailability
configuration, the ETR timing signals from each 9037 unit
are derived from the VCXO time bases, which are part of
the quad clock design. VCXOs are primarily designed to
provide a wide pull range (the range over which the output
frequency may be adjusted by a control voltage signal) and
provide only modest accuracy, in the range of several tens
per million. Therefore, it is necessary to steer the VCXO
time bases to a reference time base.

Each 9037 unit has a fixed-frequency temperature-
compensated crystal oscillator (TCXO), with a nominal
accuracy of one part per million, equivalent to 32 seconds
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per year. (Accuracy may vary with the effects of
component aging and the environment.) It is used to step
a TOD counter, called the Reference TOD-clock. This
Reference TOD-clock and its associated TCXO provide the
reference time source required for steering. An internal
algorithm and the coupling protocol between the two 9037
units select one of the two 9037 reference time bases for
steering and maintain consistency of Reference TOD-clock
values in both 9037 units. This allows uninterrupted
steering operation, in the event of a failure of either 9037
unit. Every Mus, the Reference TOD-clock value is
compared to the TOD-clock value of the counters stepped
by the VCXOs. A steering factor is calculated and is then
applied simultaneously, as either a positive or negative
bias for all the VCXOs in the quad clock. This results in
the stepping rate of the oscillator signal transmitted to the
CPCs being speeded up or slowed down without any
accompanying discontinuity in the TOD-clock value
transmitted to the CPCs.

When the external time source function is used, 9037
accuracy can be maintained to within +0.005 second of a
stable external time source. The 9037 console queries the
external time source periodically for new time values and
updates the Reference TOD-clock, still being stepped by
the TCXO. The steering mechanism, described above,
allows the 9037 unit to maintain consistent time with an
external time source. If the external time source function
is not used, the 9037 accuracy is based on the TCXO
accuracy (typically within =32 seconds per year from the
initial time setting).

During normal 9037 operation, a time adjustment up to
+4.999 seconds can be made. The time adjustment is
either entered manually at the 9037 console, or it may
be the result of a periodic automatic comparison with
an external time source, as is described above. In
either case, the Reference TOD-clock is updated with
the new value, and a steering factor is applied to the
VCXOs every Mus until the desired time adjustment
is reached.

ETR links

Fiber optic cables are used to connect the ETR sending
unit ports to the ports of the ETR receiving units. Cable
lengths may be up to 3 km (1.87 miles) for 62.5/125-um
fiber and 2 km (1.24 miles) for 50/125-um fiber. The fiber
optic components used are the same as those used in other
ESCON™ products [11], to avoid a need for a special ETR
cable type.

The 9037 unit automatically compensates for propagation
delay through the fiber optic cables. This virtually
eliminates cable length as a source of TOD-clock
inconsistency between CPCs that are different distances
from the 9037 unit. For this compensation to be effective,
the length difference between the two fibers constituting a
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fiber optic duplex cable should not exceed 10 meters. (The
two fibers are used to send data in opposite directions.)

ETR receiving unit

The following describes the major features of an ETR
receiving unit, with particular emphasis on availability and
clock integrity. Program actions required for certain events
are also discussed.

Port selection
To avoid a single point of failure, each ETR receiving unit
contains two ports, but only one port is active at any given
time. The control program running on the CPC designates
the active port. The ETR oscillator signal received at the
active port is used by the CPC as the common clock-
stepping signal. When the active port becomes
nonoperational, the hardware automatically selects the
other port as the new active port, and there is no loss of
synchronization. If neither port is operational, the TOD
clocks of the CPC are stepped by a local oscillator in the
CPC, and the clocks lose consistency with ETR time.
Port-connection verification must be performed at
system-initialization time and whenever a port is
reconnected. To verify a port connection, the control
program reads data from that port. If the port to be
verified is found to be connected to an ETR network
different from that connected to the active port or that
connected to the rest of the sysplex, it is unsafe to step
the clocks with the signal received from the port being
verified. The control program can disable a port to prevent
it from being eligible for automatic switchover; this is
necessary when a port is scheduled for service or when
port verification fails. Port verification requires that the
control program be able to read the ETR data from both
ports while stepping the clocks with the signal from the
active port. For simplicity, the design provides only one
ETR-data buffer shared between two ports, so the CPC
can read data from either port, under program control.

Synchronizing TOD clocks

Clock synchronization to ETR time may be performed at
system-initialization time or during certain recovery
actions. The control program first reads the ETR-time
value (part of the ETR data signal) from the active port.
This value corresponds to the time at the next ETR on-
time signal. The clocks are set to this value and are placed
in the stopped state. Upon the occurrence of the next ETR
on-time signal, the clocks begin to be incremented, stepped
by the common clock-stepping signal (the ETR oscillator
signal received from the active port).

Time-stamp register

On some ESA/390 models, there is a 64-bit time-stamp
register for each TOD clock in the CPC. Whenever an
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ETR on-time signal is received at the active port, the
contents of all TOD clocks are stored into their associated
time-stamp registers. The contents of a time-stamp register
can be used to determine the time difference between the
associated TOD clock and the ETR time. This difference
is needed for some recovery actions. This register also
facilitates exception handling and clock setting in the
Processor Resource/Systems Manager™ (PR/SM™) mode,
as explained later. (PR/SM is a hardware feature that
allows the resources of a CPC to be dynamically shared
among multiple, independent partitions. Each partition can
run a system control program, and all partitions can run
simultaneously [12].)

Exception monitoring and handling

New categories of processor interruption conditions are
provided by the ETR architecture to report the following
events and exceptions:

« ETR sync check, which indicates that the TOD clocks in
the CPC and the ETR time are not in synchronism. The
normal recovery action performed by the system control
program is to resynchronize all TOD clocks to the ETR
time.

» Switch to local, which indicates that the CPC has lost
ETR signals from both ports and started using the local
oscillator to step TOD clocks. When this condition
occurs, all programs that require TOD clocks to be
synchronized to the ETR time immediately initiate an
orderly shutdown process.

» Port-availability change, which indicates that a port
status has changed from operational to nonoperational,
or vice versa. This interruption causes the system
control program to perform error logging (when the port
status changes to nonoperational) or port-connection
verification on reconnection (When the port status
changes to operational).

& ETR alert, which indicates that certain information, such
as time offsets or ETR sending unit status, has changed
in the ETR data. This informs the system control
program to either update the parameters for time-
conversion algorithms or perform error logging.

PR/SM-support considerations

The PR/SM support for ETR was complex and difficult
because of the need to control the use of physical
resources in the real-time environment. The following
discussion of some of the design issues, alternatives, and
decisions illustrates some of these problems.

& Basic design considerations

One approach that was considered for supporting ETR
under PR/SM was to hide the ETR functions from the
PR/SM partitions as much as possible. This approach was
not taken for the following reasons:
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o If a partition is operating with other CPCs in a sysplex,
the partition must be able to read the ETR-network ID
to determine whether it is connected to the same ETR
network as the rest of the sysplex.

& Error situations, such as switch to local, must be
reported to all partitions, since in such situations the
control program running in each partition must be
prepared to take special emergency action—for example,
to shut down applications that require synchronized
clocks.

« PR/SM must not introduce a discontinuity in the TOD-
clock value used by a partition without reporting this to
the partition. A discontinuity might occur, for example,
if PR/SM attempted to synchronize the physical TOD
clock with the ETR after the CPC had been in the local
mode.

It would have been possible to define a new signal to
the partitions indicating that the TOD clock had been
resynchronized with the ETR and that there was a
possibility of discontinuity. However, it was decided
that a better solution was to provide the same ETR
information and functions to the partitions, rather than
define another interface.

Under PR/SM, a TOD-clock-offset register is provided

for each partition. When a STCK instruction is issued

by a partition, the contents of the physical TOD clock
associated with the partition are adjusted by the contents
of the TOD-clock-offset register, and the result is returned
to the partition. With this TOD-clock-offset register, the
clock in a partition and the associated physical clock can
have different values. When PR/SM sets physical TOD
clocks to synchronize the clocks with the ETR time as part
of certain recovery actions, the TOD-clock-offset register
for each partition is adjusted by the appropriate amount,
so that no discontinuity is viewed by the partition. The
time-stamp register provides a convenient mechanism to
determine the appropriate change in the offset. The same
error indication that caused PR/SM to set the physical
clocks is then reported to all partitions by PR/SM. Those
partitions not aware of, or not using, ETR are not affected
by changes in the physical TOD clocks due to ETR and
can ignore the report. Those partitions that desire to use
the ETR must then, in turn, set their TOD clocks to

be in synchronism with the ETR time. When partitions
synchronize their clocks with the ETR time, PR/SM simply
sets the contents of their TOD-clock-offset registers to
Zeros.

® Port-selection constraints

Although a function is provided for the control program to
select a port as the active port, this function cannot be
supported under PR/SM, because different partitions could
make conflicting selections. This problem was solved by
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defining an additional port state in the architecture,
indicating that a port is available for reading ETR data but
not available for providing the ETR oscillator signal.
PR/SM selects one port as the active port and repqrts to
all partitions that the other port is unavailable as a source
of the ETR oscillator signal. Should a partition attempt to
select the other port as active, the condition is treated as if
the partition had switched to local stepping mode.

Conclusion

In a sysplex environment, the allowable offset between
TOD clocks in different CPCs is limited by inter-CPC
signaling time, which is very small (and is expected to
become even smaller in the future). Some environments
require that TOD clocks be accurately set to an
international time standard. Software techniques, such as
Network Time Protocol, cannot meet these requirements.
The ETR architecture satisfies these requirements by
providing an accurate clock-setting process, a common
clock-stepping signal, and an optional capability for
attaching an external time source.

A primary goal of the architecture is to provide a time
facility whose availability exceeds the availability of any of
the individual sysplex elements. The ETR architecture
ensures that consistent timing information will always be
available by the use of extensive redundancy and recovery
mechanisms that far exceed those of the TPF facility.

It is also essential that the integrity of this timing
information be ensured. This is accomplished by extensive
error detection and correction and by high-priority
interruptions for situations where there is a loss (or
possible loss) of ETR synchronization. These interruptions
alert the system control programs in all participating
systems that they must initiate immediate recovery or an
orderly shutdown to maintain data integrity.
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