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The  application of electron  microscopy, 
scanning  tunneling  microscopy,  and  medium- 
energy  ion  scattering  to  microelectronics  is 
reviewed.  These  analysis  techniques  are 
playing  an  important  role in  advancing  the 
technology.  Their  use  in  the  study of relevant 
phenomena  regarding  surfaces,  interfaces,  and 
defects is discussed.  Recent  developments 
and  applications  are  illustrated  using  results 
obtained  at  the IBM Thomas J. Watson 
Research  Center.  Potential  advances  in  the 
techniques  are  also  discussed. 

Introduction 
The continuing miniaturization of microelectronic devices 
and circuits has demanded an increasing level of sensitivity 
in the probing of relevant surfaces, interfaces, and defects. 
At present there are several powerful characterization 
techniques for  doing so; each provides unique capabilities. 
A combination of them is frequently required. 

Transmission electron microscopy, with its atomic-level 
resolution, is best suited for studying interface 
morphology, process-induced defects, and  failure 
mechanisms. By  using a small probe in a scanning 
transmission electron microscope, the chemical and 
electronic nature of very small  regions near interfaces and 
defects can be examined (by electron energy loss 
spectroscopy). The scanning tunneling microscope can 
currently provide a fairly large-scale view of surface 
features, and by imaging at high temperatures can also 
provide information regarding the dynamics of relevant 
atom motion  and crystal growth. For the study of epitaxial 
growth, and interfacial reactions and relaxation, medium- 
energy ion scattering offers a good combination of mass 
and depth resolution, in situ probe flexibility, and 
integration with other surface science characterization 
techniques. 

these techniques to microelectronics. State-of-the-art 
capabilities and potential future developments are 

This paper provides an overview of the application of 
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A cross-sectional bright-field (il0) TEM image of a Si,,,Ge,,, 
(6 nm)/Si (14 nm)  superlattice  grown on a (001)-oriented Si sub- 
strate  at 580°C and  then  annealed  at 450°C for 30 minutes.  The 
SiGe  layers,  appearing  in  dark  contrast,  exhibit  substantial  surface 
undulations.  From [3], reproduced  with  permission. 

examined. The applications of the techniques to materials 
used in semiconductor devices and circuits are illustrated 
by studies recently carried out by the authors and their 
colleagues. 

Transmission  electron  microscopy 
The advantage of transmission electron microscopy (TEM) 
over other characterization techniques has always been 
that it can be used to image the structure of a sample in 
real space over a wide range of magnifications (100 times 
to over a million  times), and to simultaneously probe local 
atomic arrangements in reciprocal space by selected-area 
diffraction. For the study of crystal defects, the high 
spatial resolution of TEM is particularly useful, since 
individual defects can be seen and their interaction can be 
studied. TEM has played a pivotal role in the accumulation 
of our knowledge of defects such as dislocations and grain 
boundaries, and how such defects affect materials 
properties. With the  advent of cross-sectional sampling 
techniques, TEM has become even more powerful for 
analyzing three-dimensional structures. A cross-sectional 
image  of a semiconductor device can reveal extended 
defects generated during fabrication, and can provide 
invaluable information regarding potential failure 
mechanisms. For the development of microelectronic 

184 fabrication processes such as  dry etching or epitaxial 

growth, TEM observations are crucial in determining 
process-parameter sensitivities of etch/growth rate, layer 
morphology, and defect density. 

The image resolution of TEM is limited  mainly by 
the spherical aberration of its objective lens [l, 21. It can 
be improved by increasing the electron acceleration 
voltage, which shortens the electron wavelength. In the 
last decade, medium-voltage electron microscopes 
(300-400 keV) have become popular because of their 
higher penetration power and spatial resolution. Although 
these modern microscopes use a standard JAB, cathode as 
an electron source, much brighter field-emission sources 
are becoming available. Their electron optical systems are 
controlled by microprocessors, and software has been 
developed for associated image acquisition, processing, 
and interpretation. 

With a high-resolution objective lens pole piece, a 
300-400-keV microscope can have a theoretical resolution 
approaching 0.15 nm. However, this limit  is seldom 
achieved in  images of real structures because of the image- 
overlapping problem in a three-dimensional object and the 
complications brought about by the highly  dynamical 
nature of electron scattering. The practical resolution is 
thus dictated by how  thin a sample can be prepared and by 
the size of the objective aperture used for imaging the 
sample. When a small aperture is used, permitting only the 
transmitted beam to form a bright-field  image, the spatial 
resolution is low but the mass contrast between different 
materials is high. One can tilt the incident electron beam 
and use a small aperture to obtain a dark-field  image of a 
second phase, or to image a lattice defect away from the 
Bragg orientation in order to narrow its strain contrast. A 
large aperture is used for high-resolution imaging, such as 
lattice imaging, which is achieved by admitting the 
transmitted beam and many scattered beams. As is 
discussed later, a lattice image can reveal the presence of 
lattice defects and, in favorable cases, the atomic 
arrangement around the defects. However, because of 
multiple scattering, the interpretation of a lattice image can 
be complicated, and precise knowledge of sample 
thickness and  imaging conditions is often required. For 
disordered or amorphous materials, high-resolution TEM 
has been much less useful thus far, primarily because of 
the difficulty  in overcoming image overlapping as their 
highly disordered structures are projected onto a two- 
dimensional image. 

In the following sections we illustrate some of these 
imaging and diffraction techniques using examples from 
our recent studies of SiGe and Si epitaxial layers and 
polymer thin  films  grown or spun onto  Si wafers. 

SiGeISi hetero-epitaq and  ordering in SiGe 
In a bright-field  image, a sample area consisting of heavier 
elements, which are relatively strong electron scatterers, 
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tends to exhibit a darker contrast. This is true if the 
sample is thin enough that the contribution from  multiple 
scattering is small. Figure 1 shows, as an example, a 
bright-field  image of a Si.,Ge,.,/Si superlattice with an 
overlying, thick S$,,Ge,,, layer. The layers of the 
superlattice were grown on a (001) Si substrate  by 
molecular-beam epitaxy at 580°C [3]; they are good  single 
crystals with a low dislocation density except at the 
interface between the superlattice and the overlying SiGe 
layer. The mass contrast between the SiGe and the Si 
layers is quite high, permitting a detailed study of the 
interface morphology. Interestingly, this bright-field  image 
indicates that the surface of each thin SiGe layer, strained 
in the superlattice, is not  flat, but instead, undulated. The 
wavelength of the undulation is about 100 nm and its 
amplitude about 2 nm; the undulation may serve to relieve 
part of the 2% compressive strain in the SiGe layers during 
growth. The next Si layer flattens the growth surface until 
surface undulation reappears during the subsequent SiGe 
growth. The wavelength and phase of the SiGe surface 
undulation tend to follow that of the previously grown 
SiGe, indicating the effect of strain field  from that 
underlying, buried layer. The formation of surface 
undulation may require a high surface mobility, since the 
same superlattice structure grown at a lower temperature 
(400°C) exhibits smooth SiGe and Si layers without any 
surface undulation [3]. 

Another interesting phenomenon regarding SiGe 
epitaxial growth is the onset of alloy ordering. Ourmazd 
and Bean [4] and LeGoues et al. [5] have reported the 
presence of a long-range ordered structure along the (111) 
directions in SiGe layers grown under certain conditions. 
Figure 2 shows an electron diffraction pattern from such an 
ordered SiGe layer. Extra reflections at 1/2{111} indicate an 
ordering along the (111) direction with a periodicity of 
2dlI1. The stacking sequence of atomic planes (which are 
denoted as A, a,  B, b, C, c) along the (111) direction in the 
crystalline structure of a diamond can be represented as 
A-aB-bGcA-a. In the projection along the (111) 
direction, the A and a planes superimpose, as  do the B 
and b planes and the C and c planes. Furthermore, the 
spacing between the A and a planes is three times that 
between the a and B planes. Two ordered stacking 
sequences can be constructed with a 2dll, periodicity: 
Si-SiGe-GeSi-SiGe-Ge (type I)  or Si-GeGe-SiSi-GeGeSi 
(type 11). Both types should give rise to the same set of 
extra reflections, but the intensity distribution among  them 
should be different. LeGoues et al. [5] compared the 
observed intensities and the kinematic intensities expected 
from both structures, and concluded that the type I1 
structure is the correct one. A dynamic simulation of extra 
reflection intensities carried out recently using the 
multislice method [3] indicated that as the electron energy 
increases and/or the degree of order decreases, the effect 
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An electron  diffraction  pattern from a  thick Sio.,Geo,, layer  grown 
at 400°C on a (100) Si surface. Extra reflections at 1/2{ 11  1) indi- 
cate  the  presence of long-range  order.  From [3], reproduced  with 
permission. 

of multiple scattering becomes less important. Figure 3 
shows the simulated amplitudes of extra reflections from 
both type I and type I1 structures with a degree of order 
S = 0.1 versus sample thickness. The degree of order 
S = 0.1 implies that 55% of the Si and Ge sites are 
occupied by the preferred atoms. By comparing the 
simulated intensities in Figure 3 with the observed 
intensities in Figure 2, we were able to verify that the type 
I1 structure is in closer accord with the observations than 
the type I structure-because t_he latter would give rise to 
much stronger intensities at and than at I I' The 
origin of SiGe alloy ordering has been speculated upon  in 
the literature. Our TEM observations found no ordering in 
SiGe layers grown  on (111) and on (110) Si surfaces at 
relatively high or low temperatures [3], indicating that the 
occurrence of ordering is linked to the growth kinetics of 
the (100) surface, as suggested by LeGoues et al. [6], 
rather than to the epitaxial strain [7]. 

1 1 3  3 3 3  1 1 1  

Low-temperature Si epitaxy by atmospheric-pressure 
chemical vapor  deposition 
The Si epitaxial growth temperature using atmospheric- 
pressure chemical vapor deposition (APCVD) has been 
steadily reduced in the last few years to temperatures 
as low as 600°C. Blanket and selective Si epitaxy at 
atmospheric pressure is now achieved at low temperatures 
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Simulated  amplitudes  of  superstructure  reflections  (a)  from  a  parti- 
ally  ordered (S = 0. l),  type I structure;  (b)  from  a  type I1 struc- 
ture.  The  amplitudes  were  simulated by  the multislice method, 
assuming  the  use of 400-keV electrons. The  preferred sites for 
Si and  Ge  atoms in the  ordered  structures are depicted by  white 
and black circles,  respectively. From [3], reproduced with 

through purification processes which exclude 0, and &O 
impurities from the deposition zone [8]. In addition to 
maintaining the deposition system in  an ultraclean state, 
the initial Si growth surface must  be  sufficiently free of 
surface oxide in order to achieve a low defect density in 
the epitaxial layer. Previous experiments have shown that 
the presence of a small amount of surface oxide leads to 
generation of extended defects [9]. Therefore, an  effective 
surface cleaning process is as important as an oxygen-free 
environment for achieving perfect epitaxy at low 
temperatures. 

Figure 4 shows a typical cross-sectional bright-field 
TEM image of an epitaxial Si layer grown  from silane at 
atmospheric pressure at 750°C on a Si wafer patterned with 
thick oxide islands. Because of the nonselective nature of 
the growth, twins are nucleated from the oxide side walls, 
and the deposited layer turns into a polycrystalline 
structure above the thick oxide. In the image, a trace 
amount of residual surface oxide decorates and  defines the 
film-substrate interface. The oxide appeared as discrete 

island size is strongly dependent on the growth 
temperature and the reagents used. The density of twins in 
the epitaxial layer tends to decrease with higher deposition 
temperatures, and twins form  more readily if use is made 
of dichlorosilane rather than silane. Our measurements 
over more than 100 oxide islands have indicated that the 
critical size for  triggering  twin formation is about 6 nm 
using dichlorosilane and about 30 nm using silane (at 
650°C). Twins  formed during growth using dichlorosilane 
usually extend throughout the entire epitaxial layer, while 
defects formed on the oxide islands if silane is used can be 
either microtwins or misoriented nanocrystals, all  of which 
are terminated within about 10 nm  of growth. 

. .  

Imaging of polymer materials 
Polyimides are well-suited for use as insulators in on-chip 
interconnection and in  packaging because of their high 
thermal stability, low dielectric constant, good mechanical 
strength, and resistance to moisture. These polymers are 
usually highly disordered, and  spin-on techniques are most 
often used to apply films of them onto substrates. The 
films exhibit substantial anisotropy in their structural, 
electrical, and mechanical properties. Understanding and 
control of their anisotropy have been important in adapting 
them to chip and packaging applications. 

Thus far, the structure of polyimide  films has been 
investigated mostly by optical and X-ray or electron 
diffraction techniques. Direct imaging by TEM at high 
magnifications has not been explored extensively because 
the overlapping of the local structure in a specimen of a 
given thickness gives rise to a granular contrast, which 
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A cross-sectional  bright-field TEM image of a Si layer  grown  from  silane  at  atmospheric  pressure  at 75OOC on a (100) Si wafer  patterned f with  280-nm-thick SiO, islands. A trace  amount of surface oxide was  present  at  the  epitaxial  layer-substrate  interface. 

bears little useful structural information. With regard to 
polyimides such as spun-on BPDA-PDA or others 
synthesized by the layer-by-layer method, if the TEM 
specimen is very thin  (e.g., less than 5 nm thick), local 
structures  at the molecular level can be directly imaged 
[ll]. The polyimides  examined were found to be stable 
enough structurally to withstand the 200-keV electrons 
used during TEM observation. 

Figure 6 shows a cross-sectional bright-field TEM image 
of a 100-nm-thick  BPDA-PDA  film that was spun onto a Si 
substrate. The image was obtained using a large objective 
aperture of 0.024 rad semi-aperture angle.  In sample areas 
thinner than 5 nm  (e.g., area A), lattice fringes from  small 
regions 1.5 to 2 nm  in size were observed, indicating the 
presence of local crystallization in the film. This local 
ordering was not obvious in thick areas (e.g., area B) 
because of  image overlapping. The orientations of these 
crystalline regions closer to the substrate tended to align 
roughly  along the substrate surface and became more 
random away  from the film-substrate interface. Similar 
local ordering was also observed in  images of polyimide 
PMDA-ODA. 

Interest in the high-resolution TEM imaging  of polymers 
is increasing. Lattice imaging has been used to study 

crystalline polymers [12]. Further improvements in the 
spatial resolution and the efficiency in collecting scattered 
electrons for low-dose imaging should soon make TEM a 
viable approach for studying such materials [13,  141. 

Scanning  transmission  electron  microscopy 
In TEM, a set of high-quality electron lenses is used to 
form a magnified  image  of an area of the sample. One 
image  point at a detector corresponds to a single point at 
the sample. In scanning transmission electron microscopy 
(STEM), the connection between a sample point and the 
image is achieved by forming a relatively small probe of 
electrons and scanning it in a raster fashion across the 
sample, as shown in Figure 7 [15-171. Extended STEM 
detectors can be used to measure scattering intensity at 
particular angles or ranges of angles. With suitable 
equipment, the energy lost by the probe electrons can be 
measured for particular specimen positions. Use can also 
be made of detectors designed for detecting X-rays, 
specimen current, luminescence, etc. 

In a simplified sense, STEM is similar to TEM, because 
the probe-forming electron optical system used in STEM is 
similar to the image-forming system used in TEM. 
Referring to Figure 7, if an electron ray diagram  is drawn 187 
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Cross-sectional TEM lattice  images of (a)  a  microtwin  and (b) a  misoriented  nanocrystal formed at  surface oxide islands  during  growth  at 
650°C  using silane. 

regions 1.5 to 2 nm  in size aligned  roughly  along  the  substrate 
surface. From [ll] ,  reproduced  with  permission. 

T. S. KUAN ET AL. 

for the TEM, an equivalent STEM diagram can be 
constructed by reversing the direction of the electron 
propagation, replacing a TEM image  point at the screen 
with  an electron source. At the specimen plane, the source 
is imaged  with  a  large  demagnification to produce a small 
spot. The spot is scanned to other specimen locations by 
magnetic deflection coils. The different types of detectors 
are positioned in front of or behind the sample depending 
on the nature of the particular signal to be examined. 
Figure 7, for example, shows detector locations for energy- 
dispersive X-ray (EDX) analysis, electron energy loss 
spectroscopy (EELS), and  annular  dark-field (ADF) imaging. 

With the advent of practical field-emission electron 
sources, STEM became a very interesting imaging 
technique. Useful high-resolution imaging  in most materials 
requires spatial resolutions of order 0.2-1  nm. In order to 
obtain a reasonable current into a probe of this size, a 
source of very high brightness is necessary. The field- 
emission source gives about four orders of magnitude 
(lo9 A/cm*ster) more brightness than the more common 
LaB, thermionic emitter. Thus, a current of 1-5 nA into 
a 0.5-nm probe is possible. 

We now discuss briefly two STEM techniques which 
promise to be particularly useful for studies in 
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semiconductor materials: annular dark-field  imaging  and 
spatially resolved electron energy loss spectroscopy 
(EELS). 

Annular  dark-jield  imaging of a Ge-rich layer in  Si 
When electrons pass close to the nucleus of an atom, they 
are electrostatically deflected through a large  angle 
(classical Rutherford scattering). The scattered electrons 
can be collected with  an annulus detector located behind 
the specimen, as shown in Figure 7. If its inner diameter is 
large enough, small-angle beams-the direct unscattered 
beam, crystalline diffraction beams, and most of the 
inelastically scattered electrons-are excluded. The 
remaining intensity should be due primarily to electrons 
experiencing a single Rutherford scattering event and those 
that constitute a thermally scattered (diffuse) background. 
Because it has been found to depend strongly on the 
atomic number of the scattering atoms, this type of signal 
has been used to image  individual heavy atoms on a light 
atom substrate [16]. For this reason, such annular dark- 
field (ADF) imaging has been used extensively in the past 
for imaging catalyst particles. 

Recently, high-resolution probe-forming electron optical 
systems have been used to produce 0.18-0.22-nm electron 
probe sizes at 100 keV.  With this spatial resolution, it has 
been possible to image a semiconductor lattice having a 
periodicity of 0.3-0.4 nm. Figure 8(a) illustrates the use of 
the ADF imaging technique for examining a 3.0-nm-thick 
layer of Ge implanted in  Si,  from the work of Pennycook 
and Jesson [18]. The sample examined was prepared by 
standard sectioning in a (110) plane which was 
perpendicular to the interface. The [Ill]-oriented Si atom 
pairs were imaged with good contrast. The Ge-rich layer 
could be clearly identified  using the atomic number 
sensitivity of the ADF imaging technique. Figure 8(b) 
shows a high-resolution TEiM lattice image at optimum 
conditions. While the atom pairs are resolved, there is no 
atomic number sensitivity. As mentioned in the previous 
section, a bright-field TEM image can reveal substantial 
mass contrast from a Ge-rich layer (Figure l), but in this 
case the spatial resolution is relatively poor because of the 
small objective aperture used. 

notoriously sensitive to the precise imaging conditions 
used and the specimen thickness. Reversals of contrast 
and nonstructural interference fringes are common. Thus, 
the bright dots in Figure 8(b) can correspond either to 
atoms or to holes, depending on the particular imaging 
conditions used. As a result, structural analysis can require 
detailed computational comparisons of many images. The 
ADF imaging approach does not  suffer from this difficulty. 
The physical basis for this is interesting: Standard high- 
resolution images are the result of coherent summations of 
many diffracted waves from many atom layers within the 

High-resolution lattice imaging  in TEM is also 

source 

techniques.  Although  use 
ystems,  in TEM an image 
STEM a small probe is 

an image.  The  latter  per- 
depend  on  some  property 

crystal. Thus, they are inherently interference phenomena. 
Since the Rutherford scattering occurs only at  very small 
distances from the atom core, the phase of the scattered 
electrons is sensitive to the instantaneous location of a 
single atom rather than to an average position defined by 
an ensemble of atoms within a plane. The instantaneous 
atom location, however, is constantly changing because of 
thermal vibrations. This randomizes the phase of the 
scattered electron, and interference effects are averaged 
out over the many scattering events required to form an 
image. Thus ADF imaging  is incoherent in nature; it is 
generated by each atom in proportion to the electron 
intensity close to its site. 

It is not surprising that this is the case for small 
numbers of atoms, but it is not obvious why the incoherent 
limit persists for thick, crystalline samples. It  turns out 
that, in the case of beam orientations close to a zone axis, 
strong channeling of the electron beam occurs along atom 
columns in the crystal. If the probe electrons are described 
in a two-dimensional summation of crystalline Bloch 
waves, the first term can be shown to have a strong 
symmetric, s-wave symmetry about an atom column 
[18,  191. It can be shown that the s-wave scattering 
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SiO, 

Ge 

Si 

Images of Si implanted  with Ge, taken (a) via  STEM,  using an  annular-dark-field  detector,  and  (b)  via  high-resolution  TEM.  Atomic 
number  contrast is visible  in (a). The  lattice  resolution  in  (a) is due  to  the  incoherent  scattering  at  individual  atoms.  The  lattice  resolution  in 
(b) is due  to  the  coherent  interference of many waves. Photographs  courtesy of S. J.  Pennycook  (Oak  Ridge  National  Laboratory). 

dominates the high-angle Rutherford scattering. It can 
further be shown that in this case, the probe can be 
thought of as a set of filamentary electron beams moving 
down the atom columns with intensities that are 
proportional to the probe intensity at the column locations. 
Thus, a simple convolution of the probe shape with the 
atom column positions serves to predict the ADF images. 

Instruments are currently becoming available with 
probes in the 0.1-nm range. These should make  it possible, 
e.g., to image the differences between Ga and P in Gap. 
Direct imaging  of anti-site defects, reconstruction at buried 
interfaces, and layer-by-layer intermixing  in multilayer 
materials should all become possible. 

Spatially resolved electron energy loss scattering 
The ADF imaging technique can provide us with a detailed 
determination of the structural and elemental compiosition 
of a small volume of a sample, but it does not  yield 
information about its electronic structure. One of the 

190 reasons for this is that the ADF method deliberately 

excludes scattering intensity at small  angles,  which results 
from interactions among atom columns. Another reason is 
that scattering involving electronic charge between atom 
columns is primarily inelastic in nature. Thus, an attractive 
complement to ADF imaging  would be to collect electrons 
scattered to smaller  angles and sort them out as a function 
of the amount of energy given up to the sample. This could 
provide a measure of the available electronic excitations 
within the sample, and thus give us information about its 
electronic structure. 

The  main  difficulty here is that the relevant energy 
scale for the electronic structure of semiconductors is 
0.1-5.0 eV. Typical probe beam energies are 100-300 keV. 
Thus, a spectrometer system must be capable of providing 
a resolving power of better than In addition, although 
the scattering angles are small relative to the ADF signal, 
they are still quite large in terms of common spectrometer 
designs. Therefore, the resolving power must be 
maintained in the face of aberrations introduced by 
nonideal collection angles.  Means to overcome these 
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difficulties are being developed [20],  and  it has recently 
been possible to obtain 0.2-eV resolution spectra from 
0.4-nm areas by using STEM. 

determining electronic structure: 1) direct interband 
excitations that produce scattering intensity in the 
0.2-2.0-eV energy range (these  carry information about 
both initial and final electron states, both of which lie near 
the Fermi level); and 2) core excitations (direct single- 
electron excitations from the discrete core level to the 
conduction bands of the material) in the range beyond 
50-100 eV. Probing in both ranges yields information 
about the local electronic structure of a semiconductor. 

There are two energy ranges of interest with regard to 

Direct interband excitations in Si and GaAs 
The  cross section for scattering in this case can be derived 
by comparison with optical measurements, and lies in the 
range  from adaE = 0.1 to 10 X lo-'' cm'eV"  [21]. This 
is small because most of the electronic density of states 
(DOS) is distributed throughout a wide band removed from 
the band edges. For instance, the DOS in Si at the 
conduction band edge  is only about 0.05 atom"eV". 
Figure 9 shows a plot of the energy distribution in the 

10' I I I I I 
-1  0 1 2 

Energy loss (eV) 

Electron intensity within 3 eV  of the unscattered beam in a STEM 
system. The asymmetric profile reflects the energy distribution of 
electrons tunneling out of the field-emission source of the system. 
Direct interband scattering is shown for  Si  and  GaAs.  The scatter- 
ing intensity is only about 1% of the background intensity associ- 
ated with the unscattered beam. 
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Results derived from the data of Figure 9, showing interband scat- 
tering for  Si,  GaAs,  and Gao.ssIno.lsAs. The values for the associ- 
ated band gaps  can  be deduced by fitting with a model having a 
shape that is convoluted with the instrumental resolution. 

0-3-eV energy loss range for Si and  GaAs. The 
interband scattering onsets  are clearly visible at 1.1 
and 1.4 eV, respectively. However, in the absence of 
monochromatization of the field-emission electron source, 
the intensity background from the unscattered beam  is 
almost 100 times larger than the desired signal. This 
background arises from electrons which tunnel out of the 
field-emission tip from  well  below the Fermi level. It is just 
possible to subtract this intensity to obtain the results in 
Figure 10, showing that a fairly accurate value for the band 
gap can thus be obtained. This type of measurement has 
been used, e.g., to identify Fermi level  pinning near a 
single  misfit dislocation at a GaAsIGaInAs interface [21]. 

Core excitations in silicon,  silicon oxide, and 
metallsilicon interfaces 
Excitations of inner core electrons into local conduction 
band states produce fine structure within 1-5 eV of typical 
core absorption edges. These can be used to deduce the 
atomic bonding environment by reference to "fingerprint" 
spectra [22]. Figure 11 contains an  image of an  Al/SiOx/Si 
structure that was used in  an experiment to determine the 
local stoichiometry and structure of an SiOx layer. The 
intention of the experiment [23] was to construct a 5-nm- 
thick layer of stoichiometric SiO, surrounded by layers 191 
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Summary of an  experiment  that  was  carried  out  to  determine  the 
local stoichiometry  and  structure of a SO,  layer. Comparison 
spectra  from  standard  compounds  were  used to interpret  multicom- 
ponent  and  distorted  spectra  obtained  from  the  specimen. 

consisting of  SiO, with  small,  embedded Si islands. 
Comparisons of the total scattering intensity of Si  and 0 
core absorption verified the desired average stoichiometry. 
But the distribution of Si in SO, was not obtainable from 
average stoichiometry nor  from imaging. The figure  also 
contains comparative spectra of the Si 4,3 edge in  SiO,, 
SiO,  and  Si. SiO, has a characteristic three-peaked 
structure which arises from transitions to final states which 
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for the substoichiometric oxide, SiO, a large part of the 
signal detected was very similar to that obtained from 
SiO,. For SiO,  however, some of the tetrahedra are 
incomplete,  leading to a small  ramp of scattering intensity 
from the SiO, onset down to the normal  Si onset. In region 
a), the spectrum shows this behavior, and so it was 
characterized as being a uniform SiOx mixture.  In  region 
b), the absorption could  easily be decomposed into a bulk 
Si  portion  and  an SiO, portion. This  region is composed of 
sub-nm  Si islands embedded in the SO,. On annealing at 
moderate temperatures, the absorption from  region a) 
became identical with that of  region b), confirming the 
desired structure. 

Such investigations rely on comparisons with standard 
materials. This method cannot help  with the investigation 
of electronic structure, because variations on a scale of 
0.1-0.5 eV are important and  may  not  be reproduced in a 
standard which  differs  only  slightly  from the area of 
interest. We must then try  to understand and interpret 
spectra from  first  principles. In Figure 12 we show a high- 
resolution example  for the Si b,3 (2p + CB)  edge that 
shows there is some  promise in this approach. The data 
were obtained with a 1-nm probe in Si approximately 
50 nm thick. It was sharpened by  unfolding the 
0.4-eV-wide  field-emission source to produce a Gaussian 
spectral resolution of  0.2 eV. The spin 312 portion of the 
&,3 edge was then isolated  by Fourier transform 
techniques, assuming a spin-orbit splitting of  0.608  and a 
2:l occupation ratio for the core spins. The results 
obtained were compared  with calculations for the total 
DOS, the s,d-projected final DOS [24], and the differential 
cross section [25]. Most of the structure could  be 
reasonably explained  by such single-electron calculations, 
provided the appropriate symmetry selection rules were 
included. This was a surprising result, since optical 
absorption spectra are assumed to be greatly distorted by 
core excitonic contributions. It turns out that EELS 
spectra benefit by additional core hole screening in the 
presence of the probe electron [26].  In silicon, this almost 
totally suppresses the core excitonic distortions. 

We  now can envision the illustrative experiment 
depicted by Figure 13. Starting with a cross-sectioned 
sample of  an Al/Si(lll) interface, if we position the 
electron probe far  from the interface, so that the probe 
electrons travel parallel to the interface, we expect to 
obsenre the bulk absorption. Band  bending  should not be 
observed, because both the core-level and the conduction 
bands are shifted by  similar amounts. As indicated in the 
figure, a core edge shape should  be obtained which is 
characteristic of the bulk. If  in-gap states occur at  the 
interface, they may  pin the Fermi level there. Transitions 
from the core level to these in-gap states should produce 
intensity below the bulk onset of the absorption. 
Measurement of the difference in onset energy of the in- 
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gap states and the bulk should then give a measurement of 
the Schottky barrier for n-type Si. 

Figure 14 summarizes the results from such an 
experiment, using a 0.4-nm-diameter probe. Although the 
statistical quality was poor, the shape of the core 
absorption was clearly a function of the distance from the 
interface. Within 0.5 nm  of the interface, in-gap scattering 
could be seen, and a Schottky barrier height of 0.6 eV 
could be inferred [27]. Also, variations in the shape above 
the edge onset were visible. These turn out to be a 
signature of the modification of the Si conduction bands 
necessitated by the pulling  down of states into the gap by 
the presence of the Al. The behavior shown here is 
consistent with the metal-induced-gap-state model for 
Schottky barrier formation [B]. 

produce detailed information on the local  bonding and 
Thus, spatially resolved EELS in  an STEM system can 
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Comparison of measured Si L3 core  absorption  with  calculations. 
The  structure  observed  can  be  accounted  for on the  basis of single- 
electron  calculations. 
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4 Schematic  illustration of an energy-loss  experiment near a  metall 
1 semiconductor  interface.  Away  from  the  interface, even in regions 
I influenced  by  band  bending,  the  bulk  absorption  shape  should be 

obtained.  Near  the  interface,  if  in-gap  states are present,  scatter- 1 ing  to  the  in-gap  states  should  produce  pre-edge  intensity  in  the 
absorption.  Examination  of  this  intensity  can  provide  a  measure- [ ment of the  height of the local  Schottky  barrier. 

4 

electronic structure within the probe region. By combining 
this with ADF imaging, we can thus obtain a fairly 
complete picture of the elemental, chemical, and electronic 
nature of very small regions near interfaces and defects. 

Scanning  tunneling  microscopy 
Since its inception in 1982, scanning tunneling microscopy 
(STM) has proven to be a powerful technique for the study 
of surfaces. Ordered arrays of atoms and disordered 
atomic features have been observed on many metal and 
semiconductor surfaces. Clean surfaces as well as isolated 
adsorbates and  thin overlayers have been studied. The 
technique has been used in a variety of environments 
including  ultrahigh vacuum (UHV), air, and various 
liquids, and at temperatures ranging  from that of liquid 
helium to above room temperature. 

In the years immediately following its development, 
much of the STM research focused on spectroscopic 
measurement and probing the energy levels and 
wavefunctions of surface states [29-311. These studies 
required, in addition to the high spatial resolution 
characteristic of STM, the ability to selectively scan over 
energy levels (by varying the bias voltage between the 
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Associated  results of Si L3 measurements  as  a  function of distance 
(0.4 to 2.0 nm)  from  an Al/Si(lll) interface.  In-gap  intensity  was 
present;  additionally,  distortions  above  the  edge  were visible. The 
Schottky  barrier  height  could  be  inferred  to  be 0.6 eV. The  overall 
distortion of the edge  was  consistent  with  the  metal-induced-gap- 
state  model  for  Schottky  barrier  formation. 

probe tip and sample) at desired locations on the surface. 
For the past several years, the focus has shifted to the 
study of the kinetics of deposition and growth on surfaces, 
including the epitaxial growth of Si and Ge [32-341. For 
this purpose, the acquisition of large (micron-scale) images 
of a surface has become necessary, while  maintaining the 
ability to zoom in on atomic-scale features. Recently, 
several groups have been working on  STM  imaging at high 
temperatures, typically at several hundred degrees 
Centigrade [35,  361, permitting the observation of atomic 
motion on a surface, and thus opening up a new class of 
potential STM investigations. 

In this section, we illustrate the latter by describing 
recent results obtained from the Ge(ll1) surface [37]. The 
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mainly because the temperatures required to induce atomic 
motion on such a surface (about 150°C) are considerably 
lower than required for a silicon surface. Nevertheless, the 
results obtained for that surface are expected to affect our 
knowledge of the Si surface. We  first describe the 
structure of the Ge(ll1) surface, and illustrate several 
methods for using  STM to determine it. We then present 
results for its high-temperature imaging.  We close with a 
summary of our results, along with a brief discussion of 
other applications of STM to the study of semiconductor 
surfaces. 

Structure of the Ge(ll1) ~ 2 x 8  surface 
The (111) surface of Ge contains udutoms. These 
adatoms, which are themselves germanium atoms, form 
arrangements characteristic of the (111) surface: Each 
adatom forms bonds to three underlying Ge atoms, leaving 
a single  dangling  bond  remaining on the adatom itself. The 
adatoms dominate the STM  images, at least for the case of 
positive sample bias.  In Figures U(a) and 1S(b) we show 
schematically the two simplest arrangements of adatoms 
on a Ge(ll1) surface: 2x2 and ~ 2 x 4  stacking. An 
alternating sequence of 2x2 and ~ 2 x 4  results in the ~ 2 x 8  
stacking arrangement [38], shown in Figure 15(c). Figure 
15(d) shows a side view of the adatom-covered surface, 
and also the bilayer of atoms below the adatoms. 

by first cleaving a Ge crystal to expose its (111) face, and 
then annealing  it at temperatures near 300°C. This 
procedure results in the formation of large flat terraces, on 
which the adatoms form a centered 2x8 reconstruction. 
Figure 16 shows a high-resolution STM image  of such a 
surface. A rectangular 2x8 unit cell, measuring 27.7 X 
8.00 A, is shown in the center of the image. The atomic 
arrangement can be seen to form double rows extending 
along the [Oli] direction. Each double row contains two 
corrugation maxima (adatoms) per unit cell, and the next 
double row is shifted by 1/2  unit  cell  in the [Oli] direction. 
Within a single  domain of the ~ 2 x 8  reconstruction, the 
dominant type of disorder is found to be an extra row of 
adatoms, as shown by the arrows in Figure 16. Near this 
extra row, the local stacking forms a 2x2 arrangement. 

The geometric structure of the ~ 2 x 8  surface can be 
deduced by STM spectroscopic methods. From a 
comparison of Figure 16  with Figure 15(c), it can be seen 
that the observed arrangement of corrugation maxima in 
the STM agrees with that expected for the adatoms in the 
c2x8 arrangement. However, it turns out that this 
agreement is not sufficient to determine the structure of the 
surface. There exist two different structural models, both 
with c2x8 symmetry and identical arrangements of 
adatoms, but differing in the structure of the atomic layers 
below the adatoms. The STM method of voltage-dependent 
imaging  (originally developed for studying Si and GaAs 

The Ge(ll1) surfaces which were studied were prepared 
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Schematic views of Ge adatom arrangements on a Ge(ll1) surface.  The adatoms are shown by large white circles.  Atoms in the layer 
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unit cells are shown by dashed lines. Part (d) shows a side view of the ~ 2 x 8  adatom structure and  the underlying bilayer of atoms. 
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STM image of the Ge( 111) ~ 2 x 8  surface,  obtained  at  a  sample 
bias of 2.5 V. A rectangular  unit cell is  shown  in  the  center of the 
image. The  arrows indicate the presence of an extra row of 
adatoms,  forming  a  local 2x2  structure.  From [37], reproduced 
with  permission. 

H 1 nm \ oli 

Voltage-dependent STM images of the Ge(ll1) ~ 2 x 8  surface. 
The  images  were  obtained  at  sample  biases of (a) + I  .2  V and  (b) 
- 1.2 V.  Cross-hairs on the  images  are  located  at  identical  surface 

surfaces [31,  391) can be used to conclusively distinguish 
between these structures [40]. The results are shown in 

196 Figures 17(a) and 17(b), where two STM  images are shown 
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that were obtained at sample biases of +1.2 and -1.2 V, 
respectively. Cross-hairs on the images are located at 
identical surface locations. The corrugation maxima 
observed at positive bias correspond to the adatoms, as 
seen in Figure 16. The occurrence of spatially shifted 
maxima at negative bias indicates the existence of 
additional dangling bonds on the surface, located in this 
case on the surface layer beneath the adatoms. In the 
simple adatom model for this structure, shown in Figure 
15(c), there  are so-called rest atoms in the underlying 
layer, and the arrangement of these rest atoms agrees 
exactly with the corrugation maxima observed with 
negative bias. Alternatively, in the dimer-adatom-stacking- 
fault (DAS) model for this structure, no  dangling bonds are 
present in the rest-atom layer [41], so that only the 
adatoms at both positive and negative bias should be 
observed, in contradiction to Figure 17. 

Large-scale STM imaging can be used to characterize 
disorder and defect-related phenomena (e.g., atomic steps) 
on a surface. The width of the ~ 2 x 8  domains we observe 
is about 500 A. Figure 18 shows an STM  image that 
contains several such domains. An atomic step extends 
through the lower right-hand corner of the figure. Near the 
step edge, the formation of ~ 2 x 8  is inhibited, and other 
atomic arrangements such as triangular regions of a 2x2 
structure can be seen. The atomic step is a portion of the 
perimeter of a bilayer-deep “hole” on the surface (the step 
curves around and forms a closed loop). Figure 19 shows a 
relatively large-scale STM image  of the surface, exhibiting 
numerous such bilayer-deep holes. The holes result from 
the existence of adatoms on the surface, which gives the 
c2x8 structure a 12.5% greater surface atom density than 
that of an ideal bilayer of the cleaved surface. Thus, to 
form the ~ 2 x 8  structure, additional atoms are required. On 
large  flat terraces, this need for more atoms leads to the 
formation of bilayer-deep holes in the surface, as 
previously observed on the Si(ll1) surface [42]. The areal 
density of the holes observed in Figure 19 is found to be 
9.8% ? 1.6% of the total image size, which is in fair 
agreement with the theoretical value of  12.5% for the 
simple adatom model. On the other hand, the DAS model 
for the ~ 2 x 8  structure contains exactly the same number 
of atoms as an  ideal bilayer [41],  in disagreement with the 
above observations. 

High-temperature imaging of atomic motion on the 
Ge(ll1) surface 
The image  of a surface obtained at an elevated temperature 
frequently depends on the initial condition of the surface. 
For example, observations of single-atom diffusion on a 
surface require the presence of a nonequilibrium 
concentration of isolated atoms on the surface (which 
can be placed there by deposition at a lower temperature). 
For the case we are considering here, the Ge(ll1)  c2x8 
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surface, portions which are perfectly ordered are found to 
remain stable up to temperatures of about 300°C (at which 
point the surface is known to undergo a phase transition 
into a disordered state [43]). Alternatively, if we image 
disordered features on the surface such as domain 
boundaries, where vacancies occur which can provide 
spaces into which adjacent atoms can move, we can 
observe atomic motion at temperatures as low as 150°C. 
Figure 20 shows two images obtained from a Ge(ll1) 

surface at a temperature of  160°C. After preparation in a 
UHV system, a small amount of residual gas was allowed 
to adsorb onto  the surface at high temperature, thus 
forming a disordered arrangement of adatoms. Small 
domains of 2x2 and ~ 2 x 4  stacking arrangements can be 
seen in Figure 20, separated by numerous domain 
boundaries. Residual defects act to pin some atoms on the 
surface, thus enforcing this disordered state [44]. The 
remaining atoms appear to be in a perpetual state of 
motion, trying to achieve an optimal stacking arrangement 
on the surface. Figures 20(a) and 20(b) show two 
consecutive STM images, taken about 30 seconds apart. 
Considerable atomic motion has occurred between the 
images, which is clearly evident in the difference image 
shown in Figure 20(c). The positions which are occupied 
by atoms in (a) but not in (b) appear as the dark regions, 
while those positions occupied in (b) but not in (a) appear 
as the light  regions. Entire rows of adatoms have shifted 
from (a) to (b) along each of the equivalent [Oli] 
directions. Occasionally the adatom rows are in motion 
during the STM imaging process, thus producing “fuzzy” 
lines in the images. 

The two images shown in Figure 20 are members of a 
sequence of  300 images obtained from the same surface 
region at 160°C. The movement of individual adatoms or 
rows of adatoms appeared to have occurred between most 
of the images, and the mean  time between hops of the 
adatoms could be roughly estimated as the 30-s duration 
between images.  At a higher temperature, the adatoms 
appeared to move more rapidly. Figure 21 shows four 
consecutive images, obtained from a Ge(ll1) surface at 
220°C. In the upper half  of each image the adatoms are 
pinned by defects and are relatively stable, and in the 
lower half  of the images the adatoms appear to be in 
motion. Entire groups of atoms are seen to move  from one 
image to the next, and some regions of the images are 
fuzzy. The motion of the atoms was  too rapid to resolve in 
those regions; obtaining them at a slower rate caused the 
fuzzy regions to grow  in size. Even where the motion was 
the most rapid, individual adatoms or rows of adatoms 
could be resolved in some images. The mean  time 
between adatom hops could be estimated roughly as the 
time between line scans of the image, which was 
30/128 = 0.23 s. Combining the above two estimates for 
the hopping times and assuming a pre-exponential term of 

8 STM image of a  Ge( 1 1  1)  surface,  illustrating  the  domain  structure 1 of the ~ 2 x 8  reconstruction.  The  image  was  obtained  at  a  sample 
[ bias of 1.5 V. Extra  rows of adatoms  are  indicated  by  the  arrows. 
# From [37], reproduced  with  permission. 

Large-scale  STM  image of a Ge(l11) ~ 2 x 8  surface,  obtainea at a 
sample  bias  voltage of 4.0 V. Bilayer-deep holes, appearing  as 
dark regions, are  formed  because of the difference  in  surface  atom 
density  between  the ~ 2 x 8  and cleaved 2X 1 structures.  From [37], 
reproduced  with  permission. 
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110 

STM images of a Ge(ll1) surface containing a disordered arrangement of adatoms, introduced by residual gas adsorption at a high 
temperature. The  images  were obtained at  160°C  and a sample bias of 1.5 V. Parts (a) and (b) are two consecutive images, taken 30 s apart. 
The difference between the images is shown in (c), indicating movement  of adatom rows along the three equivalent [Oli] directions. 

lo1* s-l yielded an activation energy of about 1.2 eV for resolved in the STM images. However, stable atomic 
the adatom motion.* arrangements continued to appear near step edges or other 

As the temperature was increased, the adatoms were defects on the surface. Illustratively, Figure 22 shows two 
found to move more rapidly, until they could no longer be consecutive images of a Ge(ll1) surface that were obtained 

at a temperature of  350°C. Atomic arrangements are 

processes-adatom motion and  the  formation of vacancies which provide space for 
*The estimated 1.2-eV activation energy actually applies to a combination of two clearly visible, indicative of the surface structure, which 
the adatoms to move into. The latter process is probably  the rate-limiting step. consists of unit cells, each containing two triangular half 
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Four consecutive  images of a Ge(ll1) surface  at 220°C, obtained  at  a  sample  bias of 1.5 V. The  images  were  taken 30 s apart.  Considerable 
motion of the  adatoms  is  evident  in  the  lower  half of each  image. 

unit cells. One half of a unit cell appears brighter than the 200°C and above, indicating that it is energetically 
other half; thus, this structure can be identified as a dimer- favorable to form this structure on Ge at such 
adatom-stacking-fault (DAS) 7x7 geometric arrangement temperatures. 
[41,  451. This arrangement is the well-known  equilibrium In addition to the existence on the Ge(ll1) surface of 
structure of the Si(ll1) surface, but is unexpected for this the 7x7 structure, Figure 22 reveals that this structure 
Ge surface. Nevertheless, we commonly observe the 7x7 changes dynamically at 350°C. The uppermost unit cell of 
structure on the Ge(ll1) surface at temperatures of about the structure, which is seen in Figure 22(a), is clearly 
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Two subsequent images of a Ge(ll1) surface  at 350°C, obtained at a  sample bias of -2.5 V. The images were  taken 170 s apart. Domains 
of 7 x 7  structure are evident, with  their size decreasing  from (a) to (b). 

absent in Figure 22(b). Subsequent images of this surface 
region also revealed changes in the size of the 7x7 
domain, with the time between changes being of the order 
of the 170-s duration between images. As implied by its 
name, the DAS structure contains in addition to adatoms a 
stacking  fault which affects the atom positions in the 
bilayer below the adatoms. The observed changes in the 
size of the 7x7 domain  imply  motion of these underlying 
atoms. With the above estimate of the time between 
configuration changes, and again  assuming a pre- 
exponential factor of 10" s-l, we find an activation energy 
of about 1.8 eV. This energy now applies to the motion of 
the underlying layer of atoms, indicating that their motion 

200 requires more energy than does that of the adatoms. 

Applications of STM to other  semiconductor  surfaces 
Scanning tunneling microscopy provides numerous 
methods for characterizing clean and metal-covered 
semiconductor surfaces. Associated spectroscopic methods 
are now  well established; they yield the electronic 
structure of the surface, which in turn provides 
information on their geometric structure and chemical 
nature. Deposition and  annealing processes on surfaces 
have been studied, with STM providing structural 
information from the atomic scale to the micron scale. 
High-temperature STM imaging has been shown here to be 
useful for exploring surface processes, such as single-atom 
diffusion and the formation of ordered structures. 
Acquiring  images at different temperatures permits the 
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separation of different processes occurring on a surface, 
and the determination of microscopic details of the 
processes. Higher-speed STM imaging, currently under 
development, should be useful  in further exploiting this 
ability to study surface dynamics. 

The study of clean and metal-covered semiconductor 
surfaces in UHV constitutes the majority of semiconductor 
studies which have been performed with STM to date. 
Nevertheless, additional types of measurements are 
possible, and we briefly discuss some of those here. One 
application is in the study of actual semiconductor devices, 
probing,  for example, potential profiles, concentration 
gradients, band offsets, and other properties of such 
devices. Major impediments to this type of study are the 
requirements of (a) preparing the devices in a clean (UHV) 
environment so that the tunneling characteristics are stable 
and reproducible, and (b) quickly and reproducibly 
positioning the STM probe tip over the desired portion of 
the device under question. Several groups have managed 
to overcome these impediments [46,  471, most notably 
Salemink and co-workers [48]. They studied AlGaAs/GaAs 
superlattices, cleaved in UHV and then imaged  in cross 
section using  STM.  Positioning of the probe tip was 
accomplished in situ with a scanning electron microscope. 
Spectroscopic measurements were performed on either 
side of the AlGaAs/GaAs interface, revealing the variation 
in bandgap across the interface together with variations in 
the position of the Fermi level at the surface relative to the 
band edges. 

Another application of STM  which is difficult to 
implement  is the modification of a surface under the 
influence of some tip-induced process. In addition to the 
requirements of stability and reproducibility, this 
application requires the development of a process for 
performing the “writing.” Early work in this area included 
the localized exposing of resist films  on a surface [49],  and 
the localized deposition of metals by decomposition of 
organometallic molecules in the gas phase [50,  511. Also, it 
was found that the probe tip can be used to create small 
indentations in a Si surface [52]. Two recent developments 
in the field of surface modification demonstrate a 
significant increase in reproducibility. The first of these has 
been reported by Mamin and co-workers, who have 
written 100-A-diameter  gold dots using a gold probe tip 
[53]. The writing was made possible primarily by the field- 
evaporation of atoms from the tip. The second 
development, reported by Eigler and co-workers, was 
performed at low temperatures on Xe atoms deposited on 
a Ni surface [54]. They found that careful and precise 
application of the bias between tip and sample enabled 
them to move individual Xe atoms across the Ni surface, 
making  it possible to form lines and other patterns with the 
Xe atoms. 

Medium-energy  ion  scattering 
Medium-energy  ion scattering (MEIS) is a technique for 
the determination of surface and interface structure [ S I ,  
often complementary to the other techniques already 
discussed. The main advantages of MEIS are that 
1) it provides quantitative information by virtue of well- 
characterized ion-scattering phenomena [56];  2) it has high 
depth resolution, in particular close to the surface, where 
it can be used to carry out layer-by-layer structure 
determinations; 3)  it has high elemental resolution, even to 
the extent that the isotopes of Ga can be clearly resolved 
in MEIS energy spectra [57], and 4) it can be used to 
assess crystal structure and quality and obtain a detailed 
determination of atomic positions at surfaces and near- 
surface interfaces. The main limitations of the technique 
are that it is an area-averaging technique (in contrast to the 
microscopy techniques discussed in previous sections), and 
that care must be taken to obtain data with  sufficiently 
low  ion  beam doses to prevent sample damage. Recent 
developments in the parallel detection of scattered ions 
have greatly diminished the latter concern [57]. Finally, it 
should be noted that the experimental setup required to 
implement MEIS is rather complex and expensive, and not 
widely available. 

An excellent general review of MEIS is available in the 
literature [55]. In this section we illustrate some of the 
above features with experimental results recently obtained 
in our laboratory. 

Basics of MEIS 
Use is made of low Z ions in the energy range of 50 to 400 
keV. The lower boundary is set by the scattering behavior, 
which becomes more complex and less well  known at 
lower energies. Above roughly 50 keV the scattering is 
Rutherford-like, and the scattering cross sections are 
accurately known, permitting quantitative data analysis. In 
many cases the forte of MEIS is its high-energy resolution, 
made possible by the use of an electrostatic energy 
analyzer [58].  At  400 keV, the electrostatic field strength in 
the analyzer approaches 100 keV/cm, thus posing an upper 
limit  on the ion energy. At  an  ion energy of 100 keV, the 
energy resolution is 120 eV, compared to 15 keV in a 
typical 2-MeV Rutherford backscattering (RBS) analyzer. 
This factor 100 advantage in energy resolution is crucial to 
obtaining superior depth and mass resolution. 
Conveniently, small ion accelerators in this energy range, 
with high energy stability, are available from several 
manufacturers. 

Figure 23 shows the intensity of scattered ions obtained 
from the configuration shown in the inset [57] using a 
200-keV He’ incident beam, as a function of energy and 
scattering angle. The configuration consisted of a Si(ll1) 
substrate containing two embedded Ge quantum wells and 
an Sb monolayer adsorbed on the surface. The color scale 
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encodes scattering intensity. The clear separation of the 
Sb, Ge, and Si signals is evident, as well as the dispersion 
of these signals with scattering angle. If an  ion is scattered 
back into the vacuum upon  colliding elastically with a 
target atom, its final energy is determined by conservation 
of energy and  momentum.  With increasing scattering 
angle, the ion is expected to lose more energy to the target 
atom. At a given scattering angle  it loses more energy to a 
lighter target atom than to a heavier one, giving rise to 
elemental separation in the ion energy spectra. This 
separation increases at larger scattering angles, as can be 
seen in the figure. 

The two Ge quantum wells give rise to two distinct 
energy bands. As an ion traverses a solid, it loses energy 
by inelastic electronic energy loss processes. This inelastic 
energy loss is proportional to distance traveled in the solid, 
related to depth by a simple geometric factor. The inelastic 
energy loss per nanometer peaks for many elements in the 
50-400-keV  ion energy range (for protons and He ions). 
A typical value of this energy loss would be 200 eV per 
nanometer of path length. This, together with the high- 
energy resolution of the scattering system used, results in 
a typical depth resolution of 2-3 8, in the near-surface 
region. Because of the statistical nature of the inelastic 
energy loss processes, this depth resolution degrades 
slowly with increasing depth. In Figure 23, the Ge  signals 
curve downward to lower energy at the smallest scattering 
angles. This is due to a divergence of the path length 
traveled through the Si overlayer as  the exit angle of the 
ions becomes more and more glancing,  until  all  signal  is 
cut off at the smallest scattering angles by the surface. 

minima  in scattering intensity at well-defined scattering 
angles. This is due to the so-called blocking  effect. Ions 
scattered inside a crystal can reach the vacuum unless 
their outgoing path is blocked by other atoms. The atomic 
strings block the scattered ions very effectively and give 
rise to the observed minima. The angles at which these 
minima occur reveal the angles of the major crystal 
axes. The depths of the minima are a measure of crystal 
quality: The deeper the minima, the more perfect the 
crystal. 

Frequently use is made of the channeling effect, in 
which the incoming  ion  beam is aligned  with a major 
crystallographic direction. The first atoms in each atomic 
row cast a shadow cone onto their underlying atoms, 
shadowing them from the ion  beam. Scattering is limited to 
atoms near the surface, and the scattering yield from the 
bulk is strongly reduced. Again, the magnitude of this 
reduction is a measure of crystal quality. Shadowing and 
blocking effects are not observed in amorphous or even 
polycrystalline samples (because of area averaging). To 
obtain the data shown in Figure 23, the ion  beam was 
incident in a random direction, thus avoiding channeling 

Additionally, the Ge  and Si signals exhibit pronounced 

effects and resulting in the highlighting of the blocking of 
the outgoing ions. 

GeSi hetero-epitaxy on Si(ll1) 
The process by which atoms of one material are deposited 
on the surface of another crystalline material and assume 
the crystal structure and orientation of this substrate is 
referred to as (hetero-)epitaxial growth. Such growth 
results in intimate, even atomic contact over a large 
interfacial area. The epitaxial growth of layers of  Ge 
on Si and of Si on Ge has been of interest recently. The 
growth of layers of  Ge and Ge-Si alloys on Si has recently 
facilitated the fabrication of new  and higher-performance 
semiconductor structures [59]. However, there  are severe 
and fundamental problems to be overcome in that regard, 
deriving from the large (4.3%) difference  in lattice constant 
between Si and Ge. 

If  Ge is deposited onto Si at 500°C to ensure epitaxial 
growth, it  will  initially wet the substrate, but after only 
three monolayers have been grown, Ge islands form, 
resulting in useless material [60]. The initial wetting occurs 
because Ge has a lower surface free energy than Si. Island 
formation follows because the lattice mismatch and its 
associated strain are too large in a uniform  film. Growth of 
Si on Ge is more troublesome, because Si does not wet 
Ge,  and islands form even at the lowest coverage. 

The clean surfaces of Si and Ge contain a high density 
of dangling bonds, resulting from the reduced coordination 
of their surface atoms. The dangling bonds give rise to an 
extensive rearrangement of the atomic bonds in the surface 
to lower the surface energy. This situation can be changed 
by terminating the surface not with Si or Ge, but with a 
single atomic layer of an element having a different number 
of valence electrons, such as As or Sb [61]. In the ideal 
Si(ll1) surface, a surface atom should have three bonds to 
its underlying substrate. If the surface atom is Si, one 
valence electron should remain  in a high-energy  dangling- 
bond orbital. If the surface atom is As or Sb, two valence 
electrons should remain, filling a low-energy lone-pair 
orbital. Thus, As- or Sb-terminated Si and Ge surfaces are 
found to be extremely stable and chemically inert. High- 
quality epitaxial Ge  films have been grown  on an Sb- 
terminated Si(ll1) surface with no indication of island 
formation; the Sb monolayer was present during growth, 
and “floated” on the surface, retaining the surface energy 
at a low value [62]. 

Figure 24 shows ion-scattering energy spectra obtained 
from Si(ll1) samples containing thin  Ge  films that were 
grown without and with an Sb surface layer. First a six- 
monolayer-thick Ge film was grown at room temperature 
[Figure 24(a)]. Two Ge spectra  are shown, in random 
incidence (dashed line) and in channeling incidence (solid 
line). The lack of reduction in scattering yield in the 
channeling geometry shows the lack of crystallinity in this 
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(c) Si(lll)/Ge/Si/Sb II 

Backscattering  spectra  obtained,  using  a  200-keV  He’  beam,  from 
targets  consisting of Si(ll1) crystals  and  overlying,  thin  Ge films, 
in  both  random  (dashed line) and  channeling  (solid  line)  beam  in- 
cidence  geometries:  (a)  with  a  6-monolayer-thick  Ge film depos- 
ited at room  temperature;  (b) with a  6-monolayer-thick  Ge film 
deposited  at 600°C; (c) with  a  6-monolayer-thick  Ge film depos- 
ited  at 600°C in  the  presence of a  monolayer of Sb, which  acts  to 
suppress  Ge  island  formation. 

film. From the compact shape of the Ge peak it appeared 
that the film was quite uniform  in thickness. For a six- 
monolayer-thick film grown at 60O”C, the spectrum looks 
very different [Figure 24(b)]. Now, there is a partial 
reduction in scattering yield in the channeling geometry, 
indicating crystallinity of the film. In the random spectrum, 
however, the Ge peak has a broad, low energy tail, 
indicating the presence of  Ge islands, with  an average 
thickness of 50 A. As the ions travel through the islands 
they lose more energy inelastically than in a thinner, 
uniform  film,  giving rise to the tail. If a six-monolayer- 
thick film  of Ge is deposited at 600°C on an Sb-terminated 
surface, the result is completely different [Figure 24(c)]: 
The Sb peak appears in the scattering spectrum (at  higher 

204 energy because Sb has a higher atomic mass), and the Ge 

peak has the same compact shape as in Figure 24(a), 
indicating a uniform film thickness. In addition, the 
channeling spectrum shows a strong decrease in  Ge 
scattering intensity because of the excellent crystal quality 
of the epitaxial Ge  film. The Ge peak occurs at a 
somewhat lower energy than in Figures 24(a) and 24(b), 
because for (c) the Ge  film was overgrown with a thin 
epitaxial Si film, which was also uniform in thickness and 
displayed excellent crystallinity. 

Ge  films that were grown  with thicknesses of one to 100 
monolayers using Sb termination were examined. The 
resulting ratio of channeling to random scattering intensity 
(commonly referred to as the “minimum yield,” x,,), a 
measure of crystal quality, is plotted in Figure 25. Initially, 
xmin is very low, as expected for a high-quality epitaxial 
film. In fact, below a thickness of eight monolayers, the 
Ge  films were pseudomorphic with the Si substrate. With 
increasing Ge  film thickness the minimum  yield increases 
rapidly, indicating a breakdown in crystal quality as misfit- 
strain-induced defects are injected into the film. 
Surprisingly, with increasing thickness, x,, drops again, 
eventually to the same low value seen for very thin 
films,  showing a recovery of crystal quality. Detailed 
investigations using TEM revealed that the increase 
of xmin coincides with the injection of an interfacial misfit 
dislocation network, completely relieving  misfit strain 
[62,  631. Once this network is in place, the epitaxial film 
has the Ge lattice constant and can continue to grow 
without defects. Ion-scattering spectra obtained from the 
thick films showed an ion-scattering peak at the Ge-Si 
interface,  related to the presence of dislocation  strain  fields. 

The future of MEIS 
We have indicated how MEIS may be used to study 
epitaxial growth processes, in situ, with high resolution. 
The technique has been used to study a large range 
of phenomena, including surface relaxation and 
reconstruction, interface atomic structure and composition, 
surface melting,  silicide formation, epitaxial growth in 
semiconductors and metals, oxidation and oxide removal, 
and polymer-metal interface formation and  interdiffusion. 
The  common attribute of MEIS for such studies has been 
that it  can be used to obtain quantitative information with 
relative ease and with high depth resolution. 

In our laboratory the use of MEIS is combined with 
the use of valence-band and core-level photoemission 
techniques, permitting an evaluation of the electronic and 
chemical structure of a sample under study. Detailed 
structural information may be obtained using  high- 
resolution TEM after removal of the sample from its 
growth chamber. With the MEIS technique, on the other 
hand, epitaxial layers may be studied with high depth 
resolution directly in their growth chamber, and their 
growth may be continued after inspection. It is this 
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combination of depth and mass resolution, the capability of 
studying surface, interface, and crystal  structure,  the 
integration with other surface-analysis techniques, and the 
quantitative  nature of the  results obtained that make MEIS 
a unique and powerful technique. Although a decade ago it 
was available only at the  Dutch FOM Institute in 
Amsterdam, about ten systems now exist worldwide, and 
its use is  expected  to increase. 

Concluding  remarks 
Continued progress in microelectronics will rely more on 
the use of techniques for characterizing critical portions of 
device and circuit structures than in the  past. Tighter 
control of manufacturing process and higher demands 
regarding reliability will require an increased understanding 
of associated materials-related aspects. The highly 
sensitive analysis techniques  described here will likely play 
an important role in that effort. In the past decade  we  have 
seen the steady improvement of transmission electron 
microscopy, the rapid advancement of small probe 
techniques used in scanning transmission electron 
microscopy, and the emerging of scanning tunneling 
microscopy and the medium-energy ion-scattering 
technique. To meet the challenges ahead, it is anticipated 
that  these  techniques will evolve toward more automation 
for data acquisition, more versatility for studying a wide 
variety of materials in different ambients, and more 
flexibility for in situ observations. 
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