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As digital simulations and computations become
more complex, larger volumes of output are
generated; the engineer must select a concise
method of displaying the output and extracting
relevant information. In this paper we describe
an experimental system called the Visual
Interpretation System (VIS), which provides a
wide range of tools for managing the
visualization of simulation data. The
effectiveness of VIS results from an interactive
interface which controls a database manager
and a visualization manager. The database
consists of entities called data sets that carry a
complete description of the geometry and time-
dependent behavior of various properties of a
simulated physical object. Visualization
management involves both 2D and 3D imaging in
multiple display windows and animation. Three-
dimensional data imaging is based on optical
modeling with back-to-front perspective
projection. The optical model assigns color and

attenuation to each point on the basis of its data
value. With the appropriate choice of attenuation
and color, the user can display multiple 3D
regions, either as solids or transparently. This
approach is not based on surfaces, nor does it
require the data to have spatial continuity. The
usefulness of VIS is demonstrated with data
from a large-scale simulation of a transistor. We
demonstrate how 3D visualization techniques
provide insight into the physics of isolation-
trench-bounded devices at both room and low
temperatures, which facilitates the development
of improved designs.

1. Introduction

Complex computations hold the promise of new
discoveries and improved technology. However,
engineers and scientists are often confronted with the
difficult task of interpreting the interrelationships
between several variables in a three-dimensional region.
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Tools are required in order to visualize the results and
fully utilize the results of costly computations [1-4].
Visualization requirements occur in postprocessing and
concurrent processing, Visualization for postprocessing
involves interpreting results of a completed computation.
Concurrent visualization involves interpreting
intermediate results in a long computation; the goal is to
evaluate convergence and possibly adapt the
computations to improve accuracy or convergence.

A system for visual data interpretation should address
format conversion, data storage and retrieval, the user
interface, visualization methods, and capture of results
on film or videotape. Frequently, data format conversion
is required to convert floating-point numbers generated
at irregular mesh points to integers in a rectilinear array.
To ensure interactive speeds, it is important to consider
data storage and retrieval. Typically, the output of a
large-scale computation/simulation involves several
variables; each variable may involve two to ten
megabytes. The output is a series of 2D or 3D arrays
corresponding to variable values in a 3D region; array
dimensions are usually around one or two hundred data
points. Even though the arrays are small, they may be the
output of computer runs taking several thousand CPU
minutes. The user interface and display methods are key
aspects of a visualization system, and are the subjects of
this paper. Capturing the results of visualization on film
or video allows the user to present results remote from
the display, and allows several scientists to review results
with a common visual representation of the data. The
authors have implemented a video system to generate
tapes based on a simple command script [5].

Traditional display methods based on contour plots,
mesh surfaces, or tiled structures are not adequate for
visualizing complex multiple-variable data, and a surface-
based model of 3D data arrays does not have the capacity
needed for visual interpretation. Data interpretation is
more complex than everyday viewing of surfaces, and
volume visualization is required. The user may wish to
visualize a nebulous 3D region, data without distinct
surfaces or structures, or a region buried inside a larger
structure. Also, often a vector field must be displayed,
which may involve sources and drains. To be useful,
these techniques need to be part of a software system
which is convenient to use. The system must provide
visualization tools in terms of the engineer’s application,
not graphics jargon,

Volume visualization is the major display requirement
of many data interpretation systems. The volume-
rendering algorithm presented by Drebin is based on
probabilistic material classification; each voxel (three-
dimensional cubic element representing a data point in
three-dimensional space, or “volume pixel”) is assigned
material percentages [6]. Color, attenuation, and density
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are associated with each material, and are the basis for
imaging translucent regions or solids with surface
reflection. This approach has been used effectively for 3D
medical imaging [7]. The approach presented by Levoy is
based on “soft classification” of surfaces, i.c., a
continuous variation of attenuation [8]. Surface artifacts
are reduced with soft classification. Surface shading is
based on light direction and the viewer’s line of sight
relative to the normal of the surface. The V-BUFFER [9]
method presented by Upson is a general visualization
approach for small 3D arrays. Vertices of each data cell
are mapped into color, attenuation, and texture, and then
interpolated and projected onto appropriate image pixels.
This generalized cell approach has the advantage that a
nonuniform mesh can be imaged. Schlusselberg [10, 11]
uses a similar approach based on ray tracing for medical
imaging. Prior work [12-14] by Farrell, Zappulla,
Christides, and Appino demonstrates how an optical-
model technique provides an effective tool for volume
visualization with a range of interactive options by
simply changing a color map.

The objective of this presentation is to describe a
system for visual data interpretation which has been used
successfully in several application areas. In the following
section, the Visual Interpretation System (VIS) is
described. In the third section, the volume visualization
methods used in VIS are presented. In Section 4, the
utility of VIS is demonstrated by using it to visualize and
interpret results from a large-scale simulation of a
transistor. The paper concludes with a discussion and
references. (System hardware is described in the
Appendix.)

2. Visual Interpretation System

The Visual Interpretation System (VIS) is a tool for
understanding complex multidimensional data sets.
Scientists and engineers are the intended users of the
system. The design goals of VIS are the following:

o Ease of use. The process of creating a useful image
from multidimensional data is inherently complex.
Many tasks and parameters are required, including
data selection, type of visualization, color, amount of
transparency, cutout, spatial orientation, and scale.
Without a flexible, consistent, and convenient user
interface, the scientist/engineer is quickly
overwhelmed. User interface features that enhance ease
of use are multiple windows, a close matching of user
tasks to window design, and the ability to manipulate
data in its original application context.

o [Interactivity. Visualization of data sets from the
computational sciences is an iterative process where the
“best” image is not known a priori. To be useful in this
context, a visualization tool should let the scientist or

E. J. FARRELL ET AL.

27



28

User interface

{

Database manager

!

Visualization manager

[ Interface routines J L Imaging routines l

[—Data and description J L Image and description_l

Data Display or hard copy

Components of the Visual Interpretation System.

engineer generate many different images from the same
data set [15]. VIS emphasizes interactive visualization
to create an environment for exploration and
experimentation. Many visualizations can rapidly be
created from variables within a data set or from related
variables in different data sets. Photorealistic rendering
takes a back seat to the need for interactivity.

e Discipline-independence. Although the computational
sciences are a diverse collection of disciplines, there is
general agreement that considerable common ground
exists in their visual needs [16]. Many visualization
techniques have applicability to a wide range of
disciplines, which opens up the possibility of generic
visualization. The requirements of discipline-
independent visualization include the ability to handle
data sets from disparate sources and the ability to
visualize data in many different ways [17]. VIS
addresses these requirements with a database manager
and visualization manager, respectively. The database
manager provides consistent methods for dealing with
multidimensional data sets and separates data
management from visualization. The visualization
manager provides methods for creating 2D, 3D, and
4D (dynamic 3D) images of multidimensional data.
Particular emphasis is placed on multivariant
techniques [13] such as variable masking, classification,
and derived variables.

A review of the steps involved in the data
interpretation process is useful for the discussion to
follow. The data interpretation or computational analysis
cycle is composed of three processes: filtering, mapping,
and rendering [16, 18, 19]. A filter takes data as input
and produces data in another form. Examples of filtering
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operations include interpolation, smoothing, and
histogram normalization. The mapping process converts
data into geometric (points, lines, surfaces) or image data.
Rendering creates an image from the data generated by
the mapping process. The user must specify many
parameters before a rendering routine can produce an
image. Typical parameters needed by a renderer include
color, transparency, shading, orientation, and placement.

VIS concentrates on volume mapping and rendering
techniques. The scientist’s data are assumed to be scalar
values on a uniform grid. Any filtering required to
reformat the data is not at present included in the
system. Tasks faced by the user of VIS are selection and
retrieval of data, selection of rendering routine, and
specification of rendering parameters.

The main components of VIS are the database
manager, user interface, and visualization manager (see
Figure 1). The backbone of the system is the database
manager, which isolates the details of data management
from the rest of the system and provides routines for data
definition and manipulation. Central to the usability and
success of VIS is the user interface through which all
system components are accessed. The visualization
manager maps data to 2D, 3D, or 4D images, renders the
images, and accesses a visualization database for saving
and retrieving images. The following sections describe the
database manager, user interface, and visualization
manager in greater detail.

e Database manager

The primary goal of the VIS database manager is data-
independence, i.e., consistent handling of data from a
variety of sources. The VIS database contains original
data plus a high-level data description creating a self-
describing data format. A standardized data format
facilitates writing generic visualization routines. The data
description makes data interpretation easier because the
scientist manipulates data with familiar names and
physical units. Another benefit of the database manager
is the separation of low-level data management activities
from the rest of the system.

The idea of using descriptive information about data to
achieve data-independence does not originate with the
VIS database manager. Prior efforts such as the Block
Data Set [20] and the FLATDBMS [21] used the same
concept but were designed for programmers, not
scientists. The VIS database manager is an
implementation of the Common Data Format (CDF)
concept [22], which presents a view of the data similar to
the scientist’s own.

The architecture of the VIS database manager is
divided into two levels, conceptual and physical.' The
mmbase systems [23, 24] include a third, or external, level, which is

the view of the database for an individual user. For the VIS database manager, the
external level is identical to the conceptual level.
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conceptual level represents the view of the database
shared by all users, and the physical level describes the
physical organization of the database [23, 24]. The rest of
this section examines the conceptual view of the database
presented to end users, the view presented to application
programmers, and the physical organization of the
database.

The conceptual view of the VIS database system is
designed to match the scientist’s view of the data. A
scientist works with collections of data that represent
solutions to a computational model. A single data
collection or data set is the result from one run of the
model with certain underlying assumptions, initial
conditions, and boundary conditions. In VIS, the
scientist manipulates a conceptual entity called a data set
that represents a hierarchical collection of entities called
variables (see Figure 2). For example, a data set
representing simulation results for a MOSFET device at a
specific temperature might contain gate voltage, electron
density, and electrical potential variables. Both data sets
and variables have attributes. Data set attributes describe
some aspect of the data set, such as name and size of the
computational grid. Variable attributes describe some
aspect of a variable, such as type (dependent or
independent), name, valid range, and units. Variables
also contain original data and attributes describing the
data, such as resolution and format.

The VIS database system includes two tools for end-
user database interaction. The database lister creates
individual views of the database. Data sets can be
retrieved and sorted by a number of attributes, including
name and keyword. The database editor lets the scientist
add, delete, or modify data set and variable entities in an
interactive windowed environment.

While the scientist end user can interactively define
and edit data sets without writing a program, an interface
exists to satisfy the needs of application developers. A set
of routines are available for defining and editing data
sets, variables, and their respective attributes. The
database manager component of VIS can be incorporated
into other programs with the accompanying advantages
of data-independence and encapsulating data
management.

The VIS database is organized into an indexed file plus
one binary, random-access file per variable per data set.
The indexed file contains data set records implicitly
connected [25] to variable records. Both record types are
variable in length and consist of a sequence of attribute/
value pairs. Variable records also hold a pointer to the
file containing the variable’s original data. Database files
are transparent to both the scientist, who accesses the
database through the database lister and editor, and the
application programmer, who accesses the database
through the interface routines.
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Units = volts

Hierarchical structure of a data set.

o User interface

The VIS user interface affects usability more than any
other component of the system. It is the scientist’s sole
line of communication with the system and must be
carefully designed to assist and not hinder the
interpretation of multidimensional data sets. Design goals
of the user interface include flexibility, consistency, and
convenience. The rest of this section briefly describes the
VIS two-screen system before looking at features of the
user interface that impact our design goals.

The VIS two-screen system includes a control screen
for user interaction and a display screen for showing the
resulting image. The two screens have different uses and
different requirements with respect to the user interface.
The control screen is used for all of the tasks in the data
interpretation process except display of the final image.
Some of the tasks involved are data selection, scene
description, and color specification. A user interface
utilizing the “desktop” metaphor with overlapping
windows seems the best match for the intended uses of
the control screen. Windowing environments enjoy great
popularity because separate activities can be placed in
physically separate parts of the screen [26]. Control
screen activities are separated into windows based on the
dimensionality of the image, e.g., 2D, 3D, or 4D.
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Unlike the control screen, which is responsible for
many tasks, the display screen is solely responsible for
image presentation. Different images are shown on the
display screen, where they can be compared and
contrasted without the clutter of the windows, menus,
and sliders on the control screen. The display screen is
separated into four tiled windows to avoid the added
confusion of overlapping images and to simplify data
interpretation. Display window selection and window
operations are managed by an icon on the control screen.

The overlapping windows on the control screen allow
the scientist flexibility. The novice user can use one
window at a time in a sequential manner, while the more
experienced user can bring up multiple windows and
move easily among different display modes. Many
scientists like to bounce back and forth between 2D and
3D display methods until they have isolated a particular
area of interest in their data. The VIS user interface
accommodates users at various levels of expertise by
adapting to the way they like to work.

While overlapping windows afford the scientist a
degree of flexibility, we must make sure consistency is
not compromised. Consistency can be thought of in two
ways. There is consistency in the user’s mental model of
the system and consistency in the way the user controls
the system [27]. VIS is a tool for data interpretation for
which typical user tasks are data selection, imaging
routine selection, imaging parameter specification, and
image display. The user interface reinforces this model by
matching user tasks to specific areas of a control screen
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window. Consistency in user control is addressed in two
ways. First, each control screen window is responsible for
a particular display mode; 2D, 3D, and 4D display
modes are controlled from the 2D control screen
window, 3D window, and 4D window, respectively.
Second, each control screen window obeys a consistent
design (see Figure 3). A control screen window is divided
into the following subwindows:

e Status area. The status area keeps the user informed
about the task that is currently executing. A help
button is also available.

e Data set selection. This subwindow lets the user select
and edit data sets and variables.

e Display window selection. This subwindow contains an
icon for selecting a display window and a pop-up menu
for selecting window operations such as erase and
zoom.

o Imaging creation. In this subwindow the user selects
imaging routines, specifies parameters, and creates
images.

The consistent layout of control screen windows fosters
consistent control of the tasks in the data interpretation
process and a consistent user model of the system.

Features of the user interface intended to make the
system more convenient are intuitive data handling and
profile customization. The VIS user interface takes
advantage of the high-level data description kept in the
database by letting the user manipulate data in its
original context. The scientist examines variables with
original names and physical units. Information on the
valid range for a variable is used to establish sensible
defaults. The end result is a more intuitive visualization
mapping subwindow which simplifies the tasks of
parameter specification and facilitates the data
interpretation process. Profile customization lets the user
override system defaults such as window color, window
location, and scene description parameters.

o Visualization manager
The VIS visualization manager is responsible for creating
all 2D, 3D, and 4D images. The tasks of the visualization
manager are twofold, creating the parameter map and
creating the image. Intuitive data handling simplifies
parameter specification because the scientist manipulates
data with familiar names and physical units. The imaging
task is critical to system interactivity because this is
where the user spends most of his time. The remainder of
this section describes the 2D, 3D, and 4D imaging
routines and concludes with a discussion of the
visualization database.

The 2D component of the visualization manager is an
important adjunct to the 3D visualization routines
because scientists are more familiar with 2D displays of
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their data. The scientist can display 2D slices along a
coordinate axis for a specific value of the independent
variable or examine 2D slices for a specific grid value
while the value of the independent variable changes.
Image slices can be displayed in gray level or pseudocolor
with or without contours.

While 2D imaging routines are useful, VIS emphasizes
data interpretation in the 3D domain. The visualization
manager uses a flexible optical-model approach to
volume visualization. To display multiple 3D variables,
the visualization manager implements a multivariant
technique based on volume texturing. Details of the 3D
imaging methods are deferred to the following section.

The 4D component of the visualization manager
creates dynamic 3D images and is more aptly called the
animation manager. The animation manager uses key
frame animation and linear interpolation of data
attributes to produce animation sequences. Individual
frames are created by the 3D imaging routines.
Animation playback is based on the rapid display (at
least ten frames per second) of precomputed frames. The
methods used to store and access animation sequences
dictate the limitations of the animation. The animation
manager displays precomputed frames stored in the
frame buffer of the image processing computer (see the
Appendix).

The animation manager allows a variety of effects
including rotation, moving a cutout through the data
volume, animation based on different values of the
independent variable, and changing structure
transparency. A special type of animation sequence called
a browse sequence can also be created. A browse
sequence contains animation frames with spatial
orientations clustered around a central key frame. When
the sequence is replayed on the display screen, the
scientist uses a mouse to interactively browse different
orientations of his original key frame (3D image). The
3D image moves left, right, up, and down with the
movement of the mouse.

Creating images is an important feature of the
visualization manager, but equally important, if not more
s0, is the ability to save and retrieve interesting images.
The visualization manager contains a visualization
database for storing images from the 2D, 3D, and 4D
imaging routines. The visualization database holds image
data plus a high-level image description. This is similar in
concept to the database described in the preceding
section on the database manager. The descriptive
information about an image is a complete record of the
parameter map used to create that image. The scientist
can retrieve the image, the parameter map used to make
the image, or both. This provides a flexible mechanism
for parameter map reuse or templating. The visualization
parameters of an image in the database can easily be
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applied to another data set or used as the starting point
for further exploration of the current data set.

Another benefit of the visualization database is the
ability to create hard copy that is faithful to the original.
In the words of Thomas A. DeFanti, “If you can’t record
it, it ain’t science.” Access to the descriptive information
about an image lets application programs generate hard
copy using original image and data set attributes. We
have implemented a program that creates and records
video scripts. The program extracts information (number
of frames, frame size) from the visualization database
before recording animation sequences {5). We can
imagine a more sophisticated program that lets the
scientist browse the visualization database, select an
image, interactively label the image with the descriptive
information in the database, and create a 35-mm slide or
record a frame on videotape.

3. Visualization techniques

Visual data interpretation is a process handled by the
visualization manager of VIS. It involves several basic
tasks. The user first reviews the data with 2D imaging to
confirm that it is loaded correctly, and that preprocessing
and reformatting have not introduced artifacts. The next
task is to determine the general shape and locations of
key regions in three dimensions. After interrelating these
regions, the user may wish to determine the distribution
of values within them. When several variables are
involved, it is necessary to compare regions in different
variable spaces. In some cases, these 3D data sets may
also depend upon an independent variable, such as time;
and an animation series is required. The user may iterate
through these tasks several times to obtain a complete
understanding of the data.

These basic interpretive tasks impose four operational
requirements on the visualization techniques. First, the
user must be able to translate the image on the screen
into an understanding of 3D relations in the data. He
needs a unique interpretation, i.e., to be able to invert the
displayed image to obtain an unambiguous
understanding of the data. Distortions can be introduced
by the visualization method itself. For example, the
surface shading method can introduce artifacts
comparable to data fine structure. Distortion can also be
introduced by overprocessing the data. The data are
filtered to form a smooth structure, but small variations
are lost. Second, visualization techniques must be
versatile, since applications often involve a wide range of
data structures. Data interpretation is exploratory; both
2D and 3D options are required. A third requirement is
interactive imaging. The user needs a response within five
to fifteen seconds for volumetric imaging of complex
data. The fourth requirement is ease of use; underlying
imaging operations should not get in the way. 31
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These four operational requirements are the guidelines
used in developing VIS. They dictate which visual clues
are implemented, and the approach used to form images.
Easy-to-use methods are preferred over sophisticated
methods which produce a “realistic” image. The goal is
to express the data in a visual form which suggests the
spatial relations. Rendering based on a realistic model is
computationally intensive and more difficult to use, since
a larger number of parameters are required.

Cues used to express depth and shape are discussed in
the following section. In the subsequent two sections, on
the optical model and image formation, the technique of
forming a 3D image is described. Interpretation of
volumetric data and multiple-variable methods are
presented in the last two sections.

e Depth and shape cues

Artists and video animators use a variety of visual cues to
express the shape and location of objects [28]. Their task
is basically similar to that of the computer graphics user,
namely, to create a 2D image that expresses 3D
relationships. The cues used by artists are a valuable
collection of techniques for visual data interpretation.
There are three general types of cues: microscopic,
mesoscopic, and macroscopic. The four operational
requirements (invertability, versatility, interactivity, ease
of use) determine which cues are implemented in VIS
and which cues are excluded. Some cues may be useful,
but have not yet been evaluated for VIS,

Microscopic

Microscopic cues are related to local surface and depth
properties. Surface color tiling expresses the shape and
curvature of a surface and is simple to interpret [29]. The
use of data-dependent surface colors is also a useful
technique; the user can display two variables in one
image. Volume texturing is based on mapping each point
of a region into a color based on the data value, and is a
simple method of forming surface colors [30-32]. In
addition, since the entire volume is colored, even the
surfaces of 3D cutout regions have data-related colors
[13, 33]). Transparency is also a powerful microscopic cue
for visualizing the internal distribution of data values.
Transparency and volume texturing are implemented
with VIS.

Surface reflection is effective in displaying the
curvature of surfaces. However, for irregular regions and
small data arrays, surface reflection may complicate
interpretation, especially with transparency or volume
texture. Surface texture or roughness, which depends on
data values, is feasible but not appropriate for most data
visualization applications. Also, reflection and texture
require additional computation and hinder interactivity;
they are not implemented in VIS,
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Mesoscopic

Mesoscopic cues relate to the overall shape and location
of structures or regions. Depth shading is a very useful
cue. It is based on the visual association of objects of
comparable value (lightness), and does not require data
continuity [12]. Depth shading is implemented in VIS by
using ambient attenuation in data space, as described
below. Depth shading as implemented in VIS does not
increase the time required to form a 3D image.

Relative motion during rotation is a powerful
mesoscopic cue. It improves spatial perception in three
ways. First, as the data rotate about their center in space,
points in the front and back can easily be distinguished
because they move in opposite directions in the 2D
image seen by the viewer. Second, a clearer perception of
3D shapes is obtained, because structures are seen from
several different orientations. Third, disjoint fragments of
a region are seen as parts of the same structure since they
move together in a coherent manner. Motion is achieved
in VIS using animated display of a series of 3D images.

Stereographic imaging is seldom used in visual arts, but
is effective for 3D data interpretation. Methods based on
shuttered glasses or polarizing plate over the CRT screen
are particularly useful and simple to use. A method
which does not require special hardware is based on
forming two images, one rotated six to eight degrees
relative to the other, and viewing them with crossed eyes.
VIS provides an option to form two adjacent images on
the screen for direct stereo viewing, two interlaced images
for shuttered systems, and scaled images for field-
switched stereo.

Position and scale are often used in art, but seldom
used in technical imaging. Objects positioned at the base
of the image appear closer than objects near a central
horizon line. Also, a larger shape is interpreted as closer
than a smaller one. Color can also be used to suggest
position; stronger colors (red vs. blue, saturated vs.
unsaturated) are perceived as closer. Position, scale, and
color cues are available with VIS, but require evaluation
for data interpretation. Perspective representation of
objects is frequently used in classical drawing and
painting, and is implemented in VIS. Shadows formed by
a light source improve perception of spatial relationships,
but require significant computation and may cause
ambiguous interpretation with volume texturing and
transparency. Shadows are not formed with VIS.

Macroscopic

Macroscopic cues concern the overall image. Objects
displayed in a three-dimensional “room” are interpreted
as three-dimensional; the 3D environment suggests that
the objects are also 3D. These macroscopic cues also
provide a spatial reference frame. The object can move
relative to the frame, or the point of view can change;
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i.e., the user can move around the object, viewing it
through the display window.

A 3D space is suggested with linear and aerial
perspective in VIS. Linear perspective is based on linear
bars that diminish toward a horizon line. Aerial
perspective is based on a color shift to less saturated and
bluer colors. These two cues are used to form the base
plane in the 3D images formed by VIS. Aerial perspective
is assumed to change exponentially with distance from
the viewer. Changes in base-plane texture also provide
depth cues; however, texture changes require more
computation and may conflict with data changes when
transparency is used; texture is not implemented.

o Optical model

An optical model is implemented in VIS to display and
interpret 3D data; the selected visual cues have simple
implementations, and the four operational requirements
(invertibility, versatility, interactivity, and ease of use) are
met. The optical model is based on assigning a color and
attenuation to each point on the basis of its data value. It
is an effective method for displaying and interpreting
volumetric data [6, 9, 12, 34]. The model accommodates
several options, such as cutouts, region highlighting,
volume texturing, and domain stripping [13].

The optical model is a mathematical representation of
a three-dimensional region divided into cubes, called
voxels. A parameter map determines the transformation
of data values into voxel attenuation and brightness.
Different features in the data array are visualized by
selecting the appropriate combinations of voxel
attenuation and brightness, i.e., parameter maps. The
map may include dependence on position to form a
cutout, or changes from key frames to form an animation
series. This approach is not based on surfaces, nor does it
require the data to have any internal structure.

Since the optical model is based on volume-filled data,
the input data array may require preprocessing [29]. In
computer simulations, output data values are often
computed at mesh points which are not uniformly
distributed in space. For the approach used in VIS, it is
necessary to interpolate the data to a uniform rectilinear
grid. If the data are obtained from a scanning device, the
distance between scan plans may be larger than the pixel
separation. The scan images can be replicated or
interpolated to fill between the scan planes [12].

& Image formation

To display the 3D optical model, i.e., a “cube” of colored
voxels, it is necessary to project it onto a plane
corresponding to the display screen. The model is defined
in object space; its projection is in image space. A back-
to-front (BTF) method is used in VIS. The rear data
plane is projected and merged over the projection of the
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background, taking into consideration the attenuation
and color of the data points. (The background is a
precomputed perspective base plane and uniform rear
plane.) The next-to-rear data plane is then projected and
merged over the composite of the background and first
data plane. This procedure is repeated until all the planes
are projected.

This BTF method satisfies the four operational
requirements, and has several advantages. As the final
image is being formed on the screen, meaningful
intermediate images are obtained. The user does not have
to wait for the final image to obtain results; there is no
wasted time. Further, the method is simple and permits
high-speed implementation.

The z axis (the axis toward the viewer) need not be a
spatial dimension. It can correspond to time; the 3D
image then presents an entire 2D process in one image
[13]. The z axis can also correspond to an independent
variable, such as gate voltage in the case of a switching
transistor. The process of device switching can then be
seen in one image.

In VIS a perspective projection is used, as opposed to
an orthogonal projection. There are three basic steps to
add each successive plane to a 3D image. First, the data
values are mapped into color and attenuation. Second,
this image is warped to form a perspective image at the
correct position and orientation. Third, this transformed
image of the data is merged over the current 3D image in
the BTF projection sequence. The merge operation
consists of multiplying the current 3D image by the
transmission of the transformed image and then adding
the transformed image [6, 13]. The same attenuation is
used for each color; i.e., there is no color dependence in
transmission.

The BTF projection method provides rapid 3D
imaging with a wide range of interactive options. The
computation structure and data access are the same in all
cases; only the color/attenuation map is different. The
time required to form the image is independent of which
options are used.

A solid structure is formed by using maximum
attenuation (zero transmission) for selected voxels, such
as all voxels whose values lie in a specified range. The
same region is displayed transparently by setting
attenuation near zero. Depth shading is achieved by
assigning a small attenuation without color to unselected
voxels. Multiple solid or transparent structures are
formed by selecting multiple value ranges. A 3D region is
removed, or “cut out,” by setting the color and
attenuation of the cutout region to the background value.

o Volume visualization
One of the most difficult tasks of visual data
interpretation is visualizing the 3D distribution of values
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in a selected region. The optical model with various
visual cues implemented in VIS provides three options:
volume texturing, colored ranges, and transparency.
These options are described here and illustrated in the
following section with output from a large-scale
simulation.

The volume texture option is based on mapping each
voxel in the selected region to a color which reflects its
value [9, 12, 13, 30]. Typically, a spectral-type map is
used, with blue corresponding to low values, yellow to
intermediate values, and red to the highest values. With
this option, interior values may be seen by “cutting out,”
or removing, a region in front. The cutout region can be
“swept” through the data by forming several 3D images
with different cutouts, using animation for display. An
alternate approach is to split the region open with a
“cutting” plane and rotate the two segments in opposite
directions. This approach has the advantage that nothing
is removed and the interior is visible. With animation the
segments can be opened and closed to clarify the
interrelation of left and right parts [12].

The color range option is based on selecting several
value ranges and using a distinctive color for each range.
The data are then displayed as concentric shells, with
different colors corresponding to different values. When
appropriate ranges are selected, the shells will have space
between them, and the distribution of values can be
visualized. Unselected voxels have zero color and small
attenuation for depth shading.

Transparency is a third option for visualizing the
interior of a region. There are three aspects of transparent
imaging. The first aspect of transparency is spatial
dependence; there are three types of spatial dependence.
The first dependency is based on displaying the surface or
exterior shell of the selected region transparently, like a
soap bubble [9, 35]. This type of imaging displays the
extent of the selected region and its curvature if exterior
light sources are used. With the second type of spatial
dependence, the selected region can be imaged with a
uniform color. The viewer can then perceive the
thickness of the selected region. The third spatial
dependence assigns color and/or attenuation based on
data values. For this case the viewer can interpret the
distribution of values within the select region
[6, 9, 13, 30, 34, 36].

Value dependence is a second aspect of transparent
imaging, i.e., the dependence of attenuation and color on
the data value. If voxel attenuation depends on data
values and if voxel color is set to zero, an absorptive 3D
region is modeled. By projecting this region against a
bright background, an X-ray-like image is obtained. On
the other hand, if attenuation is set to zero and color
depends on the data values, a luminous region is seen. A
third option is to have both color and attenuation depend
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on the data values in the selected region. In VIS the
relation is modeled as dense emitters, i.e., small luminous
opaque particles. The concentration of particles is
proportional to data value [34]. The dense emitter model,
which has a natural interpretation as a luminous cloud,
has been useful in several applications.

The third aspect of transparent imaging is the method
of combining overlapping voxels. One approach is based
on averaging. For example, if the voxel has a
transmission of 80 percent, with averaging, 20 percent of
the rear voxel is added to 80 percent of the front voxel.
The second approach is based on addition: 20 percent of
the rear voxel is added to the front voxel. The first
approach has the advantage that the resultant colors
never exceed unity. The second approach has the
advantage that it represents a physical process;
attenuation is an exponential function of path length.
The second approach is used in VIS,

The optical model in VIS can implement most
transparency options. A transparent 3D image provides
more information than an opaque image; however, it is
necessary to increase perceptual “dimensionality” with
stereo or animation. Small-angle animation with stereo is
very effective, as demonstrated by Wixson [37, 38].
Transparent imaging is especially useful for imaging data
with multiple, finger-like regions [12, 13, 39].

o Multiple variables

Large-scale simulations of complex physical processes
frequently produce several variables. For example, a
simulation of a solid-state device involves 3D
distributions of electron density, hole density, and
electrical potential. Visual interpretation of these results
requires special options, since the user must perceive and
interrelate several 3D distributions. This kind of
composite perception is outside ordinary experience, and
therefore requires some care in visualization.

Three options are available with VIS, The user can
view several windows on the display screen with a
different variable in each window {29]. This approach has
the disadvantage that it is difficult to relate corresponding
3D positions, although it does provide a complete display
of the variables. A second option is to combine a couple
of the variables to form a new variable. Variables can
also be combined using multiple-variable classification to
map each voxel into a class. A 3D image of class index is
displayed with different colors for each class [12, 40, 41].

A third option is based on a volumetric texture map.
Voxels in the data space are colored with reference to the
first variable. A structure is then selected based on a
range of values of the second variable; i.e., only voxels
with values in this range are displayed with colors based
on the first variable. The user sees a region defined by the
second variable with surface colors defined by the first
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variable. If a section is removed from the structure,
values of the first variable are seen in the interior of the
structure, and on the faces of the cutout.

4. VIS and transistor design

In the preceding sections, data management and
visualization features of VIS have been described. Several
concepts are illustrated in this section with the output of
a large-scale transistor design. However, data
interpretation is an interactive, exploratory process; the
utility of VIS can be only partially presented with still
frames and video.

e Background

The basis of the present complementary metal-oxide-
semiconductor (CMOS) technology is the metal-oxide-
semiconductor field-effect transistor, or MOSFET. As an
element in a circuit, this device acts as a voltage-
controlled current source; a voltage applied to one
terminal controls the amount of current that flows
between two other terminals.

A simple MOSFET structure is depicted in Figure 4. A
voltage applied to the metal or heavily doped polysilicon
gate contact, which is isolated from the silicon substrate
by the gate oxide, modulates the charge density at the
silicon surface. When a sufficiently large positive gate
voltage is applied, a large electron density appears at the
surface. In general terms, the gate voltage required to do
this is known as the threshold voltage; it can be adjusted
by changing the impurity doping level in the silicon. This
allows the electron-rich source and drain regions to be
connected electrically; with a positive voltage on the
drain and the source grounded, an electron current flows
from the source to the drain. When no voltage (or a
negative voltage) is applied to the gate, there are no
electrons at the silicon surface and no current flows.

As device dimensions continue to decrease, isolation of
one FET from another has become a more difficult issue.
To date, local oxidation of silicon (LOCOS) isolation has
been sufficient to accomplish this task for devices with
dimensions larger than one um. A basic LOCOS
structure is depicted in Figure 5. This structure is formed
by depositing silicon nitride and patterning it
lithographically to cover only the regions that will
eventually contain the FETs. Conventional wet-furnace
oxidation is used to grow the oxide. This prevents leakage
from the source of one FET to the drain of an adjacent
FET. In addition, as shown in Figure 5, this allows a gate
that will eventually reach another FET to pass between
two existing FETs without forming an unwanted FET
under the LOCOS (due to the thick oxide).

Below 1 um, the encroachment of the oxide “bird’s
beak” (Figure 5) into active device regions has proven to
be a limiting factor. This leads to thicker oxide in the
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active device region, hampering device performance. In
addition, dopant atoms migrate under the LOCOS into
the device areas, further affecting device behavior.

An alternative technology involves etching a trench
and filling it with oxide to provide isolation [42]. This
shallow trench isolation (STI) approach has been
demonstrated to be a feasible technology for submicron
isolation, eliminating the bird’s beak.

However, the introduction of this technology has
radically changed device behavior. In LOCOS-isolated
devices, a polysilicon gate running across the device turns
upward and away when it reaches the isolation oxide
[Figure 6(a)]. The gate over the isolation has no effect on
the device characteristics. Since the situation is uniform 35
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across the device width, two-dimensional device
modeling (in the plane along the device axis) is adequate
to describe the device behavior. (It should be noted that
in very narrow LOCOS structures, the encroachment of
the bird’s beak discussed above leads to a nonuniform
oxide thickness across the channel. This leads to the so-
called “narrow-channel effect,” in which the threshold
voltage increases with channel width. However, such
structures are undesirable and are generally not
employed.)

In the case of an STI-isolated device, the gate runs flat
across the isolation [Figure 6(b)]. This allows the gate to
exert a fringing effect on the corner and sidewall of the
device mesa [43-45]. The effect is further strengthened if,
due to erosion of the isolation fill, the gate wraps around
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A typical three-dimensional mesh used for device modeling: gray =
silicon, yellow = oxide, blue = polysilicon, red = nitride.

the corner of the device mesa [Figure 6(c)] [44, 46]. Now,
the uniformity that previously existed across the device
width is no longer present. At this point, three-
dimensional modeling is required to simulate the device
characteristics.

& 3D device simulation

In moving from two-dimensional to three-dimensional
modeling, the size of the simulation is greatly increased,
since the entire device, rather than a two-dimensional
cross section, must be examined. This requires more
storage and significantly more computation time to arrive
at useful results. Increases of one or two orders of
magnitude in these parameters are common.
Additionally, the introduction of another degree of
freedom leads to a large expansion of the size of the
solution data. In two-dimensional modeling, contour
plots of the modeled device cross section (for parameters
such as electron density or potential) provide all of the
information in the final results. Three-dimensional
modeling, however, leads to a large number of such cross
sections. It becomes very difficult to examine and
interpret the results in a meaningful way that is still
concise. Improved interpretation of 3D results can be
achieved with new scientific visualization techniques.
Obviously, interactive 3D imaging enhances data
interpretation. This approach can be further improved
through the use of color and animation.
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Electron density at three bias values: (a)
0.25 V, (c) bias = 0.40 V.
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The objective of the device simulation to be described
here was to study the current turn-on behavior of trench-
isolated devices in which the corner effects described
above are clearly important. To carry out this task, a
three-dimensional mesh (Figure 7) was constructed for
use in the FIELDAY device simulator [47]. This mesh
contained approximately 30 000 nodes and 60 000
elements.

Device characteristics were studied at room
temperature (300 K) and liquid nitrogen temperature
(77 K). This was done to exercise the low-temperature
modeling capabilities recently added to FIELDAY [48]
and to examine the feasibility of employing isolation-
trench technology in a low-temperature environment. In
each case, a low drain bias was chosen (0.2 V), while the
gate was swept from 0.0 V to 1.5 V in 0.05 V increments.
The room-temperature simulation required 929 CPU
minutes on an IBM 3090° computer, while the low-
temperature simulation required 4053 CPU minutes.

® Results
The simulation output consists of 3D arrays of electron
density and potential at 77 K and 300 K for 14 gate bias
voltages. Since there are 3136 xy cross sections along the
Z axis, it is impractical to examine more than a small
portion of the data with 2D images. Volume visualization
is essential in determining the 3D distribution of
electrons and potential, and in characterizing the turn-on
behavior of the device.

The presence of electrons in the gate region indicates
that a conducting channel has formed and that a

%3090 is a trademark of International Business Machines Corporation.
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Transparent electrical potential with potential greater than 0.50 V displayed as opaque red stereo pair.

significant current is flowing in the device. A basic
problem is to visualize the 3D shape and location of the
channel. The channel is imaged by using an opaque
model for all voxels with electron density greater than
2.6 x 10". The 3D images are presented in Figure 8 for
three gate voltages, 0.0, 0.25, and 0.40 V. The drain is
nearest the viewer, with the source in the rear. Voxels
below the gate are highlighted. The left side of the 3D
region corresponds to isolation oxide; electrons and holes
are not modeled in that region. As the gate voltage
increases, the channel widens and fills the gate region.
Note that the channel widens both horizontally and
vertically, with the widest portion near the source. With a
3D image the shape of the channel is characterized in a
single image. An animation sequence of 3D images for
increasing gate voltage demonstrates the relative speed
with which different regions open.

The distribution of electrical potential within the
device influences electron flow. An important problem is
to locate regions with a large potential gradient, since
impact ionization may occur at these sites and cause the
device to fail. The distribution of electrical potential is
displayed in Figure 9 at a gate bias of 0.25 V. Volume
texturing is used, with red corresponding to high
potentials, green to intermediate, and blue to low.
Potentials in both the silicon and isolation-oxide regions
are imaged; the void in the center of the oxide
corresponds to where the gate wraps around the silicon.
A cutout is used to remove the front planes at increasing
depth. In the first image (a), the drain is seen in the upper
right corner. The second image (b) shows the potentials
in a plane at the drain/gate interface. It illustrates the
large potential gradient that occurs at the vertical edge of
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the gate. A similar gradient is seen in image (c) at the
horizontal corners of the gate.

Transparency is also helpful in visualizing regions of
high potential in relation to the entire device. A
stereographic pair is presented in Figure 10. (A stereo
effect can be produced by viewing with eyes crossed.) The
regions of highest potential occur at the corners of the
gate which contact the silicon. Interpretation is enhanced
with animated rotation, as illustrated in the
accompanying video.

The relationship between electron density and
potential can be visualized with volume texturing. The
electron density (Figure 8) is colored by potential (Figure
9). The resulting images are seen in Figure 11 for the
same bias values used in Figure 8. Initially the channel is
at a low potential; the potentials in the channel rise as the
channel opens. Note that the potential is highest at the
upper edge of the channel and decreases rapidly with
distance from that edge. Even though a large potential
gradient occurs at the lower corner of the gate (Figure
10), the channel is not open there.

As discussed above, the primary objective of this
simulation study was an examination of how changes in
the temperature affected the conduction of the
conventional planar portion of the device compared to
the effect on the corner conduction mechanism.

Channel current at 7 = 300 K for a full range of gate
potentials is presented in Figure 12. A two-dimensional
result has been included to demonstrate the behavior of
the planar portion of the device. The lower turn-on
present in the three-dimensional model clearly indicates
the effect of the device corner; because of the higher field
at the corner, this region of the device has a lower
threshold voltage than the center of the device.

Channel current at T = 77 K for a full range of gate
potentials is presented in Figure 13. Once again, because
of the higher field, the device corner turns on well before
the planar region. However, the corner conduction
mechanism is clearly less sensitive to temperature than is
the planar conduction mechanism. (Further details on
device aspects and experimental results may be found in
[45] and [46].) This is a very interesting result that can be
further examined by 3D visualization techniques.

A cross section taken through the middle of the device
perpendicular to the channel axis allows the development
of the electron density to be examined as the gate voltage
is increased. An interesting approach is to take this x-y
cross section and plot the gate voltage on the third axis.
Figure 14 is such a plot for 7= 300 K and 77 K. At
300 K, Image (a), the two conduction mechanisms are
clearly displayed. At low gate bias, the device corner
turns on. The extent of the electron density increases as
the gate bias increases. At higher gate bias, the planar
portion of the device turns on, as evidenced by the

IBM J. RES. DEVELOP. VOL. 35 NO. 1/2 JANUARY/MARCH 1991

(@)

Electron densities greater than 2.6 X 10'* colored by electrical
potential at three bias values: (a) bias = 0.0 V, (b) bias = 0.25

V, (c¢) bias = 0.40 V.

E. J. FARRELL ET AL.

39




40

Drain current (A)
b

i 2D model
—#— 3D model

0 0.4 0.8 12

Gate voltage (V)

Channel current vs. gate potential for 2D and 3D device simula-
tions at 300 K.

Drain current (A)
=
T

~10 —&— 2D model
—+ 3D model

1 . ol

0 0.4 0.8 1.2

Gate voltage (V)

Channel current vs. gate potential for 2D and 3D device simula-
tions at 77 K.

appearance of electrons across the entire device. Image
(b) is a similar plot for 7= 77 K. In comparing the two
cases, several important differences can be noted. When
only the corner conduction mechanism is active, the
electrons are more closely confined to the corner. As the
gate bias increases, the electron density does not spread
out laterally as much as it does in the 7' = 300 K case.
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Finally, the separation in the gate bias between the two
mechanisms due to the lower temperature is clearly
evident.

5. Discussion

Visual data interpretation requires tools that provide
unambiguous images of the data, that are versatile for a
wide range of data structures, that form images rapidly
for interactive interpretation, and that are easy to use.
The Visual Interpretation System (VIS) satisfies these
requirements. The effectiveness of VIS results from an
interactive interface which controls a database manager
and a visualization manager. The database consists of
entities called data sets that carry a complete description
of the geometry and data characteristics. Visualization
management involves both 2D and 3D imaging in
multiplé display windows and animation.

Three-dimensional data imaging is based on optical
modeling with back-to-front perspective projection. This
approach has several significant advantages. First,
imaging is not based on the concept of surfaces or
structures in the data. Diffuse regions as well as structures
can be displayed. Second, a single algorithm produces a
wide range of 3D representations by simply changing the
parameter map of data into color and attenuation. This
allows a high-speed, efficient implementation. Third, the
time required to form the image is independent of which
options are used, i.e., the values of the parameter map.
Fourth, with a back-to-front projection method,
informative 3D images are being displayed as the final
3D image evolves on the screen. Intermediate images are
valid 3D representations.

VIS has been used to address problems in several
applications: transistor design, meteorology, seismology,
medical imaging, computational fluid dynamics, and
quantum-molecular dynamics. In this paper, the internal
processes of a semiconductor device are studied with VIS,
We have demonstrated how 3D visualization techniques
provide insight into the physics of isolation-trench-
bounded devices at both room and low temperatures,
which facilitates the development of improved designs.

Since device performance frequently involves dynamic
processes, animation is an important tool for interpreting
the data. The videotape that supplements this paper
presents several of these dynamic processes.

A variety of visualization tools have been presented in
this paper. However, recent developments in science and
technology have resulted in new visualization
requirements; there remain important areas for
additional research. The display and interpretation of
vector fields has several problem areas which need to be
solved [4, 33, 49]. Multidimensional data and tensor
fields are a challenging area requiring new techniques.
The combination of sound and imaging is a promising
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approach [50-52]. Visual data interpretation is clearly an
expanding discipline which has only begun to offer
significant benefits to science and technology.

Appendix: System hardware

VIS is an experimental system for research in the
visualization of multidimensional data sets. System
hardware consists of two basic components, the host
workstation and the image processing computer. The
host workstation handles data selection and retrieval,
selection of a rendering routine, and specification of
parameters for the renderer. The VIS host workstation is
a Sun4/280° with eight megabytes of memory and one

¥ SunWindows, SunView, and the combination of Sun with a numeric suffix are
trademarks of Sun Microsystems, Inc.
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Electron density in a central cross section with gate bias increasing inward: (a) 300 K simulation, (b) 77 K simulation.  Stereo images can be

gigabyte of disk space. The user interface is written using
the SunView’ toolkit [53] that runs on the SunWindows’
window system [54].

The image processing computer used to render the
images is the PIXAR Image Computer’ [55]. Data are
transferred from the host workstation to the PIXAR
memory over a VME bus. The PIXAR has 48 megabytes
of memory, called a frame buffer, designed to
accommodate 48-bit pixels stored as 12 bits each of red,
green, blue, and transparency (alpha). Monochrome
applications can use the alpha channel as a fourth frame
buffer or as scratch space. Images of various sizes can be
handled by reconfiguring the frame buffer through

* Image Computer is a trademark of the PIXAR Corporation. 41
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software. The linear address space of the frame buffer can
be configured to any rectangular shape containing an
even number of tiles.

Once the data are in the PIXAR frame buffer, they are
processed by one of three CHAPs (Channel Array
Processors). Each CHAP is a SIMD (single instruction
multiple data) machine with one processor for each of
the red, green, blue, and alpha channels. A processor runs
at 10 MIPS, yielding a total speed per CHAP of 40
MIPS. The CHAP is a Harvard architecture machine
with instruction memory separate from data memory.
The code for 3D imaging in VIS is compiled and loaded
into three CHAP processors.
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