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This  paper  addresses  some  of  the  problems 
encountered in propagating  high-speed  signals 
on  lossy  transmission  lines  encountered in high- 
performance  computers. A technique is 
described  for  including  frequency-dependent 
losses,  such  as  skin  effect  and  dielectric 
dispersion, in transmission  line  analyses.  The 
disjoint  group  of  available  tools is brought 
together,  and  their  relevance  to  the  propagation 
of  high-speed  pulses in digital  circuit 
applications is explained.  Guidelines  are  given 
for  different  interconnection  technologies to 
indicate  where  the  onset  of  severe  dispersion 
takes  place.  Experimental  structures  have  been 
built  and  tested,  and  this  paper  reports  on  their 
electrical  performance  and  demonstrates  the 
agreement  between  measured  data  and 
waveforms  derived  from  analysis.  The  paper 
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addresses  the  problems  found  on  lossy  lines, 
such  as  reflections,  rise-time  slowdown, 
increased  delay,  attenuation,  and  crosstalk,  and 
suggests  methods  for  controlling  these  effects 
in order  to  maintain  distortion-free  propagation 
of  high-speed  signals. 

Introduction 
The advances  being  made  in  circuit  density and speed, 
both at the chip and package  level, are placing  increasing 
demands on the performance of interconnection 
technologies.  Designers are reducing the wiring cross 
sections and trying to pack the lines  closer  together,  while 
at the same time the propagated  signals  switch  with  faster 
rise  times.  New insulators  with lower  dielectric  constants 
and improved  thermal  properties and conductors  with 
lower  resistivity are extending  operation to higher  speeds. 
All these  challenges are bringing into focus the need to 
understand  pulse  distortions  caused by  loss mechanisms 
such  as  skin  effect and dielectric  dispersion. 
Interconnection  performance  is  more and more  limited 
by the ability to control  reflections  caused by 
discontinuities in the signal paths,  such as vias, crossing 
lines,  wire  bonds, and connectors;  it  is  also  limited by the 
higher  level of crosstalk and switching-induced  noise due 
to the packing  density and speed  increase. 
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Table 1 Review of packaging  technologies. 

Interconnection type  Line  width  Wiring Maximum 
(pm) resistance interconnection 

( W m )  length 
(cm) 

On-chip 1-2 130-260 0.7-1.4 
Thin-film  carriers 10-25 1.25-4 20-45 
Ceramic 75-100 0.4-0.7 20-50 
Printed-circuit boards 60- 100 0.06-0.08 40-70 

Reducing  wiring  dimensions  results in appreciably 
resistive  lines,  even  when the best conductive  metals, 
such as copper,  are  used.  High-speed  signal  propagation 
and the use  of  lossy transmission  lines are narrowing the 
gap  between  digital and microwave  circuit  designers. 
Transient  analysis of coupled lossy lines  having 
frequency-dependent  parameters  becomes  a  necessity. 
Although  some  of the analysis  techniques we  use have 
been  available  for  many  years,  they  have  not  been 
applied  extensively to modeling  high-speed  pulses  in 
digital  circuit  environments. The circuit-to-circuit 
interconnection  in today's high-performance computers 
has  many  varieties, as shown in Table 1 [ 1,2].  Signals  on 
these  carriers  have rise times oft, = 100 to 1000 ps. It is 
important to be  able to determine the maximum usable 
length (l,,,) for  high-speed  pulse  propagation in these 
configurations and know its dependence on the signal 
line  resistance  per unit length (R). 

encountered  in  propagating high-speed  signals on lossy 
transmission  lines. We  suggest guidelines  for  applying 
different  analysis  techniques  of the various  loss 
mechanisms,  for  a  range  of computer packaging 
interconnection technologies encountered today,  such as 
those  illustrated in Table 1. We describe  modeling 
techniques used  for  accurate  characterization  of  electrical 
performance and discuss their application to several 
transmission  line  structures. We describe  measurements 
of  high-speed  signal propagation on lossy  lines,  which 
were made on experimental structures using  a  high- 
bandwidth  test  system. We compare experimental and 
simulated effects  of  delay,  crosstalk, and rise-time 
degradation due to dispersion introduced by skin effect, 
attenuation, and dielectric loss. 

In  this  paper, we address  some of the problems 

Theoretical  background 
For  a  uniform  transmission  line, the differential 
equations for the line voltage V and current I can be 
expressed in the frequency domain as follows [3]: 

dV 
dx 
- =  -ZI, 

dI 
dx 
-=  -YV, 

where Z = R + jwL and Y = G + jwC. R,  L,  C, and G 
are the line resistance, inductance, capacitance, and 
dielectric conductance per unit length and are in general 
frequency-dependent.  A  quasi-TEM  behavior  can be 
assumed  for  typical interconnection geometries,  since the 
transmission line cross  section  is  a  small  fraction of the 
wavelength in the frequency  range  of  interest. The 
general  solution to Equations (1) and (2)  can be 
expressed as 

Y = vAe-" + v,erx, 

z = zAe + zBerX, -rx 

where the propagation constant is  defined as 

r = m Y  = J(R + jwL)(G + jwC) , 

and the characteristic  impedance  is 

as  shown  in [ 3 ] .  V,, V,, IA, and I ,  are constants that can 
be determined by boundary conditions at the two ends of 
the line. The propagation constant r can also be written 
as a + jp,  where a = Re r is the attenuation constant 
and p = Im r is the phase constant. 

In the case  of no losses, R = G = 0, the voltage at all 
points  along  a line has the same amplitude, and it is 
shifted in time with  a  propagation  delay  per unit length 
T of p/w = C C .  The characteristic impedance for the 
lossless  case  is Z, = m~. 

In the case  when  losses  are  small but not negligible ( R  
and G are sufficiently  small that R/L w and G/C *= w ) ,  
the attenuation and phase constant per unit length, 
according to [ 31, can be approximated by 

If the series  resistive  loss  is  small but finite,  some  pulse 
distortion will  be encountered, because the different 
frequency components will attenuate the same amount 
but will  be shifted  in  phase  differently, and the rise time 
will  be  degraded  by dispersion. For interconnections with 
maximum  length l,,,, if Rl,, << Z,,, dispersion  is  usually 
negligible, and the total signal  line  resistance  results in a 
dc drop, since the lines are generally terminated in their 

A. DEUTSCH ET AL. IBM J. RES. DEVELOP. VOL. 34 NO. 4 JULY 1990 



characteristic  impedance. For example, a printed circuit 
line  with R = 0.06 Q/cm and I,,, as  large  as  70  cm, 
Rl,,, = 4.2 Q ,  which is one twentieth of Z ,   ( Z ,  = 80 Q 
generally),  will transmit signals  without  significant 
distortion. This is  valid  when G, and therefore  dielectric 
loss, is negligible. 

In the general  case, where both attenuation and phase 
velocity depend on frequency, the resulting  rise-time 
dispersion  is  more pronounced. Guidelines are given 
below  for  different  technologies, to indicate the speeds 
and density  levels where such losses become important. 
The attenuation, expressed in decibels  per unit length, 
can be  derived in a general  form  as  follows: 

ATTEN = 20 log,, eRer, (9) 

where r has the form  given in (5). If the medium in 
which the conductors are  located  has  finite losses, then 
the dielectric constant E must be  replaced  by 
E( 1 - j tan 6,) [4] in calculations of C and G, where tan 6, 
is the loss tangent of the material. The effective 
conductivity of the material  is U,  where u = W E  tan 6,. The 
shunt conductance G is then given by G = uC/& = 
WC tan 6,. Then I’ can be  expressed  as 

r = d(R + jwL)(G + jwC) 

= J-w2LC( 1 - jR/oL)( 1 - j tan a,), (10) 

and Equation (9) for attenuation, in decibels  per unit 
length,  becomes 

ATTEN 

and can be  used to calculate  frequency-dependent 
resistive and dielectric losses on a single  line. 

Skin-efect losses 
At  high frequencies the loss due  to skin effect  becomes 
important. Current crowding on the surface of the 
conductor increases  its effective resistance, and the 
conductor exhibits an internal inductance, Lint, due  to 
magnetic  flux penetration, in addition to the external 
inductance. The penetration of the wave into the 
conductor as it propagates  along the surface  causes a 
reduction in phase  velocity and an increase in series 
impedance and attenuation. The skin depth 6 is  defined 
as the penetration distance at which the current density  is 
attenuated by 1 neper (l /e = -8.7  decibels) and is equal 
[51 to 
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wheref; p,  and p are the frequency, conductor 
resistivity, and permeability of the medium, respectively. 
For an arbitrary solid conductor, the skin effect  results in 
a surface  resistance, R,, and reactance, X = wLint, which 
are both frequency-dependent and, in general, not equal. 
At sufficiently  high  frequency, the skin depth is much 
smaller than the conductor cross-sectional  dimensions. 
Then, Rs 2 X [5], and the additional series impedance 
due to skin effect  is proportional to the square root of the 
frequency. 

At  low frequencies, the skin depth is much larger than 
the conductor cross  section t (for typical strip lines, t is 
usually taken to be the smaller dimension). The current 
approaches uniform distribution, and the resistance 
R s R,. As the frequency  increases, 6 becomes  smaller 
than the cross  section t, and both R and L are frequency- 
dependent. In this mid-frequency  range, R( f) and Lcf) 
can be calculated by using the numerical technique 
described in [6],  which  is  efficient  for  rectangular 
conductors. According to this method, strip line 
conductors and grounds are divided into parallel 
segments  having dimensions smaller than the skin depth, 
such that the current density can be assumed constant 
throughout each segment. To accurately model strip line 
conductors, one should use enough  segments to account 
for current crowding near the edges  of the conductor as 
well  as the current penetration. The finite-element 
method [7]  could  also  be used to determine R( f) and 
Lcf) in this frequency  range. An example is given in [8]. 

0 Comparison of analysis techniques 
At  high frequencies, the technique described in [6] and 
the finite-element method [7]  both require excessive 
computer time, because  of the large number of elements 
needed to achieve  accuracy  when the skin depth is  much 
less than the conductor cross  section.  When 6 << t (as a 
guideline, 6 5 0.1 t ) ,  a very simple method developed by 
H. Wheeler [ 5 ]  in 1942 (the “incremental inductance 
rule”) is  applicable. This rule  states that the effective 
resistance in a circuit is equal to the change of reactance 
caused by the penetration of magnetic flux into the 
conductor. The resistance R is that of a layer whose 
thickness  is 6, while the internal inductance is due  to the 
flux penetration of 012. This is equivalent to assuming 
that the surface of the conductor recedes  by 612. Thus 
R ( f )  and L ( f )  can be calculated as follows  [5]: 
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i Cross sections used for calculating the change of inductance 
(aLlan) term  for  X-  and  Y-directed  signal  lines: (a) Triplate  structure 

1 with X-layer conductor of width w and  thickness t .  (b) Same  structure 1 with  X-layer  conductor of width w - S and  thickness t - S. 

where n is the direction normal to the surface and Le,, is 
the external  circuit inductance (i.e., Le,, is  frequency- 
independent and associated  with the magnetic field 
surrounding the conductors). 

In the case  where X- and Y-directed  signal  lines are 
placed  between  two  reference  planes, the change  of 
inductance aLlan can be calculated  using the two cases 
shown  in Figure 1. Capacitance  of X-layer conductors is 
obtained using the method  described in [9], which 
considers  only the surface  charge  density  (zero depth of 
penetration).  External inductance is then obtained from 
the relation LC = cp, calculated in free  space. The 
capacitance  calculation is made  first  for the conductor of 
width w, thickness t ,  and separations h,  and h, from the 
top and bottom reference  planes  [Figure l(a)]. All the 
surfaces are then considered to be  recessed  by  612, and 
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the  calculation  is  repeated  for the cross  section in Figure 
l(b) with the conductor of  width w - 6 and thickness 
t - 6 separated by h,  + 6 and h, f 6 from the ground 
planes. The difference  in inductance is aLlan for 
an = 612. It  should be noted that this technique 
accurately  takes into account edge  effects and proximity 
to adjacent conductors and ground  planes.  Once the 
aL/an term is obtained, R and L can be calculated  for 
the high-frequency  range  of  interest,  using Equations 
( 12), ( 13), and ( 14). Often  a  more approximate formula 
is  used  for  resistance [lo]: 

R =  P 
2(w + t)6 ' 

which,  compared to (1  3), underestimates R because it 
ignores the actual current distribution change due to the 
above  effects. 

We  have found that reasonable  results  can be obtained 
by using the following approximations: 

[ ::: 
i Ldc 

for high frequencies, 

for low  frequencies; 

Le,, + 7 for  high  frequencies, 

for low  frequencies. 

R ( f )  = (16) 

LO 

L ( f )  = (17) 

In particular,  these approximations are useful  for 
modeling transient pulse  propagation,  where the 
excitation  consists of a  broad-band  frequency spectrum; 
they  are  relatively  insensitive to small  inaccuracies  in R 
and L near the intersections of the high- and low- 
frequency  curves.  This approximation is,  of  course,  not 
accurate in the transition frequency  region (6 = t ) .  
However,  for  a  wide  range  of  practical cases, time- 
domain pulse  waveforms  calculated  with this simple 
method  have  been found to agree quite well  with those 
obtained by  using  accurate,  frequency-dependent R and 
L that are determined numerically. 

At  frequency  low  enough that R >> wL, accurate 
determination of Ldc is not necessary. This is particularly 
important when considering  lines  with  infinite  ground 
planes,  for  which the low-frequency inductance decreases 
logarithmically, while the series impedance is  mostly 
resistive and well  defined. The constants Ro and Lo are 
calculated  using the incremental inductance rule. One 
should be cautious about using  this approximation when 
a large portion of the excitation  pulse  spectrum  is 
expected to fall in the transition frequency  region. 

For highly  resistive interconnections, skin effect  will 
dominate; therefore, the dielectric  loss  can be  ignored  for 
most  practical  digital  circuit-switching  speeds.  In the case 
of  wiring  with  small R, the dielectric loss should be 
included in the analysis.  Note that for constant tan 6,, 
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dielectric  loss  increases  in  proportion to frequency and 
will therefore always  be  significant  for  fast  enough  pulse 
rise  times.  Experimental  results  shown  in the following 
sections  illustrate the significance  of the various  loss 
mechanisms. 

Resistive losses 

Frequency-independent  losses 
It is  shown  in [ 1 11 that the solution to Equations (1) and 
(2) for an infinitely  long,  lossy line excited  by  a unit step 
function can be  expressed in the time domain as follows: 

where u(t) is  a unit step function and I ,  is  a slowly  rising 
modified Bessel function. The lossy line then behaves  like 
a  fast-rising LC line  (the  first term) and a slow RC line 
combined.  Reference [ 121 recommends using such 
transmission  lines  without terminating resistors  in  order 
to take advantage of the voltage doubling that occurs due 
to reflection at the end of an open  line.  When RL is 
sufficiently  small that the first term in (1 8) dominates, the 
attenuated pulse amplitude is  restored at the far  end of 
the line  without  significant  rise-time  degradation [ 13, 141. 
If Rl becomes too large, the second term dominates, and 
the rise time deteriorates to that of  a  slow RC circuit. A 
design  guideline  is given in [ 121 for  using  such  lines  with 
I,,,,, 5 2ZdR so that the attenuation e-RN2za will be less 
than or equal to 36.8%. 

A typical  example  in  which  lossy  line  effects  become 
important is on-chip  wiring  for  fast-switching  circuits 
with  long interconnections (large  chips). Aluminum lines 
have  very  high  resistive  losses, but the skin depth is much 
larger than the conductor cross  sections  for the typical 
frequency  range  of  interest.  For interconnections with p 
from  2 to 4  pQ-cm,  widths w from 1 to 2 pm, and t from 
1 to 1.4 pm, the frequency at which  skin-effect  losses 
become important (6 5 t )  starts at 50 to 100 GHz, or less 
than 10-ps  rise  times.  Even  for  100-ps  rise-time  signals, 
which contain frequency components with  significant 
energy around 3 GHz, for  which the skin depth 6 is 1.6 
pm and is  larger than the  line  thickness, the current 
density  can  be  considered to be uniform.  Rise-time 
dispersion  for this case  is dominated by frequency- 
independent, series  resistive  losses.  Propagation  delay  per 
unit length  is  greatly  increased  by  other  effects,  such as 

0.4 
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0.2 

E 0.1 

9 -0.1 
2 O.O 

-0.2 
-0.3 
-0.4 
-0.5 

- 1.4 

I I I I 

0.0 0.2 0.4 0.6 0.8 

lime (ns) 

! On-chip  signal  propagation  modeled  for  100-ps  rise-time  source 
signal  (dashed  curve),  with  unterminated  wiring  lengths 1 = 0.2 to 

8 1.4cm. 

capacitive  loading  of  adjacent  orthogonal  lines and 
increased inductance due to nonuniform power  bus 
layouts. A typical  calculated  propagation  delay 
(r = m) is about 85 ps/cm, which is higher than 
the ideal  value (T = G/c) of 65.8 ps/cm  for  a  dielectric 
with e, = 3.9, where e, is the relative  dielectric and c is the 
velocity  of  light.  According to the guideline  given  above, 
the maximum  useful  length I,,, of this  circuit-to-circuit 
wiring,  which is  usually unterminated, is about 
2ZdR = 2 x 50 Q/130 Qfcm = 0.769 cm. In the case  of 
the  longer  lines that can be encountered on 1 to 1.4-cm 
chips, the propagation  delay  increases  exponentially 
(rather than linearly) due to the RC line behavior.  Signal 
propagation  for  a 100-ps  rise-time  source  (dashed  curve) 
for  various  lengths (I = 0.2 to 1.4 cm) of unterminated 
lines is illustrated  in Figure 2. It was  modeled  using the 
ASTAP  (Advanced  Statistical  Analysis  Program) 
transient circuit  analysis  program [ 151,  which takes into 
account the resistive  line  losses. In the case  of  very short 
lines that have propagation  delay  much less than the rise 
time, the delay  measured at the 50% threshold is found 
to be  less than the ideal rl = @c; this effect is due to 
the doubling  of the signal at the unterminated end. In 
this  case,  most of the waveforms  have  only  small 
overshoots, due to the negative  reflection at the low- 
impedance  source and the fact that the slowly  rising 
signal (t ,  > 71) never  reaches  full amplitude at the  line 
end  before it doubles. The long  lines (I > t , / ~ ) ,  however, 
start showing the RC behavior,  since I > I,,,. Figure 3 
shows the exponentially  increasing  propagation  delay  for 
the  modeled  waveforms  (solid  curve)  compared  with the 605 

IBM 1. RES. DEVELOP. VOL. 34 NO. 4 JULY 1990 A. DEUTSCH ET AL. 



--- I I 

Line  length  (cm) 

i Propagation delay for on-chip  interconnections  modeled with 1 ASTAP  (solid  curve) and calculated  (dashed  curve) for T = 

3 -= 85 ps/cm. 

Table 2 Characteristics of analyzed transmission lines. 

Type Thickness, t Resistivity, p Resistance, R,. 
(rm) (rQ-cm) (Qlcm) 

I 8 2 I .25 
2 9 1.83 2.62 
3 5.85 1 .89 4 

ideal  calculated  delay  (dashed  curve)  with constant 7 = 
m. The exponential effect can be  deduced  from ( 1  8) 
for  large RI. As circuit  speeds  increase  such that 6 < t, 
skin-effect  losses  should  be  included  in this type of 
interconnection. 

delays are much longer than the signal  rise  times,  even 
though  these transitions are slower than on-chip.  In the 
case  of a 1 00-mm multi-chip camer [ 161, I,,, can 
approach 20 cm, and if the resistance R is in the range 
1.25 to 4 Q/cm, unterminated connections should be 
used, as is  recommended in [ 121. It is  shown in [ 131 that 
since the resistive  loss  is  very  small  for short lines (but 
long  enough to have  propagation  delay  greater than the 
rise time), the line  behaves  like an LC line  [first term in 
( 18)], and sustained  reflections  from both ends generate 
unwanted  over- and under-shoots. An active clamp 
network,  such  as one using  Schottky  barrier  diodes, can 
be  used to suppress the oscillations and maintain a fixed 
steady-state  level at one tenth the current needed  for a 
terminating resistor. This clamp should  be  designed to 
have an equivalent impedance matched to the line Z,  at 
the moment of turn-on. 

In the case  of chip-to-chip  wiring, the interconnection 
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4 Calculated  frequency  dependence of resistance  and  attenuation  for 1 lines with R,, = (a) 1.25, (b) 2.62, (c) 4 Wcm. (d) Attenuation  for . .  - - 

Frequency-dependent losses 
To illustrate the frequency-dependent  properties 
encountered in typical  chip-to-chip interconnections, 
resistance R ( f )  and inductance L(f) were calculated  for 
lines  having a range of resistive  loss. The characteristics 
of three line  types that were measured and analyzed are 
summarized in Table 2. The cross  section of these 
transmission  lines was the triplate structure shown in 
Figure 1 ,  consisting of X and Y signal  lines  between  two 
ground planes. The method outlined above,  using a 
combination of the numerical technique [6] and 
Wheeler’s rule [5], was employed. The frequency- 
dependent line parameters R ( f )  and L(f) were 
substituted in Equation ( 1  1 )  to obtain the attenuation 
curves  shown in Figure 4 with  solid  lines.  Dielectric  loss 
has  been  neglected (tan 6,  = 0). The transition frequencies 
where skin effect becomes  significant (6 u 0.3t) were 
f ;  = 0.7 GHz,f, = 0.5 GHz, and& = 1.25 GHz, with the 
attenuation levels  of ATTEN, = 0.2 dB/cm, ATTEN, = 
0.36 dB/cm, and ATTEN, = 0.46 dB/cm. 

Although  dielectric  loss  increases in proportion to 
frequency,  since G = WC tan 6,, most  good insulators 
have  very  small tan 6,,  so that the series  resistive  losses 
dominate. If the dielectric  loss  is  included in  our 
calculation of the frequency-dependent attenuation and a 
large  value of  loss  is assumed,  such as tan 6,  = 0.03, curve 
(d) is obtained in Figure 4 for the type 3 line  with R,, = 
4 Q/cm. At 14 GHz (where 6 = 0. I t  and skin effect  is 
significant), the calculated attenuation increases  from 2.4 
to 3.25 dB/cm. Substantial increase  is  seen  only at 
f =  3 16 GHz, from 1 1.9 to 30.2 dB/cm. Such high 
frequencies are very seldom of interest in digital 
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computer circuits,  where the energy  of  these  high- 
frequency components in the spectrum of practical  rise 
times of 200- 1000 ps  is  very  small. The tan 6, = 0.03 
value  used,  although  high,  could  be encountered in 
polyimide insulators, which absorb water [ 151. 

Experimental results 
In  this  section, experimental and simulated  waveforms 
are compared  in order to verify the validity  of the 
previously  described  techniques. Guidelines are given  for 
determining when skin effect and dielectric losses become 
important. 

Measurements were made of  signal  propagation on a 
test structure with  cross  section corresponding to the 
transmission  lines of type 2 in Table 2 above. The 
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calculated  propagation  delay T = Z C  for  these  lines was 
66 ps/cm. The high-speed  test  system  shown 
schematically in Figure 5 [ 181 (using  probes  with 19-GHz 
bandwidth),  with t, = 33.4 ps rise-time  source and 10: 1 
coaxial  probes (5004 input impedance), provided a 
quasi-open termination to the measured  lines.  They 
ranged in length  from 0.8 to 20 cm and had impedance 
of 40 to 50 Q. The results of measurements are shown  in 
Figure 6. The input source  signal (not shown),  had an 
amplitude of 200 mV.  All the output traces are shifted  in 
time in order to emphasize the dispersion on long  lines. 
As expected, quite large  overshoots were encountered for 
short lines that were unclamped. It  should  be  noted that 
these  lines had a resistance one fiftieth  of that of the on- 
chip wiring. 
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4 Measured  (dashed curves) and  simulated (solid  curves)  waveforms 
+ for  line  with Rdc = 4 Wcm and  length 1 = 5.06 cm, using 1O:l 
k coaxial  probes.  Input  monitored  at  sending oscilloscope channel; 1 output  measured  at far end of line. 

To aid  in  interpreting the time  domain  reflection 
(TDR) measurements, we can  consider an approximation 
to the characteristic  impedance of  resistive  lines. The 
characteristic  impedance Z,, given  by  (6),  with  series  loss 
and G = 0 can  be  expressed as follows: 

608 z,,= V $ ( l + $ ) .  
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This  expression  can  be  approximated,  for  small  losses, by 
7 

as shown  in [3]. The  impedance is then  composed of a 
real  part  equal to the characteristic  impedance  without 
losses, a C ,  and a  negative  imaginary part 
corresponding to an  equivalent  capacitance given  by 

Measured and simulated waveforms are shown in 
Figure 7 for  a  5.06-cm-long  transmission  line  with the 
triplate structure of type 3 shown in Table  2 
(Rdc = 4 52/cm). The 500-52 coaxial  probes  were  used. The 
modeling  used the equivalent  circuit shown  in  Figure 5 
and described in [ 181 for the test  system. The agreement 
with  test  results  is quite good.  The  coaxial  probe  tips, 
with L, = 0.1625 nH and C, = 0.03 pF,  introduced  a 
very small  load  on the test  nodes.  The input signal, 
sampled at the sending  channel of a  20-GHz-bandwidth 
sampling  oscilloscope,  is  almost  doubled due to the 
quasi-open  (500 52) seen at the end of the line. The 
negative  voltage step seen  in  reflection (TDR) on the 
input trace at point A in Figure 7 (after the delay  through 
the connecting  coaxial  cables and probes)  corresponds  to 
the  real  part of the characteristic  impedance Z,, seen at 
the beginning  of the test  line. The measured and 
simulated  values  for the real part of Z,, at point A were 
45 52 and 40 52, respectively. As the wave  propagates 
farther  down the line and its reflection returns to the 
input, the voltage  rises to a  value B (Figure 7), as would 
be  expected due to the charging of the equivalent 
capacitance of Equation (21). The time span between 
points A and B represents the round-trip  delay on the 
5.06-cm  line. The model  calculations were  based on the 
theoretical and numerical  techniques  described  earlier 
and include  frequency-dependent R and L due to skin 
effect and the calculated attenuation shown  in  Figure 4. 

pulse  propagation on 1 = 2.05-cm and 5.06-cm  lines  of 
type 3 shown  in  Table  2  with R,, = 4 52/cm. The 
measured and simulated  results  for  a 5.06-cm line are as 
follows: rise times t ,  = 87  ps and 90 ps, and propagation 
delays T = 70  ps/cm and 75 ps/cm,  respectively.  The 
input pulse  with 33.4 ps  rise time contains frequency 
components with  significant  energy around 10.5 GHz, 
which  results  in  skin-effect-induced  rise-time  distortions. 
The  excellent  closeness  of the experimental and 
simulated signal  shapes  confirms the validity of the 
analysis  method.  These  measurements  were  performed 
with the step signal  source  provided  by  sampling 
oscilloscope  systems.  In actual  chip-to-chip 
interconnections,  both the rise time and the cycle time  of 

Figure 8 shows  measured and simulated waveforms  for 
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the transmitted signals  are of interest. It  is  shown in [ 131 
that in the case  of  narrow  pulses  (width  less than twice 
the round-trip delay on the transmission  line, W <  271) 
propagating on long lossy lines,  widening  will  occur due 
to the RC-like  behavior  predicted by (18). This distortion 
of narrow  pulses can introduce additional delay, and skin 
effect must be included  for accurate modeling of these 
effects,  especially as computer cycle  times  become 
shorter. 

was repeated  for the same  5.06-cm  line  with  dielectric 
loss added. The modeled  propagation  delay obtained by 
using the attenuation values plotted as curve (d) in Figure 
4 was 80 ps/cm, which  was much  higher than the 
measured  delay of 70 ps/cm. The polyimide in our test 
structures clearly  did  not  have a very  high tan 6,. The 
calculation  shows,  however, that the 33.4  ps rise-time 
excitation can generate  some  dielectric-loss-induced 
dispersion.  In the case of  highly  resistive 
interconnections, as  discussed  above,  skin  effect  will 
dominate, and the dielectric loss can be ignored  for  most 
practical  switching  speeds encountered. In the case  of 
wiring  with  small R ,  the dielectric loss should  be  included 
in the analysis.  However, many packaging 
interconnection technologies  use  good  dielectrics  with 
very  low tan 6,. For example,  ceramic  packages, as shown 
in  Table 1,  have  resistance an order of magnitude lower 
than that of the lines  measured in our study. It is  shown 
in [ 191, however, that alumina can have tan 6,  = 0.0005, 
and mullite-type  ceramics  have tan 6, = 0.0015 to 0.0035, 
which are much  lower than the losses encountered in 
organic  dielectrics;  therefore,  dielectric  dispersion can 
also  be  neglected  for  many  ceramic  packages. 

To verify that dielectric loss  is  negligible, the modeling 

Skin-efect-induced  dispersion 
It  is  relevant to define the conditions for  which skin effect 
becomes important for  various  technologies. It was 
shown  earlier that in the case  of on-chip wiring, the lines 
have  very  high  resistive  losses, but for the rise times of 
typical  circuit  technologies, the skin depth is much 
greater than the conductor cross  sections, and current 
crowding,  when 6 << t ,  comes into effect  only at very  high 
frequencies.  In the case of chip-to-chip hybrid  wiring 
such  as  thin-film conductors [ 16,20-221, the resistive  loss 
is  smaller but still  nonnegligible,  especially  since  long 
interconnections are required. The conductors can have 
R,, from 1 to 4 QJcm and thickness t of 5 to 8 pm. The 
skin effect  in  these  cases  could  become  significant at 
frequencies  greater than 0.9 to 3 GHz or rise times t,, less 
than 1 16 to 398  ps  (where 6 5 t) .  Practical  switching 
speeds t ,  of current circuits are in the range  of  200 to 
1000 ps; therefore,  skin-effect-induced  dispersion  will 
degrade the signal  rise  times, but total circuit-to-circuit 
interconnection delays  are not substantially  increased. 
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In the case  of printed circuit  board interconnections, 
the cross  sections are quite large, and the conductors 
have  negligible  resistance R,, of about 0.06  Wcm,  with t 
from 30 to 50 pm. The onset of skin effect can occur for 
rise times as slow as 7 ns;  however, the attenuation at 
these  speeds is only about 0.005 dB/cm, so dispersion  is 
even  less pronounced than for the type of 
interconnections discussed  above.  Modeling  of  signal 
propagation without frequency-dependent  resistive losses 
will  result in fairly accurate predictions for the typical 
lengths  shown in Table 1. 

frequency components, the upper portion of the pulse 
transitions is  usually  most rounded, as is illustrated in 
Figure 8. Delay is generally  measured  between the 50% 
levels  of the driver circuit output and the receiver circuit 
input waveforms. The actual switching threshold of a 
receiver circuit, however,  occurs in a band of about f 100 
mV around this level,  which  is a small  fraction of the 
overall  signal  swing. This is  generally  caused by the 
device and package  processing variations and power 
supply and temperature excursions. The signal  rise time 
is  defined  between the 10% and 90% levels and is shown 
to be  significantly  affected  by  dispersion. The actual 
impact on digital circuit performance,  however, is the 
additional delay as measured at the switching  threshold 
band of the receiver circuit. If the slowdown  of the upper 
portion of the signal transition begins to penetrate this 
band, considerable  delay  penalty  is incurred. 

Since  skin  effect  influences  primarily the high- 
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f of line  lengths  for  unterminated lines with Rdc = 1.25,  2.62, and 

4.1 n/cm and  for  signal  rise  times t ,  of 35 ps  and 200  ps. Dotted  curve 1 in  part (a) shows measured delays for  waveforms of Figure 6. 

Modeling of  signal  propagation  was done for the three 
types of transmission  lines  considered  earlier in Figure 4 
and Table 2, with R,, = 1.25, 2.6, and 4 R/cm. The lines 
were driven by sources  with  rise times t, of 35 ps and 200 
ps, and were terminated with  Schottky bamer diode 
clamps (essentially  in  open-ended  mode).  Results are 

610 shown in Figure 9, as a function of line  length. 
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Propagation  delays were measured at the beginning and 
at the far end of the lines at the 50% signal  levels. The 
rise times are shown  for the signals at the end of the 
various  lengths of transmission lines; the added  delay 
penalty,  as  discussed  above, was measured on the far-end 
signal  between the 50% level and the +100-mV threshold 
point (positive-going transitions were  used). In addition, 
in Figure 9(a), the dotted curve  shows  propagation  delays 
(at 50% levels)  measured on the test structures considered 
earlier in Figure 5 for the lines  with R,, = 2.62 R/cm and 
using the high-input-impedance  coaxial  probes. 

The lines  with R,, = 4 R/cm are analyzed  for  lengths 
up to 17 cm  only,  since the previous  guideline suggests 
that 1 5 2Zo/R = 17.8 cm. The added  delay  penalty 
would  probably be  significantly  higher  for the lines  with 
R,, = 4 R/cm than for the line  with R,, = 2.6 (I,,,,, = 29 
cm),  especially  for t, = 35 ps,  if these  lines were  used  for 
1 > I,,,,,. The guideline  of I,,,,, = 2ZdR ensures  high-speed 
propagation on lossy lines. The rise-time degradation is 
the highest  for t, = 35 ps and the highest Rdc, but  the 
added  delay (231 ps), even  for the longest  lines (1 = 67 
cm), is only 4.7% of the total circuit-to-circuit 
interconnection delay (71 = 4.88 ns). 

interconnections will  have frequency components that 
will be affected by skin effect (6 5 t ,  and increased  high- 
frequency attenuation). In  fact, thicker conductors will  be 
affected at lower  frequencies. If,  however, the above 
restrictions on length are followed, the rise-time 
dispersion will minimally  affect the parameter 
determining machine performance,  which is the total 
path delay. 

Typical  rise times encountered in digital  circuit 

Crosstalk on  lossy  transmission  lines 
A major concern in trying to increase interconnection 
density and switching  speeds  is the amount of crosstalk 
generated on quiet lines surrounded by active  lines. The 
single-line  analysis  needs to be  extended to coupled 
transmission  lines. The differential equations (1) and (2) 
shown  earlier for a uniform transmission line can be 
extended to (n + 1 )-conductor parallel  coupled  lines, 
where V and I become  n-dimensional  vectors of the line 
voltages and currents [23,24]. In this case, Z and Y are 
n x n symmetric matrices,  with  frequency-dependent  real 
and imaginary  parts, Z = R + jwL and Y = G + jwC, 
where R, L, G, and C are also n x n symmetric matrices. 
The solution to the differential equations has  been 
presented  in  several  publications,  such as [23] and [24]. 
In order to use the same ASTAP program to perform 
transient analysis of the lossy coupled  lines, we must 
specify the n x n characteristic admittance matrix 
Yo (Yo = Z-k'), the propagation matrix I', and the 
eigenvectors P of I' (I' = P 4 P-I, where 4 is the 
n x n diagonal  eigenvalue matrix of the product ZY). 
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The capacitance  matrix C is  calculated  using the same 
program that was  used  for the single  line [9]. The 
resistance and inductance matrices are obtained as 
functions of frequency  using the numerical technique of 
[6] and Wheeler's  rule  in much the same way as was 
outlined earlier. In a typical interconnection application, 
X- and Y-directed lines are used. It is  shown in [ 13, 141 
that the presence  of  crossing orthogonal lines will  slightly 
increase the self capacitance while  significantly  decreasing 
the mutual line  capacitance. Then, three-dimensional 
capacitance and inductance modeling  must  be 
performed. The structures that we tested  with X and Y 
wiring  sandwiched  between  two  reference  planes were 
analyzed with the program  described in [25], which  is 
based on an electromagnetic solution using the method 
of moments with  rooftop current approximations. Table 
3 shows the measured and calculated  change in self and 
mutual capacitances of  X-layer conductors due to 
orthogonal Y-line loading. The 0%, 50%, and 100% 
loading conditions refer to absence of Y lines, Y lines at 
half the wiring  density of the X lines, and Y lines at the 
same  density as in the X-layer,  respectively. The 
agreement  between measurement and simulations is 
considered  extremely  good,  given the uncertainty of the 
information available about the structure cross  section 
and typical measurement accuracies. 

In order to get the modeling  results  presented  below, 
we  used the same technique of modal decomposition 
built into the ASTAP  program and described in [23] for 
n coupled  lines.  In order to give a better grasp  of the 
physical phenomena involved in crosstalk, we focus on 
only  two adjacent coupled  lines and discuss the transfer 
of energy  through  capacitive and inductive coupling, 
which is a method that has  been  used  extensively [26-281. 
It  is  shown  in  these  studies that the capacitive, 
Kc (-C12/Cll), and inductive, KL (L,2/L22), couplings 
between  adjacent  lines add at the driving end and 
subtract at the far end of the line. The so-called  near-end 
noise, NEN, can be approximated [26-281 by 

NEN z KB2r1V,,/t, for I C t,j2r. (22) 

It saturates for I > t , /2~ ,  and becomes NEN z KByn. KB 
is the backward-coupling  coefficient [K, = (Kc + KL)/4], 
V," is the signal on the active  line  with  rise time t,, T is 
propagation  delay  per unit length, and 1 is the length  over 
which the two  lines are adjacent, or the coupled  length. It 
has  been  shown that NEN travels in the opposite 
direction from the active  pulse and has a width equal to 
twice the line  delay.  In a homogenous medium, the far- 
end  noise (FEN) = 0. In most interconnection 
environments, inhomogeneities  caused by vias,  crossing 
lines, and dielectric  interfaces give  rise to far-end  noise 
that travels in the direction of the active  pulse,  has a 
width  equal to the rise time, and is always proportional 
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Table 3 Change in self (CJ and mutual (C12) capacitance with 
orthogonal line loading. 
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to the coupled  length [24,26-281: 

FEN KFrlV$,, (23) 

where the forward-coupling  coefficient, KF, is (Kc - KL)/4. 
The active  signal  has a finite  rise time t, in both (22) and 
(23). When  open-ended  transmission lines are used, the 
coupled  noise doubles due  to  the positive  reflection at the 
far end of the lines.  Large  overshoots,  like the ones seen 
in Figure 6 on shorter lines, couple into quiet lines, 
creating  greater  crosstalk. On lossy coupled lines, 
however,  crosstalk attenuates as well, and rise-time 
dispersion on the active  lines  results in less NEN and 
FEN, as can be  seen  from (22) and (23). 

Measurements on coupled interconnections with 
lengths I from 0.8 to 20 cm were performed on pairs of 
lines  with R,, = 2.6 Q/cm, crossing orthogonal lines, and 
the triplate structure described  earlier. The active  line was 
open-ended and excited  with a 35-ps rise-time  signal. 
Testing was performed  with the high-impedance  probes 
described  earlier, at the far end of the quiet line. That 
line was open at both ends, as shown  schematically in 
Figure  5(b). Figure 10 shows three curves  for  two  17-cm 
coupled  lines: ( 1 )  measured, (2) simulated, assuming 
constant resistive  loss, and (3) simulated, assuming  skin 
effect. The active  line  signal was monitored at the sending 
channel of the sampling oscilloscope,  which  was 
connected through coaxial  cables and test  probes to  the 
input of the active  line. The crosstalk  waveform  has the 
very  fast  negative-going  far-end  noise, FEN (input signal 
has  rise time of 35 ps),  followed by the wide  near-end 
noise,  which  is  reflecting  back  from the driving end after 
twice the line delay.  Curves 1 and 3 agree  fairly  well, 
while  curve 2 exhibits FEN that is 1 1 times larger than 
curve 3. It should be noted that even  when the modeling 
is done with  skin-effect  losses (curve 3), there are some 
difficulties in calculating FEN accurately. This is due  to 
the fact that KF is proportional to the Kc - KL difference, 
which requires calculation of  very small  differences 
between the eigenvalues of the propagation matrix l', as 
is  explained in great detail in [24]. The capacitive 
coupling Kc was measured on the actual structure and 
agreed  well  with  modeling, as can be  seen in Table 3, 
while KL was calculated  based on the approximate 61 1 
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with skin  effect,  and  dotted  curves = simulations with constant 
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1 Expanded view of measured change in crosstalk  as a function of 
orthogonal line loading for  4.935-cm lines with R,, = 2.62 Rkm.  
Testing was done  at far end of lines with 10: 1 probes. 

knowledge  of the line  cross  sections.  It  was  shown  earlier 
in Figure 9 that skin-effect-induced  dispersion did not 
substantially  increase the chip-to-chip propagation delays, 

612 even  for  signals  with  35-ps  rise  times. The measurements 
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for  Figure 10, on the other hand, show a significant 
decrease of the far-end coupled noise due  to frequency- 
dependent losses. The narrow FEN pulse  (35  ps  wide) 
contains significant  frequency components above 
10 GHz, which are substantially attenuated. 

loading of orthogonal lines in the adjacent layer.  Using 
the results of Table 3, one finds that the capacitive 
coupling  coefficient  decreases  from Kc = 0.1 with no 
loading to Kc = 0.061  with 100% loading. The near-end 
noise  is  expected to decrease,  since it is proportional to 
Kc + KL, while FEN, dependent on Kc - KL, should 
increase. Figure 11 illustrates this effect for  pairs of 
4.935-cm-long  coupled  lines. Three traces show the 
measured  coupled  noise monitored at the far end of the 
quiet lines  for  crossing-line  loading  of 0%, 50%, and 
100%. The test  system  is similar to the one described  for 
the measurements of Figure 10. The quiet line  is open- 
circuited at both  ends, and the waveform monitored at 
the far end of the line shows both the narrow FEN and 
the wide NEN, due to  the positive  reflection from the end 
adjacent to the active line input. 

To demonstrate the effect  of  signal  rise  times on 
coupled  noise, an analysis was made using a source  with 
200-ps  rise time (typical of a high-speed driver circuit) 
and 35-ps  rise time. Modeling was done using  ASTAP 
and the method described  above for two  coupled lossy 
transmission  lines of type 2 in Table 2 (Rdc = 2.6 Wcm) 
with diode clamps at the end of the active  line  for a range 
of lengths 1 from 0.8 to 29 cm.  Two  types  of circuit 
configurations were  used to simulate typical conditions 
for  worst-case  near- and far-end  crosstalk [ 141 
encountered in high-performance  digital computer 
circuits. Figure 12(a) simulates a quiet line  with a 
receiver at the near end (high impedance) and an 
inactive,  low-impedance  driver at the far end, the 
condition for maximum NEN. Figure 12(b) has the 
reverse arrangement, for maximum FEN. Figure 13 plots 
the NEN and FEN results for the two excitation rise 
times. The crosstalk  is  expressed in percentage of the 
amplitude of the active  line-driving  signal. 

Several conclusions can be drawn. In the case  of  lossy, 
unterminated, insufficiently  clamped  lines,  overshoots on 
the active  lines couple onto the adjacent, quiet lines, 
giving  rise to large  crosstalk  for short lines,  especially at 
fast  rise  times. For signal  rise times that are slower than 
200  ps, the NEN and FEN are similar in magnitude, and 
it was found that for this case, the constant-resistance 
model  produced  results almost identical to those of the 
frequency-dependent  skin-effect  analysis. As the rise 
times  become  faster ( t ,  c 200  ps), FEN will dominate, 
and it is  extremely important to take skin effect into 
account. The far-end  noise,  having a width equal to the 
signal  rise time, as  shown  earlier, will contain high- 

The coupled  noise  is  greatly  affected by the capacitive 

IBM J.  RES. DEVELOP. VOL. 34 NO. 4 JULY 1990 



frequency components, which will  be strongly attenuated. 
This explains why the far-end noise increases in length up 
to a point and then starts decreasing for very long lines. 

Discussion and conclusions 
Here we  review the significance  of the different loss 
mechanisms that have  been analyzed. In the case  where 
R X l,,, << Z,  ( R  X lma, I 0.1 Z,), interconnection 
transmission lines may be considered lossless and will 
transmit signals  with  negligible distortion. Such is the 
case  with  wide (60-100 pm) and thick (30-50 pm) 
printed-circuit-board wirings. These lines are generally 
terminated to avoid reflections, and the  amplitude is only 
reduced by the dc drop. Skin effect  will  be present for rise 
times less than 7 ns;  however, due  to the very  low R,, 
shown in Table 1, it will create insignificant dispersion. 
Dielectric  loss will dominate  in this environment if  very 
fast  rise-time  signals are sent on these lines. The 
discontinuities due to capacitive loadings of  crossing lines 
and very long and coarse  vias  generally tend to distort 
and slow down the signals well before any frequency- 
dependent losses come into play. 

R x I,,, I 0.2Z,, and some rise-time distortion will be 
encountered. This type of wiring  uses  fairly thick lines 
(16-25 pm), and skin-effect onset will occur with signals 
of around 1 ns  rise time. However, distortion will  be 
minimal because  of the low Rdc. Dielectric loss could play 
a strong role, though most ceramics have been shown to 
have  very  low tan 6,. The line and via  loadings, in this 
case as well,  will introduce most of the rise-time 
distortion. 

Thin-film camers have substantial series  loss,  since 
R x I,,, can be in the range OSZ, to 22,. In order to 
use such wiring to propagate fast  rise-time  signals, the 
transmission lines are unterminated, and a controlled 
amount of attenuation can be tolerated because  of the 
voltage doubling at  the open end. Rise-time dispersion 
will occur, even for frequency-independent resistive  loss. 
The conductors generally  used are fairly thin (5-8 pm), 
so that skin-effect onset occurs only for faster rise times 
oft, < 100  ps. Due to the high Rdc, skin effect  will 
dominate  and dielectric loss can generally be ignored. 
Since  such interconnections can propagate fast  signals, 
the switching  speeds will be limited by the noise margin 
of  digital  receiver circuits. For typical  systems, crosstalk 
and power-supply  noise generated by the simultaneous 
switching  of many drivers will limit the transitions to not 
less than 200  ps.  Finally, on-chip wires are very  resistive 
but use  very thin conductors (1-1.4 pm), so that skin- 
effect onset occurs at extremely fast  rise times, 
approaching 10 ps. The high  series  resistance, capacitive 
loadings of orthogonal lines, and increase in inductance 
due  to power bus layouts can significantly  slow down the 

Thick-film ceramic carriers have finite  series  loss,  since 
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Active line 

i Circuit  configurations for analyzing  worst-case  crosstalk in 
i computer applications. (a) Near-end coupled noise, NEN (b) far-end 

coupled noise, FEN. Uses high impedance at receiver input (C = 0.5 
f pF) and low-impedance, quiet driver (10 a). 
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f Simulated NEN and FEN crosstalk for signal rise times t ,  of 35 ps 1 (solid curves) and 200 ps (dashed curves), and for lines with R,  = 1 2.62 R/cm clamped  with  Schottky barrier diodes. Crosstalk is 
1 expressed in percentage of active line-driving signal amplitude. 

on-chip communications, especially as chip sizes 
increase. On-chip wiring will use planar topographies and 
transmission line structures in  the future to avoid these 
problems. 

In conclusion, we state that a detailed modeling 
method was given for including frequency-dependent 
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