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The  behavior  of  small  semiconductor  devices is 
simulated  using  an  advanced  Monte  Carlo 
carrier  transport  model.  The  model  improves 
upon  the  state of the art by including  the full 
band  structure of the  semiconductor, by using 
scattering  rates  computed  consistently  with  the 
band  structure,  and  by  accounting  for  both  long- 
and  short-range  interactions  between  carriers. It 
is sufficiently flexible to describe  both  unipolar 
and  bipolar  device  operation,  for  a  variety of 
semiconductor  materials  and  device  structures. 
Various  results  obtained  with  the  associated 
DAMOCLES program  for n- and  p-channel  Si 
MOSFETs,  GaAs  MESFETs, and  Si  bipolar 
junction  transistors  are  presented. 
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1. Introduction 
The simulation of the behavior of semiconductor device 
structures obtained by solving transport equations has 
proven to be important in device  design.  Since  its 
inception in the late 1960s and early 1970s [ 1-71, 
numerical  device simulation has  been  governed by two 
important trends, driven by progress in integrated 
electronics  itself.  First, miniaturization has  resulted in 
device structures which are increasingly  sensitive to 
geometric  parameters.  Devices  which once could be 
adequately  described by a one-dimensional model  have 
become the exception rather than the rule:  Two- and 
three-dimensional  models  have  accordingly  grown in 
importance. Secondly, as a by-product of 
miniaturization, the appropriateness of the physical  basis 
normally incorporated into device-modeling programs 
continues to erode. The distance scale  within a typical 
device can now approach the distance between  scattering 
events in the crystal; this introduces nonequilibrium 
transport effects  which a “drift-diffusion” formulation 
[8,9] does not include [ 10, 111. 

Increasing either the geometric dimensionality or the 
physical  rigor  of a device  model comes at the expense of 
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increased computing times. At present,  full three- 
dimensional calculations embrace conventional drift- 
diffusion  physics; the use  of more rigorous methods is at 
present  confined to two-dimensional treatments. 
Historically, the need to address  geometric  dependencies 
proved more urgent, so three-dimensional,  drift-diffusion 
device  models are relatively mature today [ 12,  131. The 
FIELDAY  program,  as  described in 198 I [ 141, typifies 
such an effort and is still in use today. The recent 
availability of a three-dimensional  program  dedicated to 
MOSFET simulation in the public domain underscores 
this maturity [ 151. In contrast, device  modeling  which 
attempts to move  beyond  drift-diffusion  analysis is less 
established. 

Both deterministic [ 16-33] and stochastic [34-591 
approaches to incorporating a more complete solution to 
the Boltzmann transport equation (BTE)  for  device 
modeling  have  been demonstrated; this will remain a 
fertile  research topic for  some  years to come. This paper 
revisits the topic of numerical  device  modeling as 
described by Buturla et al. [ 141, but with an emphasis on 
results obtained after including more of the physics 
relevant to modeling  exploratory  device structures. Our 
device  modeling  program  is  called  DAMOCLES, an 
acronym for gevice Analysis  using Monte Carlo et 
Poi2son  solver [ 601. 

The DAMOCLES  program can be  used to solve the 
three-dimensional  Boltzmann transport equation using a 
Monte Carlo technique self-consistently  with the Poisson 
equation for a two-dimensional  device  cross  section. The 
camer transport model  describes both electron and/or 
hole motion, and improves upon the state of the art by 
including the full band structure of the semiconductor, 
by using  scattering  rates computed consistently  with the 
band structure, and by accounting for both long- and 
short-range interactions between camers. Specialized 
statistical  sampling techniques are employed to obtain 
accurate information on rare  events,  i.e., in regions  of 
low carrier  density and/or extreme camer heating. The 
program is sufficiently  flexible to permit the simulation of 
rather general  device structures with  realistic  doping 
profiles.  Use  of a dedicated, interactive graphics  facility 
permits the rapid interpretation of model  results,  which 
may  be  viewed without interrupting an analysis in 
progress. 

Although the DAMOCLES  program  has  been 
described  recently  in  some detail [61-631, Section 2 of 
this paper summarizes recent enhancements and 
extensions.  What began  as a Monte Carlo treatment for 
unipolar electron transport only in a self-consistent 
electric field has  now  been  extended to include unipolar 
hole transport or bipolar transport. This greatly  expands 
the number of  device structures which  can be simulated 
with  DAMOCLES. An additional improvement which 

IBM J .  RES. DEVELOP. VOL. 34 NO. 4 JULY 1990 

implements a more accurate relationship among camer 
density, temperature, Fermi energy, and average  energy is 
also  detailed. This improvement is  needed to handle 
degenerate conditions, and makes  screening  lengths and 
energies more accurate in heavily doped regions. The 
implementation of a method to improve statistics for rare 
events  has  been  refined and is  also  described. In Section 3 
new results obtained for submicron silicon  MOSFETs, 
both n- and p-channel and  at 300 and 77 K, are given. 
Section 4 describes  results  for n-channel GaAs 
MESFETs, and Section 5 demonstrates the bipolar 
simulation capability  for  idealized npn and  pnp device 
structures. Taken together, the ability to model these 
disparate  device structures, in the context of a state-of- 
the-art physical  basis,  underscores the flexibility and 
power  of our approach. Section 6 offers conclusions and 
directions for future work. 

2. Recent  enhancements  to  the  model 
The physical phenomena underlying the DAMOCLES 
program  have  recently  been  described  [61].  However, the 
following improvements and enhancements to the 
program  have  since  been made: 

A Monte Carlo treatment of hole transport is now 

A more accurate relationship among carrier density, 
included in the model. 

temperature, Fermi energy, and average  energy under 
degenerate conditions has  been implemented. 

associated  with  low camer densities and/or energetic 
camers have  been  made. 

Improvements in gathering  statistics on rare events 

These are discussed in turn. 

Hole transport 
The incorporation of holes into the DAMOCLES 
program is conceptually  simple and is analogous to the 
procedure  used to implement and calibrate  electron 
transport. For clarity, this discussion  is limited to holes in 
silicon.  First,  empirical pseudopotentials [64] are used to 
generate the valence band structure for  holes. The band 
structure and density of states  (DOS) obtained are shown 
in Figure 1. The band structure is  even more complicated 
than for  electrons, due to the warping and strong 
nonparabolicity of the bands. Note the explicit  presence 
of the heavy- and light-hole  bands,  as well as the split-off 
band, in the model.  Since  local pseudopotentials without 
spin-orbit interaction are employed, one of the doubly 
degenerate  light-hole bands is  shifted by the known spin- 
orbit interaction energy  of  0.045  eV. This is a satisfactory 
approximation for crystals  with  small spin-orbit coupling, 
such as silicon. The calibration of deformation potentials 
is done by fitting  bulk experimental data. After  fitting 
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phonon deformation potential, the threshold  energy for 
impact ionization, and the prefactor in the Keldysh 
formula for impact ionization). In Figure 2, the electric 
field dependence of the hole drift velocity and average 
energy  is  shown and compared to experimental data, at 
77 and 300 K. For all  device simulations in this paper, it 
is  assumed that use  is  made  of (100) material. 

Internal to DAMOCLES, information for  all  particles 
(e.g., position,  energy, wave vector) is collated in an 
unordered  fashion,  with a single “type” array identifying 
the particle as an electron or hole. This permits the 
previous  vectorized treatment of short-range  particle 
interaction [6 11  to carry  over  directly to electron- 
electron,  electron-hole, and hole-hole  scattering in the 
bipolar  case. Carrier kinetic energies are always  positive 
and relative to the local conduction/valence band edge 
minimum. This permits the previous  electron-only 
integration of the equations of motion to be  readily 
extended to the bipolar case as well. In contrast to the 
electron implementation, no analogue to the mixture of 
analytic and numeric bands (below and above a kinetic 
energy threshold, respectively)  exists  for  holes. The 
valence band structure is not amenable to this approach, 
given its complicated  shape.  Therefore, numeric bands 
are employed  exclusively  for  holes. 

(a) Silicon band  structure  and (b) density of states for electrons and 
holes.  Each  was  obtained  from  empirical  pseudopotential 
calculations. The split-off valence band  can be seen at the right edge 
of (a)  along the E-line. The nomenclature indicated in (a)  is in 
standard use in band-structure  calculations [64]. From [63], 
reproduced  with permission. 

drift velocity  versus  electric  field  curves [65] and impact 
ionization coefficients [66,67], the parameters we employ 
[63] are Aac = 3.5 eV, (AQP = 6.0 x 10’ V/cm, 
E,, = 1.21 eV,  P/T,,(E,,) = 9.0 X 1014 s” (respectively, 

468 the acoustic phonon deformation potential, the optical 

Tabulation of integrals involving density of states 
The relationship yielding carrier density and average 
energy  given the Fermi energy and temperature involves 
Fermi-Dirac  integrals of order 1/2 and 3/2, respectively, 
assuming  parabolic  energy bands [68]. Until now,  such 
expressions were  used in DAMOCLES  with a carrier 
effective  mass  derived from the full  energy band 
structure. This approach errs under the condition of 
degeneracy,  which  occurs  for  high carrier concentrations 
or low temperatures. In general, a more rigorous 
treatment is required. The discussion is given  for 
electrons, but is  easily  transposed  for  holes. 

temperature T, is  given by an integral  over the 
conduction band, 

The electron  density n with Fermi energy EFn and 

where E, is the energy at the bottom of the conduction 
band, kB is  Boltzmann’s constant, and 9” is the DOS in 
the conduction band obtained from the full  band 
structure. The DOS  is obtained from the v conduction 
bands in the usual way, 
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where 6 is the Dirac delta function, and  both  the sum 
and  the integral are over the constant energy  surface 
E,(k) = E for the vth band in the Brillouin zone (BZ). 
The average electron energy Wn(EFn, T,) is  given  by 

wn(EFn9 Tn)  

For E, - EFn % kBT,,, this reduces to Wn = 3/2kBTn. 
Equations (1) and (2) also  define  inverse relations 
EF,(n,  W,) and Tn(n, Wn); from Equation (l), the 
derivatives f i l  = - - I  an 

EFn,Tn,E, constant 'Ec EFn.T,,,EFn constant 

may  be obtained as well. Analogous relationships exist 
for  holes in the valence band. These relationships are 
required in three contexts, to be  discussed in  turn:  the 
Poisson equation, calculating screening  lengths, and 
approximating degeneracy effects. 

Solving the Poisson equation requires that  the total 
charge  density  be evaluated. For a unipolar device  model, 
the minority carrier charge density is determined by the 
potential and a constant quasi-Fermi level. In this case, 
the carrier Fermi energy and temperature (To, the lattice 
temperature) are known and  the density is sought. 
Furthermore, since the Poisson equation is solved  by a 
damped Newton-Raphson iteration [69], the derivative 
of density with  respect to E, is needed. To evaluate 
ionization statistics  for donors and acceptors, the 
assumption is made that donors are in equilibrium with 
the electrons and acceptors are in equilibrium with the 
holes. The quasi-Fermi energy obtained from the carrier 
density and average  energy  is  used, together with the 
lattice temperature, to evaluate the fraction of dopants 
ionized. The derivatives aNi/aEc and aN,/dE, are 
likewise required by the Newton linearization and are 
readily obtained. Although not currently done, some 
time averaging  of the carrier density used to set the quasi- 
Fermi levels  for dopant ionization statistics  would better 
account for the longer time constants involved in 
changing the charge state of the dopants. 

Screening  lengths are required to evaluate impurity and 
particle-particle  scattering  processes. The particle density 
and average  energy are used to find the Fermi energy and 
particle temperature, from which the derivative of  density 
with  respect to Fermi energy  is calculated. For particle- 
particle  scattering,  screening parameter /3 is evaluated as 

r 
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(a) Experimental behavior [65] and Monte Carlo simulation of hole 
drift velocity as  a function of electric field along the (100) and (1  11) 
crystallographic directions in silicon,  at 77 and 300 K .  (b) Monte 
Carlo simulation of hole average energy in silicon, as a function of 
electric field along those crystallographic directions, at 77 and 300 
K. From [63 ] ,  reproduced with permission. 

where c is the permittivity and e is the magnitude of the 
electron charge. Equation (3) reduces to the Debye- 
Huckel and Thomas-Fermi expressions in the 
nondegenerate and degenerate limits, respectively. The 
values  used in Equation (3) are backward-averaged in 
time in order to reduce statistical noise; the  duration of 
this average  is approximately 2-20 fs. For impurity 
scattering, Equation (3) is employed if (n + p )  > 
( N i  + N i ) ;  otherwise, the screening length is  derived 
from the ionized impurity concentration 
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Where p changes  rapidly in space, our use  of a screening 
sphere of constant radius is in error, as discussed 

470 previously  [61]. This error could  occur near the transition 
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from the channel to the source or drain, but is a small 
effect in the channel itself. 

Degeneracy  effects are approximated as previously 
described [6 11. The approximate distribution function 

is evaluated  with EFn and T,, obtained from the camer 
density and average  energy. The distribution function is 
then used to conditionally reject  scattering events in 
order to statistically approximate the lack of final states 
under degenerate conditions. 

Given their ubiquity, the actual evaluation of the 
integrals in Equations (1) and (2 ) ,  their inverses, and the 
derivatives of density  with  respect to Fermi energy must 
be  efficient. A table look-up approach is adopted; for 
electrons and holes,  five  tables  each are constructed. For 
the case  of  electrons, the tables are as follows: 

n(EF,,,T,,) and Wn(EF,,, T,,) are tabulated for -0.2 5 EFn 
I +0.3 eV in 1-meV  steps (up  to + O S  eV in 1.4-meV 
steps for GaAs) and 4 I T,, 5 25004 K in 50-K  steps. 
EF,,(n, W,) and TJn,  W,,) are tabulated for 10” I n I 
10” cm-3 in 500 logarithmic  steps and 0.005 I W, I 
2.155  eV in 4.3-meV  steps. 
anfaE, (EFn,T,) is tabulated for -0.2 5 EFn I +0.3 eV 
in 1-meV  steps (up  to + O S  eV in 1.4-meV  steps  for 
GaAs) and 4 I T,, I 25004 K in 50-K  steps. 

In addition, extrapolation outside the table  is  used  where 
well-defined limits exist (e.g., the Boltzmann regime); 
otherwise,  program execution is stopped. Examples of 
results obtained following this procedure are shown in 
Figure 3. For the case  of the conduction band in GaAs, 
the electron  density (a) and average  energy (b) are plotted 
against the Fermi energy at 300 and 77 K. The electron 
density  shows  Boltzmann-like  behavior  for  sufficiently 
negative Fermi energies,  with the expected exponential 
fall-off evident  from the curve. As the electron Fermi 
energy  moves into the conduction band (EFn > 0),  the 
density of states,  together  with the Fermi function, 
determines the electron  density. The r valley  is 
populated  for EFn 5 0.25 eV,  with the structure in the 
density around 0.3 and 0.45  eV  representing the L valleys 
and X valleys,  respectively, contributing to the total 
density of states. In Figure  3(b), the average  electron 
energy is shown  for the same conditions. For EFn 5 0, the 
Boltzmann limit W,, = 3 f2kBTn is approached. For 
increasing  degeneracy, the average  energy  climbs,  since 
the exclusion  principle  forces  progressively  higher  energy 
states to be occupied.  Again, this curve has structure 
evident around 0.3 and 0.45 eV, attributable to the L 
valleys and X valleys,  respectively. 
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Statistical  enhancement of rare  events 
Results  obtained via Monte Carlo device simulation are 
only as good  as the statistical  variance of the estimators 
of particle  behavior.  Unless  special  provisions are made, 
the particles will  only probe  spatial  regions of the device 
with the highest  carrier  densities, and energy  intervals 
favored by the local  energy distribution function. Finite 
central processing unit (CPU) budgets and particle counts 
preclude a “brute force” solution to this problem. This 
difficulty  can  be  circumvented by dividing the ensemble 
into “common” and “rare” populations, and assigning 
“rare” particles a reduced  statistical  significance [70]. 
Such a procedure  has been described  recently in the 
context of Monte Carlo  MOSFET simulation [71]. A 
similar scheme  has  been implemented in  DAMOCLES, 
but with an important improvement: The number of 
particles  in “rare” configurations  is automatically 
adjusted to maintain a target  particle population. By 
keeping a known number of particles in a rare state, 
statistical  variance  within that state can be controlled. 

The DAMOCLES  program  accepts as input the 
boundaries in space and kinetic  energy  where  statistical 
enhancements are to occur.  Many  such  regions  may  be 
defined. In each  region  (called a “stat-box”), a target 
number of particles  is  also  specified,  as a fraction of the 
total number of particles  nominally  desired in the model. 
As the simulation proceeds,  stat-boxes are processed as 
follows. Particles  crossing  stat-box boundaries are 
replicated, or conditionally  removed,  according to the 
relative  statistical weights  of the two  regions. A stat-box 
with no particles  initially  becomes  active  when first 
entered by particles, inheriting the average  statistical 
significance of the entering particles. Then, statistical 
weights  within  individual  stat-boxes are adjusted so that 
the particle count in any  box containing particles  is 
within 20% of the target  value of the box. This target 
value  is  also  adjusted, to ensure that unpopulated stat- 
boxes do not  artificially  lower the total number of 
particles  nominally  present in the device. The stat-boxes 
for electrons and holes are totally independent, allowing 
vastly  different spatial and energy  configurations to be 
accurately  resolved  for  each carrier type. Besides the 
complexity introduced in  “bookkeeping” by this method, 
care  must be taken to handle the short-range  particle- 
particle interaction correctly.  In our method, described 
previously [6 11, the total energy  of the ensemble  is 
statistically  conserved  in the presence of interactions 
between  particles of  differing  statistical  significance. 

3. Submicron  silicon MOSFET results 
In this section we present simulation results  for both 
n- and p-channel  silicon  MOSFETs at an operating 
temperature T of 77 and 300 K. The n-MOSFETs 
discussed  here are identical to devices  discussed  in the 
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context of off-equilibrium transport [61-631, and are 
based on experimental devices  of  Sai-Halasz et al. [72- 
741. The p-MOSFETs simulated here are simply  derived 
from the n-MOSFET  cross  section by inverting the 
polarity of the doping, the gate  work function, and the 
applied  bias.  Such  p-MOSFETs are probably not 
technically  feasible: The degenerately  doped antimony n+ 
sources and drains in these  n-MOSFETs  have  extremely 
sharp doping  gradients, but there is no way to duplicate 
this sharp source/drain profile  with an acceptor dopant 
for the p-MOSFETs.  Such  p-MOSFETs remain of 
interest, however,  since comparisons with  corresponding 
n-MOSFETs are not clouded by differences in geometry 
or doping. Rather, the comparison quantifies the intrinsic 
differences in electron and hole transport. Preliminary 
p-MOSFET simulation results  have  been  published [63], 
but the emphasis in this paper is on comparing 
MOSFETs  with  different channel lengths and applied 
biases  for 300- and 77-K operating temperatures. Unless 
otherwise  specified,  particle-particle  scattering  is not in 
effect  for  these  MOSFET simulations. The average 
energies,  velocities,  etc.,  so obtained do differ somewhat 
from their counterparts obtained with  particle-particle 
scattering  (see  Section VI.-B in [6  l]), but the qualitative 
behavior  is  similar, and this decision does not seriously 
detract from the subsequent discussion. 

Comparison of p- and n-MOSFET results 
The n- and p-channel  devices are simulated for T = 300 
and 77 K, and equal I V, I and I V,l. The source/drain 
doping  is  assumed to form very  nearly a step junction, 
having a lateral Gaussian straggle of 5 nm and a peak 
concentration of - 1.5 x 10’’ ~ m - ~ .  A Gaussian channel 
threshold-adjust implantation is included, with a peak 
density of 7 x 10’’ cm-3 occumng 70 nm below the 
Si-SiO, interface,  with a straggle of 30 nm. The 
background substrate doping is chosen to be 6.5 x 10’’ 
~ m - ~ .  The oxide  is  assumed to be 4.5 nm thick. Both 
devices are surface channel devices, as the n-MOSFET 
contains an  n+ poly  gate, and the p-MOSFET contains a 
p+  poly  gate. For the n-MOSFET, the source/drain is 
n-type, and the substrate and channel implant are p-type; 
for the p-MOSFET, the complement is true. 

Figure 4 shows the Monte Carlo particle total energy 
distribution at an instant in time along the interface of 
n- and p-MOSFETs,  assuming that their metallurgical 
channel lengths LCH are 233 nm, 1 V,l = I V,,l = 2.5 V, 
their sources and substrates are grounded, and T = 
300 K. The particles are colored  in  50-meV increments 
according to kinetic energy,  ranging  from 0 eV (blue) to 
1 .O eV (red). The conduction and valence  band potentials 
are shown  as  cyan  curves in (a) and (b), respectively. The 
displacement of a particle away from the potential energy 
curve gives a second indication of kinetic  energy.  Note 
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472 

Calculated  distribution in total  energy of  the  Monte Carlo  particles  along  the  Si-SiO,  interface for (a) an  n-MOSFET  and (b) a  p-MOSFET for 
the  following  conditions: LcH = 233 nm, I V, I = I V, I = 2.5 V, source and substrate  grounded,  and T = 300 K. The  metallurgical  channel 
is assumed  to  extend  from 0.020 to 0.253 pm. Electrons in (a) and holes in (b)  are  colored  according  to  their  kinetic energy. 

. . . . . . - . .. . . 

that the electron energy  increases upward, while the hole 
energy  increases downward. Only particles within 10 nm 
of the interface are shown. In the n-MOSFET (a), the 
electrons remain in a tight  energy distribution for 
approximately the first  half  of their journey from source 
to drain, and show nonequilibrium behavior only near 
the drain end of the channel. In the p-MOSFET  (b), 
holes  show markedly less broadening in the particle 
distribution as carriers move  from source to drain. This 
result is expected,  since the scattering rate is  higher for 
holes than for  electrons. This implies shorter mean free 
paths for  holes,  with the commensurate increased 
difficulty  of  achieving  quasi-ballistic  behavior. Figure 5 
compares quantitatively carrier energy,  velocity, and 
density and  the electric  field in these  devices. In Figure 
5(a), the carrier kinetic energy and  the drain-to-source 
electric field are shown. Moving in virtually the same 
field pattern, electrons gain  roughly  twice as much kinetic 
energy  as  holes, due to their different transport behavior. 
In Figure 5(b), the carrier velocity and carrier density 
(integrated perpendicular to the interface) are shown. The 
velocity attained by electrons exceeds their saturated 
velocity  of 0.96 X lo7 cm/s near the drain, while  holes 
only  reach a peak  velocity  of 1.1 X lo7 cm/s. However, 
this velocity does exceed the saturated velocity  for  holes 
(0.62 x lo7 cm/s) in the pinch-off  region. The integrated 
carrier density in the channel is qualitatively similar, 

becoming somewhat different near the drain. Near the 
source, the inversion  charge  is  slightly  less  for the 
p-MOSFET due  to an effective  difference  of -0.06 V in 
applied gate  voltage,  caused  by the difference in built-in 
potential at  the source/drain contacts for n+ versus pf 
material, even  when doped to the same magnitude. This 
results in a slight  bias asymmetry, with the p-MOSFET 
being  slightly more pinched off than the n-MOSFET. 
Near the drain, the p-MOSFET density is depressed 
relative to the n-MOSFET  because  of this slight internal 
bias asymmetry and because  of the requirement of 
current continuity in the channel: The ratio of the camer 
velocity in the pinch-off  region to  the  camer velocity in 
the channel is  higher for the p-MOSFET than for the 
n-MOSFET. 

Figure 6 shows the calculated Monte Carlo particle 
total energy distribution at an instant in time along the 
interface for an n- and a p-MOSFET  with LCH = 53 nm. 
The applied biases are assumed to be I V, I = I VD I = 
0.8 V, with the source and substrate grounded; the 
operating temperature Tis assumed to be 77 K. For both 
the n-MOSFET (a)  and  the p-MOSFET (b), a behavior 
qualitatively different from that shown in Figure 4 is 
seen. The width of the energy distribution increases 
steadily in moving from source to drain. Local 
equilibrium, i.e., an interval where a single kinetic energy 
distribution can be  slid  along the potential energy curve 
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(a) Carrier energy and drain-to-source electric field as  a function of distance along the interface, calculated for the n- and the p-MOSFETs of 
Figure 4. Both quantities have been averaged over a depth of 10 nm below the interface. (b) Calculated carrier velocity and integrated carrier 
density as a function of distance along the interface, for the same MOSFETs. The velocity is in the source-to-drain direction, and has been 
averaged over a depth of I O  nm below the interface. 

and remain a good representation (this tacitly assumes a lower temperature, conspires to make mean free paths 
constant channel field),  is present nowhere in  the longer  relative to the channel length. This increases the 
channel. The shorter distance scale, together with the importance of velocity overshoot in this case. Figure 7 
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(a)  Carrier energy and drain-to-source electric field  as a function of 
distance along the interface, calculated for then- and  the  p- MOSFET 
of Figure 6 .  Both  quantities  have  been  averaged  over a depth 
of 10 nm below the interface. (b) Calculated carrier velocity and 
integrated  carrier density as a function of distance along the interface, 
for the same  MOSFETs. The velocity  is in the source-to-drain 
direction, and has been averaged over a depth of 10 nm below the 
interface. 

shows the calculated camer energy,  velocity, and density 
and the electric field for the devices of Figure  6.  Again, 
electrons in the n-MOSFET  gain  more kinetic energy 
than holes  in the p-MOSFET,  although the electric field 
is  similar  in magnitude in both  devices, as seen in Figure 
7(a).  Note that the average  energy cannot significantly 
exceed the drain voltage, 0.8 V. The average  energy 
approaches the drain voltage  as pure ballistic transport 
across the channel becomes dominant. Figure  7(b)  shows 
the carrier  velocity,  indicating the presence  of  velocity 
overshoot. At  77 K, the saturated velocity v, for 

474 electrons  is 1.2 X lo7 and for  holes is 0.98 X lo7 cm/s.  In 
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the n-MOSFET, the electron  velocity  exceeds v,, over 
nearly the entire channel; for the p-MOSFET, the hole 
velocity  exceeds v,, over  approximately  half the channel. 
The hole  density  is  lower than the electron density near 
the drain. Again, current continuity forces  this,  as the 
ratio of the peak carrier velocity to the carrier velocity at 
the source junction is  larger  for the p-MOSFET than for 
the n-MOSFET. 

The transconductance for  these  n-MOSFETs  has  been 
discussed  previously  [6  1,621. We add here  only that the 
calculated current and transconductance for the 
complementary p-MOSFETs are roughly  half  those  of 
their n-MOSFET counterparts. This preliminary result 
seems true both at 300 and 77 K, at the 233-nm channel 
length  level. For sub-100-nm  devices, the p-MOSFET 
transconductance makes  modest  gains  relative to the 
n-MOSFET, approaching 75% of the n-MOSFET  result. 

Nonequilibrium transport: Channel length dependence 
The importance of nonequilibrium transport increases  as 
the device channel length  decreases.  It  is  instructive, 
however, to compare on an absolute  scale the internal 
device  behavior as a function of channel length.  Consider 
a trio of  n-MOSFETs,  differing  only in metallurgical 
channel length (LCH = 43,  103, and 233 nm). The biases 
applied to the three are scaled  roughly  with the channel 
length,  i.e.,  along the lines of constant field  scaling. For 
the 43-nm  device, V, = 0.7 and VD = 0.6  V. For the 
103-nm  device, V, = 1.0 and V,, = 1.0  V, and for the 
233-nm  device, V ,  = 2.5 and VD = 2.5  V. The source 
and substrate are assumed to be grounded in all cases. 
The average drain field across the 43-,  103-, and 233-nm 
channels is therefore 1.40,0.97, and 1.07 x lo5 V/cm, 
respectively. The lattice temperature is  assumed to be 
300  K. We now  consider the electron  velocity and kinetic 
energy in the MOS channel. 

Figure 8 shows the calculated  electron  velocity  along 
the interface,  averaged  over a 10-nm depth below the 
interface.  Since v,, = 0.96 x lo7 cm/s, significant 
portions of the channel length  exceed v,, for  each  device. 
The maximum velocity is always achieved at the drain 
junction. The behavior of the velocity  qualitatively 
changes  from  longest to shortest channel length: For the 
233-nm  device, the velocity  grows  slowly in the first  two 
thirds of the channel, and then increases  rapidly in the 
last third. This is  consistent  with  “long-channel’’  device 
behavior,  with  linear and pinch-off channel regions well 
delimited. The behavior of the 103-nm  device  is  similar, 
with the division occurring midway  along the channel. 
For the shortest  device, the velocity  rises  rapidly starting 
at the source. The velocities obtained by dividing the 
metallurgical channel by the transit time across the 
channel for the three devices are 1.34,  0.90, and 
0.60 x lo7 cm/s, clearly  reflecting the role of  velocity 
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Calculated electron velocity for three Si n-MOSFETs plotted against I the distance along the interface. For the LC, = 43-nm device, it  is 
assurnedthat V, = 0.7VandVD = 0.6V;  forthe  103-nmdevice,it 1 is assumed that V, = 1.0 V and V, = 1.0 V; and for the 233-nm 

1 device, that VF = 2.5 V  and V, = 2.5 V. Sources and substrates 
are assumed to be grounded; Tis assumed to be 300 K. The velocity 
I S  in the  source-to-drain  direction,  averaged  over  a  depth of 10 

overshoot for the smallest  device. Note, however, that  the 
103-nm device has the highest  peak  velocity  of the three. 
This occurs because the peak velocity  is determined both 
by the initial velocity entering a region  of  high  field and 
by the distance over which the field  acts. Figure 9 shows 
the drain-to-source electric field for the three devices. 
Again, the 233-nm device  shows  “long-channel’’ 
behavior, namely, a distinct channel field (-0.5 x lo5 
V/cm) and pinch-off  region. The behavior of the 103-nm 
device is similar, but with a much shorter linear region. 
No such distinction is present in the shortest device, for 
the field is becoming more uniformly spread over the 
channel. The high-field  regions  of the three curves have 
qualitatively the same shape and distance scale, extending 
back from the peak -50-75 nm. This fixed distance 
consumes progressively more of the channel as the 
channel length shrinks. 

Figure 10 shows the electron kinetic energy for the 
three devices,  averaged  over a IO-nm depth below the 
interface. The maximum energy occurs in the longest 
device. The peak  energy  is determined by many factors, 
but the limiting cases are clear: For pure ballistic 
transport, peak kinetic energy  is  set by the  drain bias, 
while  in equilibrium with an electric field  of lo5 V/cm, 
electrons are heated to an average kinetic energy of 
-0.65 eV. The occurrence of  low  energies in  the smallest 
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I Calculated drain-to-source  electric field as a function of distance 1 along the interface, for the three devices of Figure 8,  averaged over  a 
depth of 10 nm below the interface. 
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1 Calculated  electron  energy  as  a  function  of  distance  along  the 
interface, for the three devices of Figure 8, averaged over a depth of 
10 nm below the interface. The energy that ballistic electrons leaving !! the source would obtain in a fixed field of lo5 V/cm  is shown for 

I 

devices  where  velocity overshoot is most significant is no 
accident: Camers colder than dictated on the basis of 
equilibrium with the local field experience relatively  less 
scattering, and are free to fly in  the field and attain high 
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Fraction of electrons with velocity directed from source to drain 
versus the normalized source-to-drain distance, calculated for the 
three devices of Figure 8.  

velocities. This is  clearly the case  here.  However, this 
does not explain the behavior near the source in Figure 
10,  where the energy in the longest  device  is  larger than 
in the shorter devices. This higher  energy  accompanies 
the “long-channel’’  behavior  referred to previously. A 
local  equilibrium  is  established near the source in the 
233-nm  device,  with an electron  energy  consistent  with 
the local  field  there.  Alternatively, this can be  regarded as 
a state in  which the fraction of electrons  with  positive 
(source-to-drain)  velocity  relative to the whole  is that 
corresponding to local equilibrium with the field. 
Electrons  accelerated  toward the drain by the drain field 
have a sufficient  distance in which to be  backscattered, 
raising the average  energy near the source.  In the shorter 
devices, this flux  of backscattered  electrons  is 
progressively  reduced  because the drain collects electrons 
before  they can scatter backward in the channel. This 
point is  clarified in Figure 11, where the fraction of 
electrons  with  positive-going  velocity  is  given  for the 
three devices. For pure  ballistic transport with no 
possibility of backscattering, this fraction  becomes 1 .O; 
for  zero  net current flow, the value  would  be 0.5. Note 
that near the drain the curves come closer  together, 
indicative of the higher  scattering  rates of the hot camers 
there driving the system  toward  local equilibrium with 
the high  field  over a shorter distance scale. We note, 
finally, that the results of Figures 8- 1 1 are qualitatively 
unchanged at 77 K, with  peak  velocities and energies 
increasing - 1.6-  1.7 times  over the values  shown  for 
300 K. 
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Nonequilibrium transport: Bias dependence 
The results of the previous  subsection are now  revisited 
from a different  perspective:  Assuming that the 
n-MOSFET  geometry and lattice temperature are fixed, 
the electric field and electron  energy are discussed  as a 
function of the device  bias.  In Figure 12 we consider a 
233-nm  n-MOSFET at 300 K. The substrate and source 
are assumed to be grounded. For Figure  12(a,  b), 
VD = 2.5 V is  fixed,  while the gate  voltage  varies. For 
Figure  12(c, d), V, = 2.5 V is  fixed,  while the drain 
voltage  varies. The calculated drain-to-source electric 
field along the interface  is  shown in Figure  12(a,  c); the 
electron  energy  is  shown in Figure  12(b, d). In  Figure 
12(a), the electric field  has a “long-channel” appearance, 
with  well-delineated linear and pinch-off  regions. As the 
gate  bias  is  decreased, the channel field  decreases  slightly 
and the field near the drain grows  larger,  consistent  with 
a stronger  pinch-off  of the channel.  Figure  12(b)  shows 
the electron  energy in this case. As the gate  bias 
decreases, the channel energy  decreases. The energy  rises 
at the drain end of the channel, but the highest  energy 
peak is not attained at the lowest  gate  bias.  Although the 
electrons are heated by the high  field near the drain in 
every  case, the lower  energy  of electrons entering the 
pinch-off  region  manages to lower the peak  energy 
attained for V, I 1 S O  V. The peak  average  energy  falls 
well short of the drain voltage,  as  expected. The same 
quantities are shown in Figure  12(c,  d), but for a constant 
V, = 2.5 V. As the drain voltage  decreases, the device 
operates in the triode region. The entire channel becomes 
more  like a linear  resistor, and the field becomes more 
uniform  over the channel, as  seen in Figure  12(c).  Figure 
12(d)  shows that the energy  becomes more uniform as 
well, and decreases in response to the lower  field  values. 

The previous  results  for a 233-nm  n-MOSFET at 
300 K can now  be compared to results obtained for a 
43-nm  device operating at 77 K. Figure 13 depicts the 
same information for this shorter device.  In  Figure  13(a), 
the electric field  is smoother, even for the lowest  gate 
voltage. The sharp increase in the field, and the obvious 
division of the channel into linear and pinch-off  regions 
seen in Figure  12(a), is absent. The corresponding  energy 
is  shown in Figure  13(b),  where the energy  is  remarkably 
impervious to the change in gate  voltage. The energy  gain 
is primarily determined by the drain bias (1 .O V), a sign 
of the dominance of nonequilibrium transport. Only the 
energy  rise in the channel differs,  being  fastest  when the 
field near the source  is  highest.  Figure  13(c)  shows the 
electric field  when V, = 1 .O V is  held constant. Reducing 
the drain bias  moves the device into triode region 
operation, and the field simultaneously becomes  lower 
and more  evenly  spread  over the channel. This is similar 
to the result in Figure  12(c) for the 233-nm  device. 
Finally,  Figure  13(d) gives the corresponding  electron 
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’ Calculated electric field and electron energy distributions along the interface, for a 233-nm-channel-length n-MOSFET at 300 K under various I bias conditions. The substrate and source are assumed to be grounded. (a) Drain-to-source electric field as a function of distance,  for fixed 
f V, = 2.50 V. (b) Electron energy corresponding to the bias conditions of (a). (c) Drain-to-source electric field versus distance,  for  fixed 
f V, = 2.50 V. (d) Electron energy corresponding to the bias conditions of (c). 

energy,  which tracks the behavior of the field  by 
becoming lower and more uniform in  the channel. This 
parallels the behavior shown in Figure 12(d). 

Comparing the 233-nm, 300-K behavior shown in 
Figure 12 to the 43-nm, 77-K device results of Figure 13 
shows fundamental differences for high drain field 
conditions. For the larger  device,  “long-channel’’ 
behavior is seen,  with distinct linear and pinch-off  regions 
in the channel. The energy gained is primarily at  the 
drain  end of the channel. The 43-nm device has a 
smoother field pattern, with no distinction possible in  the 
channel between linear and pinch-off intervals. The 
energy  gained  is limited by the applied drain bias due to 

the strong off-equilibrium transport  in  this short channel. 
For low drain bias operation, however, both devices 
operate analogously, although the field pattern remains 
more smeared out over the channel of the 43-nm device. 

Interface scattering 
In the DAMOCLES program, a combination of specular 
and diffuse elastic scattering has been employed at the 
Si-SiO, interface. A more rigorous approach would  be to 
utilize  explicit surface scattering mechanisms, such as 
Coulomb and surface roughness scattering. However, 
only by introducing quantization  in  the channel will the 
distance between the camers  and the interface be 
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correctly  represented.  Lacking quantization in the 
channel in the present  program, the simpler 
representation of interface  scattering is considered 
acceptable. 

Specifically, in the previous  subsection, an equal 
probability  for  specular and diffuse  scattering was  used. 
However, the results are sensitive to the exact ratio of 
specular and diffuse  interface  scattering.  Specular 
scattering  is  defined as an elastic  deflection by the 
interface  where momentum perpendicular to the 
interface  is  reversed;  i.e., the reflected  angle  equals the 
incident angle. The diffuse  scattering  assumed  here  is 

slightly nonstandard: The particle  is  assumed to be 
scattered into a k-state  chosen  from among all  final  states 
which conserve  energy and yield a velocity  directed  away 
from the SO,, with a probability proportional to the 
DOS at k. Let s be the probability  for  specular  scattering 
(0 5 s I l), with (1  - s) the probability  for  diffuse 
scattering. As s increases  from 0 to 1, the ability of the 
interface to change the direction of electron motion in 
the source-to-drain direction decreases. By reducing the 
probability of backscattering the source-to-drain motion 
of an  electron, the inversion  layer  mobility  increases 
as s increases. This has the net effect  of reducing the 
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resistance of the linear channel region. This effect  is 
portrayed  in  two  different ways in Figure 14, where 
results  for  an  n-MOSFET  with a 103-nm channel length 
operating at 300 K are shown.  Both drain bias and gate 
bias are assumed to be 1 .O V. The case  of an equal 
probability of specular and diffuse  scattering (s = 0.5) is 
compared to the case  where  only  specular  scattering, or 
only  diffuse  scattering,  is included. In (a), a plot of 
electron  density  perpendicular to the interface is shown, 
at 20% (left) and 80% (right) of the way down the 
channel from the metallurgical  source junction. The 
electron  density  spreads out more below the interface  as 
the amount of specular  scattering is increased. This is 
explained  as follows. First,  consider the source end of the 
channel. Here  in the linear portion of the channel, the 
amount of inversion  charge induced by the gate  field  is 
fixed  by the oxide  capacitance and the gate drive (gate 
voltage  above the threshold  voltage). This is a 
consequence of Gauss' law. Thus, the area under each  of 
the curves in (a) at the source end must be equal. Also, 
the channel current increases  monotonically  with s, since 
the channel mobility  increases and the bias is fixed. The 
source/drain currents vary  by more than 2.5 times as s 
changes:  for s = 0, 0.5, and 1.0, the current is  1.56,  2.81, 
and 4.18 A/cm,  respectively.  Although the field  decreases 
in the channel as s increases, the power input to the 
electrons  in the channel still  increases  with s, making the 
electrons hotter and causing them to spread out further 
below the interface (-40  meV hotter for  specular 
compared to diffuse near the source). As a minor 
secondary effect, our model of diffuse  scattering is 
somewhat more likely to redirect  electrons  parallel to the 
interface  (in the two-dimensional  modeling plane). For 
example,  for  40-meV  electrons  scattered  diffusely by the 
interface, the electrons are -30% more likely to be 
deflected  along the interface (either forward or backward) 
compared to a model  for  diffuse  scattering  directing 
particles  outward  uniformly  in a semicircle. Our model  is - 10% less  likely to place  particles in trajectories  directed 
near  45"  relative to the interface.  Exit  trajectories 
perpendicular to the interface are equally  likely in either 
model of  diffuse  interface  scattering.  These  differences 
stem  from  differences in the DOS as a function of the 
exit  angle. The effect  here, then, is for our diffuse 
scattering to increase  slightly the time an electron  spends 
near the interface; this further increases the electron 
concentration near the interface as diffuse  scattering 
dominates. The spread below the interface  is summarized 
by the first moment of the electron  density,  which  is 
located  0.85,  1.15, and 1.85 nm below the interface,  for 
s = 0, 0.5, and 1 .O, respectively, at the source end of the 
channel. Near the drain end of the channel, the behavior 
persists, due to the differing  electron  energies in the three 
cases. 
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(a)  Calculated  electron  density  versus  position  below the SiO, 
interface, for 20% (left) and 80% (right) along the  channel  from  the 
metallurgical source junction, for three different interface  scattering 
models. An n-MOSFET with LCH = 103 nm  and V, = VD = 1 .O V is 
considered at 300 K.  (b) Calculated electron energy and  drain-to- 
source electric field plotted against distance from  the source junction, 
for the same conditions in (a), averaged over a depth of 10 nm below 
the interface. 

In Figure  14(b), the electron  energy and drain-to- 
source  electric field are plotted as a function of the 
distance  from the source junction. The electron  energy  is 
averaged  over a IO-nm depth below the interface, and 
hence  does not show the energy  difference in the 
inversion channel attributed to the differing  power inputs 
discussed  directly  above,  since the inversion  layer  is 
much thinner than 10 nm. Near the drain, however, the 
differing  electron  energies are clearly  seen. As s increases, 
the peak  energy and field both  increase. The peak  field 
increases as s increases  because of a lower channel field, 
brought about by the lower  resistance in the channel. 479 
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Electron total energy distributions calculated for  a 233-nrn-channel- 
length n-MOSFET at 300 K. Biases are assumed to be the same as for 
Figure 4(a). The  40 distributions stacked adjacent to  one another are 
all normalized to have the same  area.  The  same data are shown in (a) 
and (b), derived from opposite viewpoints. 

This higher  pinch-off  field  also accounts for the higher 
peak  energy. Our selection of s = 0.5 in other subsections 
was made arbitrarily, wishing to favor neither individual 
interface  scattering process.  Although comparisons to 
experimental data have  been  favorable  [6  1,621, a more 
rigorous  model of surface  scattering  is  certainly  desirable. 

0 Distributions 
The real  power of a Monte Carlo  modeling approach is 
the ability to evolve the distribution function which 
solves the Boltzmann transport equation (BTE). 
Deterministic approaches to solving the BTE in device 
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modeling either assume a form for the distribution 
function a priori, or solve a truncated system  of 
equations derived  from  taking  velocity moments of the 
BTE. A Monte Carlo method avoids this approximation 
altogether. A distinct disadvantage,  however,  is that rare 
events must be  amplified, and although such procedures 
are  available [70], some  knowledge  of  where to look for 
rare events is  usually required. Fortunately, regions  where 
hot-carrier distributions are sought are generally  known 
beforehand. Quantifying these hot-camer populations 
and their effect on device degradation is an extremely 
important requirement for a program  like  DAMOCLES. 

Figure 15 shows the calculated distribution in total 
energy of electrons in a 233-nm-channel-length 
n-MOSFET at 300  K. The device  geometry  is  sliced into 
40 equal  sections perpendicular to the interface, and the 
steady-state  kinetic  energy distribution is  calculated in 
each  section.  These  40  energy distributions are all 
normalized to have the same area. This normalization to 
equal  areas  enlarges the high-energy  tails in low-density 
regions (the channel) relative to those in the source/drain, 
but has  still  proven superior to other normalizations 
examined.  Finally, the distributions are stacked adjacent 
to one another and offset  by the local potential energy in 
the channel. In Figures  15(a) and 15(b) the same data are 
plotted  from  two  different  viewpoints. In Figure  15(a), 
the trace  of the potential energy in the channel is  clearly 
shown by the points of  lowest total energy  where the 
distribution becomes nonzero. Figure  15(b)  shows more 
clearly the manner in which the hot tail of the 
distribution changes  over the channel length. This figure 
is  based on the same device  shown in Figure 4(a), and the 
local equilibrium behavior in the first  half  of the channel 
is  now  easier to see. 

The strong off-equilibrium transport present in the 
53-nm  n-MOSFET operating at 77 K is  shown in the 
total energy distribution of Figure 16. Again,  two  views 
of the same data are shown. The tendency toward 
ballistic transport across the channel is indicated by the 
distribution remaining at nearly a constant total energy 
over the channel length. The device and bias were 
previously  described in conjunction with  Figure  6(a). 

Electron  wave-vector distributions supplement energy 
distributions as an additional way to underscore the off- 
equilibrium transport present in these  small  MOSFETs. 
Consider an n-MOSFET  with a channel length of 233 
nm, operating at 77 K with V, = V,, = 2.5 V. Electrons 
within 10 nm of a line perpendicular to the interface at 
the source  metallurgical junction and within 10 nm of a 
similar  line at the drain junction are tallied. The locations 
of  these  two  electron populations in the Brillouin zone 
(BZ) are shown in Figure 17, for the source (a) and drain 
(b). The BZ is  superposed on the data, with the positive 
k,,  k,, and k, axes  shown in red,  green, and blue, 
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respectively.  Electron  kinetic  energies are indicated by 
color:  Colors  ranging  from pure blue to red encode 
energies  from 0 to 2.0 eV in 20 steps. The cold 
distribution at the source is indicated by the clear 
appearance of the six conduction-band minima (X 
valleys). The distribution at the drain is  off-equilibrium, 
signified by the distribution throughout the BZ of the 
electrons. The drain field  is  directed in the -k, direction, 
which  serves to shift the distribution along the +k, 
direction. Each  image contains approximately 2000 
particles. 

The requirement for a Monte Carlo device  model to 
predict  MOSFET substrate and gate currents is a 
demanding one, and some  progress on this problem  has 
been made [7 11. Still, the influence  of the full band 
structure, electron-electron  scattering, and plasma 
oscillations for this problem remain open.  Preliminary 
results obtained with the DAMOCLES  program indicate 
that such  calculations are feasible but very expensive. To 
illustrate the ability to probe rare events, a 233-nm 
n-MOSFET  was  modeled at 300 K with V, = V, = 
2.5 V. The source and substrate are assumed to be 
grounded. To sample  electronic  behavior at energies 
sufficient to cause impact ionization (2 1.1  eV) or 
injection  over the Si-SiO, barrier (k3.1 eV), many stat- 
boxes  must  be  defined. To this end, the channel is 
divided into 15 nonuniform intervals. Furthermore, each 
interval is  subdivided into bins in kinetic energy,  with a 
width of 0.2 eV. Thus, the ith stat-box  has spatial 
thresholds xL, I x < xHi and energy  thresholds 
E, I E < E, + 0.2 (or, for the highest-energy  box in each 
spatial  interval, E 2 EJ. The highest-kinetic-energy 
enhancement threshold  near the source  is 1 .O eV,  which 
increases to 3.4  eV  toward the drain. Each individual 
stat-box  is  defined to nominally contain 44  electrons, and 
there are 182 such  boxes. The statistical  weight  within 
each  box  is  adjusted to maintain the target number of 
particles. A few comments are in order concerning this 
procedure.  First,  higher-energy  particles are more 
expensive to process in the full band structure, as 
searches  for  final  states  must  consider  more  bands. 
Second,  subdividing distance and energy so finely  raises 
the question of  simply  passing to the limit of 
infinitesimal  divisions, and revamping the statistical 
weighting to populate uniformly  with  particles any space 
and/or energy  regions  of interest. This possibility  must  be 
traded off against the plethora of particle deletions and 
replications that will ensue in such a case,  virtually 
undermining anything resembling a continuous particle 
trajectory. This occurs  because  very  small (or 
infinitesimal)  stat-boxes  lower the probability of a particle 
covering a significant  distance, as crossing into adjacent 
stat-boxes  opens the possibility  of conditionally removing 
the particle, should its  Statistical  weight  prove too small 
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Electron  total  energy  distributions,  calculated  for  a  53-nm-channel- 
length n-MOSFET at 77 K.  Biases are assumed to be  the  same as for 
Figure 6(a). The 40 distributions  stacked  adjacent  to  one  another are 
all normalized to have  the  same  area.  The  same  data  are  shown  in (a) 
and (b), derived  from opposite viewpoints. 

locally. The quality of statistics that can be  generated 
with many short-lived  particles  might then become 
questionable.  Finally, enhancing rare events in a self- 
consistent potential forces more particles to be  present in 
the model,  because  enough “common,” low-energy 
particles must be present to accurately  describe the 
charge  density. The contradictory goals  of populating 
both rare and common states,  even  with their different 
statistical weights,  will  raise the number of particles in the 
model and the cost  of the computation. The results 
presented  here are for  non-self-consistent potentials only. 
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Calculated location of electrons in the Brillouin zone, sampled (a) within ? 10 nm of the source and (b) within & 10 nm of the drain junctions, 
near the Si-SiO, interface. A 233-nm n-MOSFET at 300 K with V, = V' = 2.5 V is considered. Electrons are colored according to their 
kinetic energy. 

Electron total energy distribution in the channel, calculated for  a 
233-nm n-MOSFET at 300 K. It is assumed that V, = V, = 2.5 V, 1 and that source and substrate are grounded. Only electrons within 10 
nm of the interface are  shown.  The electrons are colored according to 1 their statistical weight, which ranges logarithmically from 2.8 X lo6 1 to 1 . 1  X cm" 

Figure 18 shows the calculated channel potential 
482 together  with the total electron  energy distribution in the 
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channel at an instant in time. Only electrons within 10 
nm of the interface are shown. The electrons are colored 
logarithmically  according to their statistical weight 
(expressed  as  particles  per  electron per unit width).  These 
weight factors  range  from 2.8 x lo6 to 1.1 x cm-I, 
and span more than 47 orders of magnitude!  While the 
physical  accuracy  of  such a result  has not been  fully 
assessed (collective  modes and short-range Coulombic 
forces are not included, and the statistical  accuracy 
remains unclear), the robustness  of the model  is 
illustrated. The behavior of the electron distribution 
directly  in the vicinity  of the drain is  of  most interest, 
and is  replotted in Figure 19. 

electrons  within 10 nm of a line perpendicular to the 
interface at the drain junction is  shown.  Here, the zero of 
total  energy  represents the Fermi energy in the source of 
the MOSFET; the drain Fermi energy  lies 2.5 eV  below 
this. The inset  shows the distribution on a linear scale. 
The contribution from a number of  cold electrons is 
evident in the distribution, and results from the inclusion 
of a fraction of the drain in the sample  space.  Of central 
interest  is the behavior of the heated part of the 
distribution, due  to electrons moving in the channel. A 
displaced  Maxwellian (DM) in total energy  is also shown 
for comparison. The DM distribution function is  usually 
expressed  in terms of the wave vector k displaced  from 
the origin by k, as 

In Figure 19(a) the total energy distribution of 
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f,,(k) cc exp ( -h2 ’ - ‘ ’ ’) 2m*kBTDM ’ 

which applies in nondegenerate situations only. 
Assuming  parabolic  energy  bands, and a displacement k, 
in the k, direction (due to the drain field), the function 
can be rewritten  in terms of kinetic  energy as 

The kinetic energy EDM is  given by E,, = h2k;J2m*. To 
plot this kinetic  energy distribution on the total energy 
scale  of  Figure  19, zero kinetic  energy is (somewhat 
arbitrarily) defined  as coincident to the minimum total 
energy  value. The distributionf,,  with TDM = 500 K and 
E,, = 0.85 eV is  shown (note that E,, is a kinetic 
energy, not a total energy, and hence  is  measured  from 
the minimum total energy  of the distribution function). 
It  is  difficult to give  significance to TDM and EDM, as this 
interval  near the drain has a -0.5-V drop in potential 
energy  across it, complicating the mapping  between total 
and kinetic  energy. Furthermore, due  to  the effects  of the 
full band structure, and possibly  degeneracy, Equation (7) 
itself  is not a rigorous  result. Equation (7) is  viewed as a 
fitting  form  only,  with parameters E,, and TDM having 
little additional significance.  Nevertheless, E,, is the 
order of the local  average  kinetic  energy near the drain, 
and TDM gives a measure of the width of the distribution. 
The same results are plotted in Figure  19(b) on a 
logarithmic  scale, to see the “hot tail” of the distribution. 
This DM  fit remains credible up  to -0.5 eV,  where 0 eV 
is the Fermi  energy in the source. The distribution falls 
more  quickly  above 0 eV and is  well approximated by an 
exponential decay  with an activation energy of 26 meV, 
i.e., the thermal energy. Further examination of the 
distribution near the source, and midway in the channel, 
shows that a marked  decrease  always  occurs near 0 eV. 
However, the exponential slope  beyond  this  knee in the 
curve  appears to vary in the range 10-26 meV,  although 
the results  in this range are very  noisy. This knee at 
-0 eV in total energy  has  been  observed  previously, and 
has  eluded  simple explanation [75]. The distribution 
above 0 eV  may  be a replica  of the thermal source 
distribution, but this is not certain. This knee  seems 
related to the applied drain bias, but we find no reason 
why the temperature in the tail  above 0 eV should 
approach the lattice temperature. The ultimate use of 
such distributions is  in the calculation of quantities 
dependent on the hot tails, i.e., substrate and gate 
currents in  MOSFETs,  for  example.  Such  work  is in 
progress. 
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Calculated electron total energy distributions for the n-MOSFET of 
Figure 18, at T = 300K. Thedistribution is sampled within  -ClOnm 
of the drain metallurgical junction. The inset in (a) shows the  entire 
distribution. The energetic portion of the  distribution is enlarged in 
(a), and  a displaced Maxwellian fit to this  portion of the  distribution is 
also shown. The same data, and  the Maxwellian fit, are  repeated  in 
(b) on a logarithmic scale. 

4. GaAs MESFET results 
Results  for a family of n-channel  GaAs  MESFETs, 
differing  only in gate  length, are described in this section. 
Because  of the internal data structure of the 
DAMOCLES  program, the switch  from  silicon to GaAs 
amounts to reading a different  set  of  files  describing the 
GaAs band structure and scattering  rates. Thus, only the 
input parameters to the program  need  be  changed to 
convert  from a silicon to a GaAs  device  model. No 
separate,  GaAs-only  version  of the program  has  been 
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Calculated electron distribution  in  the  uppermost 0.5 ym of a GaAs 
MESFET device domain, for L, = 0.25 ym. The gate is  assumed to 
extend fromx = 0.25 to 0.50 pm along the top surface. It is  assumed 
that V, = 0.5 V, V, = 1 .O V, and T = 300 K. Electrons are colored 
according  to their kinetic energy. 

1 Calculated electron distribution from Figure 20, represented as a 
contour plot. The  channel  region  is magnified, which  permits  the 
density  between  source  and  drain  to  be  clearly seen. The 20 contours / range logarithmically from l O I 5  to 5.5 X 10” ~ m - ~ .  

created. A HEMT (high  electron  mobility transistor) 
could  also  be  modeled, but without any real-space 

484 transfer of electrons into the AlGaAs layer 
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(heterostructures cannot at present  be  modeled by means 
of the DAMOCLES  program). 

The n-channel  MESFETs  considered  here can be 
described as follows. The active  layer  is  assumed to be 
uniformly  doped at ND = 1.2 X 10l8 cm-3 and is 25 nm 
thick. This active  layer  sits  above an n-  layer doped 
ND = 1014 cm-3  which  is  250 nm thick. Below this sits an 
undoped layer which  is  250 nm thick, which  rests  finally 
on a p- substrate doped NA = I O L 6  ~ r n - ~ .  For modeling, 
the first  1000 nm of the wafer  below the surface  is 
included, and a grounded ohmic back-side contact is 
defined.  Source and drain are formed by the 
superposition of two Gaussian doping profiles, one  donor 
type and one acceptor type, in order to approximate the 
compensation present in degenerately doped GaAs  layers. 
These implants are self-aligned to the gate. The two 
Gaussians are given by 

0 N,,,,, = 1.42 x IOl9  cmT3, with a 14-nm  straggle, 

NA,max = 1.12 X I O I 9  ~ m - ~ ,  with a 12.2-nm  straggle, 
peaked  27 nm below the surface. 

peaked  27 nm below the surface. 

The model  gate material is  assumed to have a Schottky 
barrier  height 9, = 0.7 eV. To approximate Fermi-level 
pinning at a GaAs  surface, a 5 X 10” cm-’ areal density 
of  fixed  negative  charge  is  defined  along the top surface 
of the device. All simulations are performed at 300 K, 
with  electron-electron  scattering included, and  at a single 
bias point: VD = 1.0 and V, = 0.5 V. The behavior  is 
compared  for  gate  lengths L, spanning the range 
0.15-0.75 pm. 

Figure 20  shows the uppermost 0.5  pm of the 
MESFET  device domain, for LG = 0.25 pm. The gate 
extends  from x = 0.25 to 0.50 pm. The electron locations 
are  shown at an instant in time, and their color  reflects 
their kinetic energy. The kinetic energy  ranges  from 0 
(blue) up to 1.0  eV (red) in 20 intervals. The degenerately 
doped  source and drain are easily  seen as elongated  blue 
areas situated at x 5 0.25 and x k 0.50 pm. The surface 
depletion is clearly indicated, as is the depletion below 
the gate. The electrons are accelerated from left to right 
in the drain field, as is  reflected in the kinetic energy  gain. 
The active  layer  is  only  250 A thick (0.975 5 y 5 
1 .O pm),  showing that hot electrons near the drain are 
injected into the buffer  layer. The concentration of 
electrons  for this same device  is  shown in Figure 21, and 
focuses on the region  between  source and drain and 
within 900 A of the surface. The dominant electron flow 
occurs in the vicinity of the active  layer-buffer  layer 
interface ( y = 0.975 pm), as can be  seen. This is true for 
all the gate  lengths  considered  here. For this reason, 
subsequent one-dimensional cuts through the device  will 
consider a path along the active  layer-buffer  layer 

IBM J.  RES. DEVELOP. VOL. 34 NO. 4 JULY 1990 



1 Calculated  distribution  in  total  energy of Monte  Carlo  electrons as a function of distance  from  source  to  drain  for two MESFETs of differing  gate 
length. In (a), results  for a0.75-pm gate  length are shown  (gate  spans 0.25-1 .OO pm); in (b), results  for  a 0.15-pm gate  length are shown  (gate 
spans 0.25-0.40  pm). The conduction-band  energy is obtained  along  a line parallel  to  and 25 nm below the surface, and averaged over a  width of 
f 5  nm  around  this line. The  distribution of electrons  located  within  5  nm of this  same line is shown as well. The  electrons are colored according  to 
their  location  in the Brillouin zone. 

interface (25 nm below the surface), with transverse 
spatial averaging extending k 5  nm about this line in the 
y-axis direction. 

In Figure 22 a comparison is made of the total energy 
of electrons versus position from source to drain at  an 
instant in time, for the same bias conditions, for two 
different  gate lengths. The conduction-band potential is 
obtained along the active layer-buffer layer interface with 
a +5-nm transverse spatial average. The electrons shown 
are within 5 nm of the interface as well. Figure 22(a) 
shows  results for a 0.75-pm gate length (gate extends 
from 0.25 to 1 .O pm), while Figure 22(b) shows those for 
a 0.15-pm device (gate extends from 0.25 to 0.40 pm). 
While the offset above the potential energy curve 
indicates the electron kinetic energy, the coloration of the 
electrons indicates their location in the BZ. Electrons in 
the I' valley are blue, while electrons in the satellite 
valleys L and X are green and red, respectively. A few 
electrons, shown as white, are elsewhere in the BZ, and 
not readily associated with either r, L, or X. The source 
and drain are heavily doped, and this causes the L valleys 
to be occupied, even in equilibrium. Furthermore, 
through use  of the DAMOCLES program, an increased 
average  energy  in the source and  drain is predicted 
(approximately tens of  meV per electron in this case) due 
to the Coulomb repulsion between point-like electrons 
immersed in a jellium doping. In  [76], the 
complementary situation of point-like dopants  in a 
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jellium of electrons is considered. In Figure 22(a), a 
moderate electric field  exists over most of the channel, 
and the electrons come into local equilibrium with this 
field  value. Only within the last 100 nm of the channel, 
near the drain, is nonequilibrium transport indicated. 
Here, camers transfer from r to the satellite valleys 
(mostly L), as they enter the high-field region. An 
increased satellite valley population in the drain results, 
and  the distance required to completely bleed off the 
excess  L- and X-valley electrons appears to exceed the 
0.25-pm drain region  of the model. In Figure 22(b), the 
same comments are true qualitatively concerning source 
and drain, but here strong off-equilibrium transport is 
seen  over the length of the channel. The near-ballistic 
movement of electrons across the channel is  signaled by 
the strong population near 0 eV total energy. Upon 
amving at the drain,  the hot electrons decay  away, but 
again  over a distance scale apparently exceeding  0.25 pm. 

In Figure 23, four internal distributions are shown as a 
function of position from source to drain, for four 
different gate lengths. The conduction-band potential is 
again obtained along the active layer-buffer layer 
interface with a k5-nm transverse spatial average, and 
the electrons shown are within 5 nm of the interface. The 
bias conditions are  the same as used  previously. The gate 
lengths considered are L, = 0.15, 0.25,0.50, and 0.75 
pm. The four variables plotted are (a) electron energy, (b) 
electric field, (c) electron velocity, and (d) electron 
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density.  In part (a), the electron  energy  peaks near the 
drain edge of the gate and extends backward  toward the 
source,  as well  as into the drain. This region  of  high 
energy  nominally  covers a distance of -0.1 pm, with the 
balance of the channel assuming near-thermal energy 
values,  especially  for the longer  gate  lengths. The curves 
are terminated 0.1 pm  past the gate  edge in each 
direction; hence, the decay of hot carriers in the drain is 
not fully  indicated  here.  In part (b), the electric field in 
the drain-source direction is plotted. The field peaks near 
the drain end of the gate,  very near where the energy 
peaks. The shape of the field in the channel is 

486 qualitatively similar to the shape of the energy,  except  for 

the smallest  gate  lengths,  where a significant field  reaches 
all the way back  toward the source,  even though the 
energy remains low there. In the drain, the field drops 
abruptly, but the energy cannot relax so quickly. In part 
(c), the velocity of electrons in the channel is  shown. 
Peak  velocities are high, and point to strong  velocity 
overshoot in the high  field near the drain. In the channel, 
the velocity  increases as the channel becomes shorter, 
with  off-equilibrium  behavior consuming the entire 
channel at 0.15-pm  gate  length.  Note that the velocity 
peak occurs farther from the drain than the energy or 
field  peaks,  as  expected  with  velocity  overshoot. As the 
energy  rises and the scattering rate increases in concert, 

S. E. LAUX. M. V. FISCHETTI, AND  D. J .  FRANK IBM J .  RES. DEVELOP. VOL. 34 NO. 4 JULY 1990 



the velocity  quickly  peaks due to the increased 
backscattering of electrons. Furthermore, transferring 
from I' to the satellite valleys becomes  feasible  when the 
kinetic energy  exceeds  -0.3 or -0.45 eV (for transfer to 
L or X, respectively). This additional scattering 
contributes to separating the locations of the peak 
velocity and energy. The correlation between the location 
of the peak channel velocity and the onset of scattering to 
the satellite valleys can be  easily  verified.  Referring  back 
to Figure 22, in both parts (a) and (b) the potential has a 
distinct knee,  where a lower channel field increases 
abruptly as the drain is approached. This knee  occurs 
when the potential energy equals "0.3  eV relative to 
the source Fermi energy. From this point on in the 
channel, transfer to L (and shortly  thereafter, X) can 
commence. The location of this knee  is  virtually the 
location of the velocity maximum seen in Figure  23(c). 
Note that the time to transfer  from r to the satellite 
valleys is very short, C 100 fs,  which translates into 
<0.05 pm at a velocity of 5 x lo7 cm/s. From Figure 
23(a,  b), the energy and field peaks are at nearly  identical 
positions,  located  -0.035 p m  downstream  from the 
respective  velocity  peaks. The transit times computed 
from the four  velocity  characteristics of Figure  23(c) are 
0.44,0.92, 2.8, and 5.5 ps, for the smallest to largest 
device. This is the time needed to traverse the distance 
under the gate, minus a fixed distance of 0.0 15 pm taken 
off each end of the gate, to avoid including the source/ 
drain regions beneath the gate. The corresponding transit 
velocities  over the distance (L, - 0.03 pm) are 2.7,  2.4, 
1.7, and 1.3 X lo7 cm/s. The electron  density,  shown in 
Figure  23(d),  generally  decreases  from  source to drain in 
response to the increase in velocity  down the channel. 
The sharp pinch-off  behavior at the longest  gate  lengths  is 
smeared out in the smaller  devices. 

Finally,  two  plots  related to quantifying the electron 
distribution in the MESFET channel are offered. Figure 
24 shows the BZ of  GaAs and contains the calculated 
electron  kinetic  energy distribution at an instant in time 
present in a 0.15-pm-gate-length  MESFET near the drain 
end of the channel. Only electrons within -+ 10 nm of the 
drain end of the gate (at any depth below the interface) 
are shown. The electrons are colored  according to kinetic 
energy,  ranging  from 0 (blue) to 1 .O eV (red). The 
electrons are also  depth-cued,  rendering electrons farther 
in the back in progressively duller colors. The grouping at 
the r valley (origin), the eight L valleys, and the six X 
valleys can  all  be  discerned. The drain field shifts the 
distribution in the +k, (red) axis direction. Note the 
relatively  cool populations at the X points along -+/cy, 

owing to the low  energies  associated  with the constriction 
of electron movement perpendicular to the surface 
of the MESFET. For the X valleys along +k,, however, 
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1 Calculated location of electrons in the GaAs Brillouin zone, sampled 
within ? 10 nm of the drain end of the gate in a  0.15-pm-gate-length 1 MESFET,  at T = 300 K .  Assumed  biases  are V, = 0.5 v and 

- . .  . 

-0.8 -0.4 0 

Electron total energy (ev) 

I Electron  energy  distribution  from  Figure 24, replotted as a 
distribution in total energy.  Adisplaced Maxwellian function is fitted 

1 to each portion of the distribution. 

the out-of-plane direction presents no such 
confinement, and hotter electrons  can  be  seen as a 
result. 

In Figure 25, the same data shown in Figure 24 are 
replotted  as a distribution in total energy.  Here, the zero 
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of total energy  represents the Fermi  energy in the source 
of the MESFET; the drain Fermi energy  lies 1 .O eV 
below this, and the conduction-band edge - 100 meV 
lower  still due  to degeneracy in the drain. The 
distribution is a mixture of r-, L-, and X-valley electrons. 
The r-valley electrons are easily  sorted out by virtue  of 
their lower  energy, and reflect the presence  of the drain in 
the sample  space. Thus, most of these electrons have not 
traveled  across the channel. The higher-energy 
population is a mixture of L- and X-valley electrons 
which  have entered the drain after  crossing the channel. 
The average total energy  of the entire distribution is 
-0.56  eV.  Two  displacement  Maxwellians in energy 
[Equation (7)] are fitted to the two prominent portions of 
the distribution, as  shown in Figure 25. The fit  is  good, 
but as discussed  earlier, too much importance should not 
be attributed to the energy  offsets (EDM) or  effective 
temperatures ( TDM). This is  underscored by the 
apparently anomalous value of TDM = 200 K for the 
r-valley  electrons. Rather, a DM distribution does not 
describe the degenerately doped drain distribution 
correctly,  rendering the quantities EDM and TDM merely 
fitting  parameters. For the satellite valley distribution, the 
full  band structure, together  with the admixture of L and 
X valleys, undermines the physical  correctness of a DM 
description.  However, as a general  fitting form, with just 
two  parameters, the DM  form does track the shape of the 
distribution quite well. 

5. Si bipolar  transistor  results 
The enhancements to the DAMOCLES  program to 
permit bipolar transistor simulation are quite unique: 
This is the first Monte Carlo  device  model for a bipolar 
transistor in which Monte Carlo electrons and holes are 
included, both in their respective band structures. To 
demonstrate our approach, a model bipolar transistor 
geometry  is  simulated. The transistor domain is assumed 
to be a rectangle 0 I x 5 200 nm and 0 I y 5 100 nm. 
The doping  profile  for the npn transistor is  assumed to be 
piecewise constant: 

0 Emitter, ND = 1.0 x lOI9 cm-3  for x < 50 nm. 
0 Base, ND = 1.0 X 10l8  cm-3 and N, = 4.0 X 10l8 cm-3 

0 Collector, N~ = 1 .O x 10'' cm-3  for x > 100 nm. 
for 50 < x < 100 nm. 

Other assumptions are as  follows: The metallurgical 
emitter and base  widths are 50 nm, and the collector is 
100 nm  long; the emitter and collector contacts cover the 
vertical  height of the domain, 0 I y I 100 nm, at 
opposite ends of the model; and the base contact lies 
along the top edge, y = 100 nm, and covers 6 1.2 I x 
I 8 1.6  nm in the horizontal direction. The base contact 

400 collects  large quantities of electrons emitted over the 

base-emitter barrier, due  to the lack of an extrinsic  base 
region. As a result, this model structure is useless in 
predicting current gain;  however, the velocities and 
energies of carriers  crossing the base-collector depletion 
region are considered  representative. A complementary, 
but otherwise  identical, pnp transistor structure is 
modeled  as well, to provide a comparison  between the 
transport properties of electrons and holes. The  npn 
(pnp) device  bias  is V,, = 0.9 (-0.9) and V,, = 1.5 
(- 1.5) V. Unless  otherwise  specified,  particle-particle 
scattering is in effect for these simulations. 

In Figure 26(a) the calculated total energy distribution 
at an instant in time is plotted against the distance from 
the emitter to the collector  for the  npn transistor. Both 
conduction and valence band edges are seen as cyan 
curves. The Monte Carlo electrons and holes are also 
shown  projected onto  the potential energy  curves. 
Electron potential energy  increases  upward,  while  hole 
potential energy  increases  downward. The carrier kinetic 
energy  is indicated by the color  of the particles,  with  blue 
denoting 0 and red denoting 1.5 eV, in 20  steps. The 
electron  flux  from the emitter, across the base, and into 
the collector  is  clearly  seen. Thermal holes are present in 
the base,  with  some  modest  level  of  backward injection 
of  holes into the emitter. The heating of electrons as  they 
enter the high  field in the base-collector depletion region 
is  well represented.  In order to sample the behavior of 
electrons at such  energies in the depletion region, stat- 
boxes  must  be  employed.  Here, the population of the tail 
of the distribution in the emitter is  increased  with stat- 
boxes,  providing a significant number of electrons with 
energies  large  enough to surmount the emitter-base 
barrier. Then, these rare electrons are followed through 
the base and  the base-collector depletion region.  Finally, 
stat-boxes in the collector  provide a balanced  mix 
between the flux  of hot electrons entering the collector 
and the thermal electrons in the charge neutral collector. 
If electrons and holes had the same  statistical weight,  i.e., 
if there were no stat-boxes, the bipolar  device  would 
appear as in Figure 26(b).  Here, the relative distributions 
in energy and space  may  be compared throughout the 
entire device without regard to variations in the statistical 
weight  of individual particles.  However, to obtain 
accurate statistics  describing  electron  behavior in the 
base-collector depletion region  would  require inordinate 
amounts of computing time.  In Figure 26(c), the pnp 
result complementary to Figure  26(a)  is  shown. The hole 
flux from emitter to collector  is  amplified in a manner 
similar to the treatment for  electrons in the npn 
transistor. The kinetic  energy  is  shown  with the same 
color  scale  here, indicating that hot holes are somewhat 
cooler than their electron counterparts in Figure 26(a). 
This  occurs  because of the higher  scattering  rates  for 
holes and their resultant shorter mean  free  paths  between 
scattering  events. 
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Calculated distribution in total energy of the Monte Carlo electrons and holes for two complementary silicon bipolar transistors versus the distance 
from the emitter to the collector. Results for the npn transistor are shown in (a) and (b), with V,, = 0.9 V and V,, = 1.5 V. Results for the 
pnp transistor are shown in (c), with V,, = - 0.9 V and KE = - 1.5 V. The  canier flux from  emitter to collector is evident in (a) and (c) due to 
the use of stat-boxes. Carriers are colored according to their kinetic energy. 

The electric  fields  present  in the  npn and pnp 
complementary pair are virtually identical (ignoring the 
factor of - l), as can be seen in Figure 27(a). The peak 
field at the emitter-base barrier is -3 X lo5 V/cm in 
magnitude, while the peak  field  in the base-collector 
depletion region  reaches  nearly  twice this value. Such 
high  fields  in the collector result in both velocity 
overshoot and the possibility  of impact ionization. In 

Figure 27(b), the electron velocity in  the npn device is 
compared to the hole  velocity in  the pnp transistor, both 
as a function of distance from the emitter. The velocity 
shows the same qualitative features for the npn  and  pnp 
transistors. The velocity  levels off in  the charge-neutral 
part of the base. For the npn transistor, this electron 
velocity approaches 0.7 X lo7 cm/s, while for the pnp 
transistor this hole velocity  reaches only 0.15 x 10’ cm/s. 
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The velocity  of the carriers  increases  rapidly  as  they  leave 
the neutral part of the base. The peak  velocity  is obtained 
just inside the metallurgical  base near the base-collector 
junction, with  values  of  2.27 X IO7 and 1.25 X lo7 cm/s 
for electrons and holes,  respectively. The velocity then 
decreases as the energy  of the camers increases. The 
velocity should decay  down to the saturated velocity; 
however, this trend is masked  by the decreasing field 
magnitude as the neutral collector  is approached. Finally, 
the onset of the neutral collector  causes the average 
velocity to drop abruptly near 135 nm. The time required 
to cross the neutral base and the depletion region (from 
60 to 135 nm in the figure)  is 0.86 and 2.3 ps for the npn 
and pnp transistors,  respectively. Figure 27(c) shows the 
kinetic  energy of electrons in the npn transistor for the 
cases  of  particle-particle  scattering included in and 
removed  from the calculation (here the figure caption 
“E-E” implies  all  possible  bipolar interactions: e-e,  e-h, 
and h-h). The energy  peaks farther toward the collector 
than the velocity,  which  is the typical  velocity  overshoot 
behavior.  Neglecting  particle-particle  scattering  changes 
the picture subtly. Perhaps most  noticeable  is the slower 
decay of the energy in the collector without particle- 
particle  scattering.  It is hypothesized that particle-particle 
scattering, although preserving the total kinetic energy  of 
the interacting particles (and hence unable to alter the 
average  energy), can backscatter hot carriers,  giving them 
more opportunity to lose  energy to phonons. This results 
in a more effective  energy-dissipation mechanism. The 
hole  energy in the pnp transistor is analogous to  that in 
Figure  27(c),  except that the peak  energy  reaches only 
0.5 eV. Preliminary results indicate somewhat  less 
sensitivity of the kinetic  energy to particle-particle 
scattering in the pnp case. Further work is required to 
understand this behavior. 

For a bipolar simulation, impact ionization and  the 
subsequent generation of an electron-hole pair is 
explicitly included. To demonstrate this, consider the 
npn transistor described  previously, but with the collector 
voltage  increased to VCE = 2.5  V. The creation of 
electron-hole  pairs by energetic  electrons  moving  across 
the depletion region  becomes easy to observe at 2.5 V, 
for the same  stat-box  definitions  as used in the 1.5-V 
collector  bias  case. Figure 28 shows a portion of a total 
energy distribution versus  distance at an instant in time 
for this situation, with the central focus  being the 
trajectory  of a hole  generated by impact ionization. The 
hole trajectory is projected onto this one-dimensional 
distance  scale;  hence, movement in the out-of-plane 
direction is not indicated. The hole was created in the 
base-collector depletion region at 0.122  pm,  with an 
initial kinetic  energy of  -0.7  eV. Immediately, this hole 
moves  toward the base in response to the field. The hole 
scatters in the process,  with  each  scattering  event 
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indicated by an X. The emission of phonons, both optical 
and acoustic,  represents the bulk of the scatterings 
portrayed  here.  Although not shown, the hole  ultimately 
thermalizes in the base. The trajectory shown contains a 
few discontinuities in the total energy not associated  with 
any  scattering. This is  only an artifact of the plotting 
procedure, and is due  to the failure to correct  for the 
time-varying character of the self-consistent potential 
energy  over the time interval spanned by the trajectory 
(in this case, just under 0.2  ps).  Clearly, the DAMOCLES 
program demonstrates the rigor  necessary to track the 
products of impact ionization. This should allow  insight 
into the overall  process  of optimizing the collector  doping 
for  high-speed  silicon  bipolar  transistors. 

6. Concluding  remarks 
The DAMOCLES  program  provides a flexible and 
powerful  means  for  carrying out Monte Carlo simulation 
of the behavior of semiconductor devices. The 
completeness of the physical  description,  together  with  its 
applicability to the treatment of a wide  class  of  device 
structures, represents a unique simulation capability. Our 
goal  is to construct a program  which can form a reference 
against  which other, less computation-consuming, device 
models  can  be  calibrated and compared. Such 
comparisons, both theoretical and experimental, are 
ongoing. 

Perhaps most frustrating from  today's  vantage point is 
the amount of computer time required to generate  useful 
results  with the DAMOCLES  program. Our ability to 
characterize our model  is  gated by our computation 
requirements. Execution  times span 2-100 CPU seconds/ 
(particle X ps). That is, on a uniprocessor IBM 3090s 
with a vector  facility, the DAMOCLES  program  requires 
2-100 CPU seconds to advance one particle  (electron or 
hole) one picosecond in simulation time. About 50% of 
the computation time is spent executing  vector  hardware 
instructions. Typical runs track 5000- 10 000 particles  for 
3-5 ps, assuming a rate of -5 CPU seconds/(particle X 

ps). The CPU time required depends on the energy of the 
carriers  present (hotter camers require  searches  over 
more bands to find  final  states), the frequency  of the 
Poisson solution, and whether  particle-particle  scattering 
is included. Recent work indicates that the particle- 
particle  scattering  algorithm  employed can be 
implemented on a 3090 in parallel  with  excellent 
processor  utilization [77]. However, this represents at 
most  only a sixfold  decrease in elapsed time for the 
calculation. Our hope is that massively parallel 
computing architectures will make it possible to more 
effectively  use the DAMOCLES  program by dramatically 
cutting the elapsed time for a single calculation. 

Finally, more physical phenomena could  be 
incorporated into the DAMOCLES  program. Our 49 1 
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I Calculated  distribution  in  total  energy of the  Monte  Carlo  electrons 1 and holes for  the  transistor of Figure 26(a), except that V,, = 2.5 V. 
The  plot is centered  around  the base-collector depletion  region  in 
order to show  the  trajectory  in  total  energy of a single hole (green 1 line) created  by  impact ionization. The hole scatters as it moves 
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simulations are currently limited to single-crystal 
semiconductor devices;  however,  work  is  already 
underway  toward  extending the program,  with  its  full 
band structure paradigm intact, to GaAs-AlGaAs and 
Si-Ge heterojunction device simulation. In addition, our 
treatment of inversion  layers to date has not taken 
quantization effects into account. Although this appears 
reasonable  for  sufficiently hot camers in the channel, our 
ultimate goal  is to merge  2D quantization effects  for 
inversion  layers  with the present treatment of bulk 
transport, respecting the full band structure of the crystal 
in every  case.  Such additional function will, 
unfortunately, cause  associated computational 
requirements to increase. 
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