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of ultra-high- 
trequency 
VLSI device 
test systems 

The  development of test systems  for  high- 
performance  semiconductor  logic  and  memory 
devices  is  discussed.  The  capabilities  of 
shared-resource  and  tester-per-pin  system 
architectures  are  reviewed.  Test-system 
hardware  design  to  provide  high-speed  pin 
electronics  and  generation of LSSD, weighted 
random,  and  algorithmic  patterns  is  described. 
The  reasons  for  the  selection of the  tester-per- 
pin  system  architecture are given  in  terms of the 
way in  which  overall  system  accuracy  and  test- 
system  user  flexibility are maximized for 
differing  test  methodologies. 

Introduction 
Performance, reliability,  availability, and price are among 
the most important parameters that determine the value 
of a product to its users. The semiconductor device  test 
systems supporting very large  scale integration (VLSI) 
logic and memory circuit devices  magnify the careful 
consideration required in the design  of each of these 
parameters. 
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The availability  of  these VLSI device  testers  is critical 
throughout the development-to-manufacturing cycle  of 
semiconductor products. The precision  of the 
measurements is critical in the establishment of operating 
specifications. Quality Assurance organizations demand 
similar capabilities, but with an increased volume of parts 
for statistical studies on device performance and 
reliability. Manufacturing organizations also require test 
system  flexibility;  however,  they  place more emphasis on 
tester  reliability, availability, and system  cost  because of 
the need to replicate the tester for device volume 
production. 

In the past, Automated Test Equipment (ATE) 
producers have  been  able to meet the requirements of 
advanced logic and memory device  technology 
development. However, testing the function and 
performance capability of such devices is becoming more 
difficult. Rapid advances and increased complexity in 
semiconductor technology  have made the task  of 
producing ATE  systems correspondingly complex and 
expensive. 

Test  systems such as the IBM memory products test 
system  of the early 1970s were  designed  with  discrete 
transistors, small and medium-scale integrated logic and 
memory devices,  hybrid module devices, and low-density 
packaging. The devices to be tested had few input/output 
(I/O) ports, low circuit densities, low operating 
frequencies, and moderately complex  device circuitry. 
For its time, this test  system’s [ 11 maximum test rate of 
100 MHz  was  well  above the capabilities of any 
comparable tester. 
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Advances  in semiconductor product technology 
quickly grew in  scope. New devices  were introduced at an 
accelerated  pace, with stringent test requirements. The 
advent of  VLSI devices such as microprocessors, high- 
density logic chips, and rapidly increasing data storage 
cell counts in static (SRAM) and dynamic (DRAM) 
random access memory devices, as well as the mixture of 
technology  bases  in  test areas, such as transistor- 
transistor logic (TTL), emitter-coupled logic (ECL), 
complementary metal oxide semiconductor (CMOS), 
gallium-arsenide (GaAs), and devices combining bipolar 
and CMOS circuits on the same die (BICMOS),  placed 
new demands  on  the test equipment used to verify their 
performance. 

semiconductor products made obvious the need for a 
new generation of device characterization, qualification, 
and final  test  systems. A new project named Advanced 
Test  Systems (ATS) was established in the IBM  East 
Fishkill  test equipment organization. Its charter was, and 
remains, to determine requirements for semiconductor 
product testing  in the foreseeable future, and to produce 
equipment necessary  for device characterization and final 
test. As in any good product design, a balance of 
function, performance, and test  system  cost was the 
primary factor to be considered. 

Similarly, testing requirements for IBM’s 

Product  trends 
The explosive  growth of technical demands in memory 
and logic semiconductor device testing started in  the late 
1970s and has not yet abated. Memory device storage  cell 
counts are growing beyond 16 Kb in bipolar SRAMs and 
will  exceed 4 Mb for dynamic RAMS in  the near future. 
Logic  device  gate counts have climbed above 10 000 in 
bipolar technology and above 100 000 for the CMOS 
devices. 

Device 1/0 count  and power  have also risen as part of 
the technical evolution, with  cycle times and gate delays 
now approaching gigabit-per-second circuit speeds. 
Design  for  test has increasingly  received more attention 
from the memory and logic  developers  because  of the 
inherent complexity of the devices under test. These 
factors have a direct effect on  the capabilities, replication 
cost, and unit throughput of the test  system. 

Advanced test system 
The initial goal  of the ATS  system developers was to 
design a VLSI  ATE system that would advance the state 
of the art in equipment design by developing a system 
architecture that could handle the total test needs of 
future semiconductor device  technology. The ATS 
project charter included several key tester specifications, 
including the following: 
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0 Development of a test  system  with a maximum tester 

Achieving a system overall accuracy in  the 200-300-ps 

0 Implementation of a system circuit technology and 

operating rate of 250-500 MHz. 

range. 

packaging  design that would  be cost-competitive for 
tester pin counts (system 1/0 ports) of 256, expandable 
to beyond 1000 for future applications. 
Testing of both memory and logic  devices through 
complex addressing and data patterns, utilizing 
algorithmic generation techniques at high data rates. 
System capability would be extendible to support 
deterministic logic  test and level-sensitive  scan  design 
(LSSD) [2] scan ring support, weighted random-pattern 
generation for logic with data signature analysis, logic 
with embedded memory cells, and device boundary- 
scan  test algorithms. 

Advanced Test System I (ATS I) [3], the first  system 
produced by the ATS organization to utilize the tester- 
per-pin system architecture, was completed in 1986. 
Designed for the Product Development Laboratory, 
ATS I realized many of the project’s  goals. Concepts 
learned were extended in  the second-generation ATS I1 
test  system [4], destined for memory final test in 
manufacturing. Succeeding generations of  ATS  test 
systems,  which are in development, will incorporate the 
remaining project goals and provide the basis for future 
development of advanced test  systems. 

ATS test-system architecture 
Two primary families of  test-system architectures are 
available to the system  designer-shared-resource and 
tester-per-pin. A shared-resource system utilizes a limited 
set  of hardware, e.g., for pattern generation or timing, 
which  is then distributed over the entire tester through a 
network  of electronic multiplexers to its input/output 
ports. The assignment of the tester’s resource to a specific 
test  pin depends on options for its interconnection to the 
device-under-test (DUT) I/Os through cable patch panels 
and to  the device electrical socket part-number (P/N) 
board. 

been the mainstay of the ATE industry for many years 
because of its technically satisfactory capability at a 
competitive system hardware cost. However, a penalty is 
paid  in a production facility  where different device types 
exist,  with multiple part-number sets to be tested. 
Extensive  physical reconfiguration of the tester is 
required for each change, resulting in a degradation of 
product throughput and system  reliability. P/N 
programming of tests can also be complex in some cases, 
resulting  in increased programming costs,  because  of 
limitations on tester resources available to  the  DUT. 

Distributed-resource system architecture (Figure 1) has 
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The intricate path a tester  signal  must  follow  through 
the test  system’s  multiplexer to reach the DUT did not 
degrade  its  fidelity  sufficiently to affect the level  of 
performance  required  for  past  devices.  However, 
increased  test-performance demands imposed by the 
technology  emphasized the need  for a new  system 
architecture. An extensive review  of future test  needs was 
made, and the tester-per-pin architecture was  selected  for 
the ATS  system  development. 

Tester-per-pin  test-system  architecture 
In a tester-per-pin  system architecture, each of the tester 
resources  is  duplicated at each  test  pin. The advantages of 
such a test  system  include the following: 

possibilities are limited by the preassignment of tester 
functions to specific  test  pins. 

amount of available  system  resources,  reducing DUT 
program development time. 

0 Per-pin DUT parametric measuring units (PMU) can 
be  readily implemented, instead of multiplexing a 
limited  set to all  pins. This improves dc measuring 
accuracy and significantly  improves  device throughput 
in the test  system. 
Various  device-test  methodologies  such as algorithmic 
pattern generation  (APG), LSSD, scan  testing, and 
weighted random pattern can be incorporated easily 
into the base  tester architecture, which can be used to 
optimize  test-system  flexibility. 

0 P/N programming is  simplified by the increased 

Test-system throughput is enhanced, because the 
changeover of unique part-number interface  boards is 
eliminated as the device  type to be tested  changes. This 
is  especially  advantageous  when  multiple part-numbers 
exist on the same semiconductor wafer. Multiple  test 
passes on a wafer are eliminated, maximizing the 
productivity of the test  area. 
The requirements of each of the pins of the DUT can 
be  met  with unique per-pin timing, voltage, and 
pattern generation, instead of maintaining identical 
parameter values  for a set of tester  pins.  Each  test pin 
can be individually  programmed. 
The test-system 1/0 count can easily be reduced or 
expanded to meet the DUT 1/0 needs  because  of the 
test  system’s  modularly  expandable architecture. 
System  cost can be optimized to cover the required 
number of DUT I/Os for  each application. This is  also 
possible  with a shared-resource  system, but the 

The principal disadvantage  is the high hardware  cost of 
the system  relative to  that of the shared  resources due  to 
the replication of  all  resources at each  tester pin. 

ATS test-system  architecture 
A block  diagram  for the ATS I1 system  is  shown in 
Figure 2. The test  programs  resident at the central or host 
computer are transmitted to the tester controller. This 
unit establishes the configuration of the system  in  several 
ways, in response to the needs of the DUT. Typically, a 
selected pin-pattern generator (PPG) buffer  receives the 
DUT digital data pattern and algorithmic pattern 
generator parameters from the tester controller. In its 
operating mode, “drive” data  to the DUT or “compare” 
data to be matched from those  received  from the DUT 
are established. This is repeated  with the system’s  high- 
speed communication path for each  of the PPGs assigned 
to the DUT test. 
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Resident in the path from the PPG to the DUT is the 
high-speed  pin  electronics (PE) subsystem.  Its function 
for  each  test  pin  is to format the digital data [return-to- 
zero (RZ), return-to-one (Rl), etc.],  set the signal timing 
edges, and establish the voltage  levels  for the DUT, all 
under P/N program control. The output responses  of the 
DUT are transmitted back to the comparators, whose 
voltage and timing windows  have  been  set. Data that fail 
in comparison  with an expected standard are logged  in 
the pin-pattern generator fail  buffers  for later analysis. 

The closely  spaced DUT 1/0 electrical interconnection 
pads  must be connected to the relatively  large  spacing of 
the test-system I/Os. The space transformer makes this 
physical transformation from the tester connections to 
the small  spacing of the DUT pads,  while maintaining a 
controlled 5 0 4  impedance for  signal  fidelity. 

The core of the test-system architecture is  its pattern- 
generation and pin-electronics  facilities. Other significant 
tester  services are provided,  such as DUT operating 
power supplies, DUT automated/manual handling for 
semiconductor wafer or module  testing,  software 

programs  for  tester operation, and system  diagnostics 
[5].  However,  these  topics are beyond the scope of this 
paper. 

Test-pattern  generation 
The first  ATS  system concerned itself  with memory- 
device  testing.  Its  challenge was the implementation of 
high-speed pattern generation and high-speed pin 
electronics. DUT memory  devices  typically  exhibit 
failure mechanisms such  as adjacent memory cell charge 
disturbs,  failure of address  decoder and charge  sense 
amplifier circuitry, and performance deficiencies in 
address  access time. The test  system  must  produce  digital 
patterns for the device  cell  address,  its control signals, 
data to be  written to the DUT, and data to be compared 
to DUT output. 

Figure 3 shows  some  of the possible memory- 
addressing patterns. 

The data patterns in a memory  device can be  simple, 
such as writing  solid “ones” or “zeros,”  “checkerboards,” 
while  being  addressed in a pattern from first  cell  location 263 
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Walking “ones” 

Time = N 
Writing  and  reading 
a “1” in  sequential 
addms locations of 
the  memory. 

T h e  = 1 Time = 2 lime = 3 

Marching “ones” 

Writing  and  reading 
a “1”. sequentially 
filling  every  address 
location of the  mem- 
ory.  This is usually 
followed by a com- 
plementary  read 
and  write  using  a 
“0”. 

= N  

1 Examples of memory device addressing  patterns. 

to last, then reading  back the written data in the same 
sequence.  “Walking” or “galloping  ones” and “disturb” 
tests are much more complex,  requiring  per-pin data 
strings that are very  long. The collection of data  at all  test 
pins in a single  test  cycle is said to be a vector. A series  of 
vectors  required  for a complex and long  test pattern is 
classified as N’” or N 2  data, where N is the number of 
memory  locations  within the DUT. 

Figure 4 is a simple  example of a 4-bit  memory 
undergoing a galloping ones test.  Notice that this test 
requires a vector  string proportional to N’. If this 
example were applied to larger  memories,  such as 64-Kb 
cell  locations,  test  vectors of at least 8 billion bits would 
be  required. 

Possible methods of handling such a large  volume of 
264 PPG buffer data would  be to store an image  of  all of the 

test  vectors in a large  high-speed  buffer. This would  be 
prohibitively  expensive. The PPG buffer size could  be 
reduced by stopping  test to reload the PPG buffers from a 
less  expensive  bulk  memory  buffer.  However, a severe 
product throughput degradation would  result  from this 
solution. 

The most  practical solution, though it is  difficult to 
implement, is to recognize the nature of the vector  strings 
with their repetitions and algorithmically  generate the test 
patterns. Looping on a limited amount of data in the 
PPG buffers,  analogous to nested DO loops in 
FORTRAN programming, will produce the desired data. 
No restrictions  have  been determined to date on the test- 
pattern needs of the DUT. This algorithmic pattern 
generator (APG) technique is  realizable at a competitive 
test-system  hardware  cost.  Two methods are available 

C. W. RODRIGUEZ AND D. E. HOFFMAN IBM J.  RES. DEVELOP. VOL. 34 NO. 213 MARCHIMAY 1990 



K 
0 

1 

2 

3 

0 1 2 3  
Location 

Reference  memory 
cell at 2.2 

E (A-B) Operation Time (A-B) Operation 
1 2 - 2  WRITE “1” 10 2 - 3  READ “0” 
2 1 - 1 READ “0” 11 2 - 2  W R I T E “ 1 ”  

Write  to  reference 3 2 - 2 WRITE “1” 
cell each time, after 4 

12 3 -  1 READ “0” 

reading  each of the 5 
1 - 2 READ “0” 13 2 - 2  WRITE“1” 
2 - 2  WRITE “1” 

memory  address 
14 3 - 2  READ “0” 

locations. Check 6 1 - 3 READ “0” 15 2 - 2  W R I T E “ 1 ”  
for  disturbances at 7 2 - 2 WRITE “1” 16 3 - 3  READ “0” 
“away” locations. 

9 
8 

2 - 2 WRITE “1” 
2 - 1 READ “0” 17 2 - 2  WRITE“1” 

Location 

N and so on 

today for algorithmic pattern generation. They are 
implemented either in  a “shared-resource’’ or a “tester- 
per-pin’’ pattern generator architecture. 

Shared-resource  algorithmic  pattern  generators 
A typical shared-resource test  system  for memory-device 
test  utilizes an architecture where the chip addresses to be 
produced are described in terms of X and Y test  vectors 
to denote the memory-cell location. Quite often a Z 
vector is  used to describe the  third dimension of a three- 
dimensional chip address. The availability of these X, Y, 
and Z addresses is  fixed to specific tester pins, to 
maintain the optimum test-frequency characteristics of 
the system. However, a memory to be tested will extend 
beyond the addressing capability of a given tester if the 
number of memory-cell locations increases beyond the 
dimensions of the X, Y, and 2 vector lengths. 

Some memory products have the capability of multi- 
port addressing,  in  which different means would be 
required for the memory read and write portions to be 
performed in  parallel. A shared-resource test  system 
limits the  number of ports the product can have tested 
simultaneously because of its limited extent and its rigid 
assignment of X ,  Y, and Z vectors to  a given  set  of  test 
pins. It also becomes impossible to multiplex the 
necessary  APG outputs  to all tester pins as the product’s 
pin count increases. 

Tester-per-pin architecture allows maximum flexibility 
of system operation because, due to the universal 
makeup of the pins, there is no predefined pin function 
in the hardware. Each  pin can assume the required 
configuration for the DUT under P/N program 
control (i.e., cell addressing, data-in/data-out compare, 
controls). 
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The system hardware implementation of a per-pin 
APG represents a substantial departure from that used  in 
the shared-resource system architecture. The latter 
typically  utilizes a set  of digital counters  to produce the 
required test vectors, as  in an X/Y-chip-addressing 
scheme. For an N 2  test, one  counter keeps track of the 
“home” address, while the  other is incremented for the 
“away” address to produce the chip addressing as 
previously described. In the case of a checkerboard or 
column/row bar cell data  pattern,  one  counter is  used for 
the chip cell  row  addresses,  while the  other is  used for the 
cell column addresses.  Device address lines are connected 
to the appropriate counter  outputs through a multiplexer 
network. Limitations exist because of the availability of 
only two or three digital counters in a shared-resource 
system architecture. 

Tester-per-pin algorithmic  pattern  generation 
The ATS project recognized the need  early to develop an 
efficient and cost-effective method of producing digital 
patterns at high speed. Months of analysis and simulation 
were performed on every known vector string that was 
utilized in the test of memory devices. The design  team’s 
conclusion was that it was possible to implement such a 
pin-pattern generator architecture [6] by using a high- 
speed  buffer  of realizable dimensions for pattern store 
and by repeating the  output sequence from the buffer 
under the control of its associated logic circuitry. A 
nested DO-loop structure, implemented in hardware for 
data control and reconfigurable  buffer memory, would 
meet the needs. 

For example, Figure 5 demonstrates the nested loop 
structure that has been implemented in the test-system 
hardware. Consider the  FORTRAN program, noting the 
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DO loo01 = 1,N 

DO 100 J = 2,8,2 

O U T = J + I  

DO 10 K = 1, (N- 16)/16 

10 OUT = 2 

O U T = J + 2  

DO 100 K = 1, (N - 16)/16 

100 OUT 11 

D0200J  = l,(N-32)/16,2 

DO 200 K = 2,8,2 

DO  125 L = 1,J 

125 OUT = 12 

O U T = K + l  

DO 150 L = J, (N - 48)/16 

150 OUT = 2 

DO  175 L = 1,J 

175 OUT = 1 

O U T = K + 2  

DO 200 L = J, (N - 48)/16 

2000UT = 11 

DO loo0 J = 2,8,2 

DO 250 K = 1, (N- 16)/16 

2500UT = 12 

O U T = J +  1 

DO 275 K 1, (N - 16)/16 

2750UT = 1 

1ooOOUT = J + 2 

complexity of the statements required to produce the 
desired “OUT”  data address. 

Figure 6 shows the block  diagram  of the APG loop 
control data structure. The engineering study suggested a 
buffer  of depth K, with  each  word  of the buffer  consisting 
of N bits of either data out,  or  data compare mask, or the 
data  to be expected and compared from the DUT.  The N 
bits  of the buffer  word can also be  of the form NIX chip 
control words,  where X is the length of a control word. 
Pattern buffer data are not used  directly  as drive or 
expected data in the latter case. Instead, X bits  of data per 

266 tester  cycle are sent to the pin electronics channel to 
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address a memory containing 2x preloaded control words 
at the pin electronics channel. 

A section containing M control bits is  used  for the 
logic circuitry that determines the nested data looping 
operation. The sum of the N bits plus the A4 bits  of the 
buffer  word completes the buffer  word width. 

“Pipelining” and multiplexing of data  are used to 
overcome limitations in APG control logic and buffer 
memory performance. However, once these techniques 
have  been  fully  utilized, the architectural limitations of 
the APG structure are reached. 

For example, if N is equal to 1, different  words  of the 
buffer are addressed at a maximum rate of one word 
every Y ns,  where Y is the test-cycle period. As Y 
decreases and the  number of  buffer  words K to be  used 
for  complex patterns increases, the gate  delays  of the 
logic circuitry and associated  pin-buffer memory devices 
cannot respond fast enough to produce the APG output 
data string. Random branching to any data word 
prevents the use  of interleaved memories for the pattern 
buffer. 

Multiple levels  of pattern-buffer data-word looping are 
required. However,  as the number of  nested loops 
increases, demands on loop control logic performance 
increase at a given test operating rate. Therefore, the 
performance level  of the control logic constitutes the 
upper limit of the APGs operating frequency. 

Whereas multiple nested loops provide maximum 
operating flexibility, implementation of the loop control 
logic  is  complex. Figure 7 is a simplified diagram of the 
loop control logic structure. 

Programmable multi-bit counters must be  provided to 
track the  number of  passes each loop has completed. 
Control logic for incrementing each loop counter is also 
required. The outer loop counter is incremented only 
if the present  buffer  word  is the last  word  of the outer 
loop and all inner loops have  reached their maximum 
counts. 

of the loop count increment function. A possible  worst- 
case condition of  all loops completing at  the same buffer 
word must be considered. In this case, each loop’s “loop- 
complete” condition must be  propagated to the next loop 
in the nest. That loop in turn increments and propagates 
its loop-complete condition to the next  level  of  looping. 
This worst-case loop count update time must fit within 
the update time permitted for the operation. Note that as 
the number of data bits  per pattern buffer  word 
decreases, the rate at which loop counts must be updated 
increases.  Therefore,  selection  of N affects the maximum 
number of nested  loops  possible  within the APG pattern 
buffer. 

Additionally,  each loop requires storage  of its starting 
address. Control logic  selects a loop’s starting address as 

The logic circuit performance is not  the only limitaticn 
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I buffer words beginning at Sx and ending at Ex are  repeated xLC times. Loop A is the innermost loop. 

the next APG pattern buffer address when the loop is to requirements.  Emitter-coupled-logic lOOK family  devices 
be repeated. were  used  for control logic, and bipolar  SRAMs were 

Memory and logic  device  selection  for the ATS I APG used for the pattern buffer; 32 bits of data per pattern 
was dictated by speed and logic  device  density  buffer  word  were  chosen to allow the control logic to 267 
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i Loop control data structure. Sx = Flag for start of loopx; Ex = Flag 
for  end  of loop x; xLC = Loop x count.  Pattern  buffer  words [ beginning at Sx and ending at Ew are repeated xLC times. 
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support test  system output beyond  250  MHz. The same 
constraints limited the number of  nested  loops to three 
levels,  with  each loop having a maximum count of  216. 

Analysis  of  complex N2 patterns indicated that more 
than four  levels  of  nested loops are required. However, 
this need  is  typical of associated DUT test pins with 
common APG functional requirements, e.g., the group of 
test  pins producing the memory’s  cell  address. 

This fact  suggested that a shared-resource function 
could  be  tied to test  pins  with a common test function. 
Four identical programmable controllers that would  be 
associated  with the four  types of memory-device  test 
functions were installed  (i.e.,  address, control, data in 
to DUT, compare data  to  DUT output). These  devices 
would  be  dedicated under P/N program control to their 
assigned  APGs to extend the level  of looping  beyond 
three, as required by the test pattern. During a test,  each 
programmable controller provides this extra looping 
capability by presenting branch addresses to locations in 
the pattern buffers  for  each  test  pin’s  APG. Four loops 
are available on each  of  these  controllers.  Each PPG is 
supported by its  own  buffer, control logic, and arithmetic 
logic unit (ALU). 

Each of the APG  buffer memories can  be  reconfigured 
under program control for further extension of its 
capabilities in more difficult data patterns. In one mode, 
32 bits of loop control data are traded for 32  mask  bits. 
This procedure  is  utilized by those  test pins designated as 
receivers of data from DUT pins,  where  each  of the 32 
data bits  is  used  as  expected data and the 32 mask bits 
have a one-to-one  association  with the data bits. 

In another mode, the same 32-bit loop control data 
can be substituted for 32 additional data bits. This 

procedure  is  used  primarily  when the test data are truly 
random in nature, where  much  less repetition occurs.  In 
this  mode, K (32 + 32) pattern data bits are available. 

A 64-MB  bulk  buffer  is  available to the test system’s 
APG per-pin  buffer  after  all other possibilities  for 
producing the data required  for  test  have  been  exhausted. 
A high-speed  reload  of  large  volumes of P/N program 
data can be performed by stopping the DUT test  process 
and loading the per-pin  buffers  with  new  test patterns, 
repeated  as  required. 

Advances  in  pin-pattern  generator  architecture 
A natural extension of the memory-device pattern 
generator architecture is to expand its role to include 
logic testing. This has  been  accomplished by combining 
the required  APG logic circuitry with that necessary  for 
generating logic  test patterns to produce a VLSI gate 
array of  higher  density. 

Current implementations of the tester’s pin-pattern 
generator  have  been optimized by eliminating the four 
programmable  controllers. This was made possible by 
advances in the density and performance of  VLSI gate 
arrays. All PPG logic for algorithmic pattern generation 
and logic test  methodology support is  now included in 
one 70 000-gate  CMOS  gate array device,  with the 
exception of the weighted random-pattern function, 
enabling a single-chip implementation of expanded PPG 
function. 

architecture. The first  was the need for large amounts of 
“random” data to drive an LSSD string input  to the 
DUT. The second was that only pins associated  with 
expected data in a memory  device  test  use the 
programmable  controllers. 

for  expected data looping was decreased.  Therefore, the 
buffer memories were increased in size, the looping 
capability  per pin was increased  from 3 to 4, and the 
innermost loop was  given the capability to increment or 
decrement the loop count based on the status of other 
loops, eliminating the need  for programmable controllers. 
This allowed the storage of data in the pin buffer in a 
compressed format to be  used either for algorithmic 
pattern generation in array testing or for  “flushing out” 
each PPG buffer  for  logic  device  testing. Data stored in a 
compressed format within the buffer are expanded before 
being transmitted from the tester to the DUT for logic 
device  testing. 

For the test  of  memory  devices  designed  with  LSSD 
rules and with embedded logic, the required algorithmic 
patterns are provided to  the memory serially through the 
LSSD chain. Since the device to be tested  has no 
restrictions on its pad location or number of  LSSD chain 
inputs, a per-pin LSSD  APG  was added for this purpose. 

Two  factors  led to this modification of the APG 

If  large  DRAM  buffers  were  used at each pin, the need 
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Each  of  these  APGs  resembles a shared-resource X-Y 
pattern generator  with the ability to serialize the output. 
Furthermore, the bit  sequence can be  programmed to 
reflect the way in which the I/Os embedded in the DUT 
array are connected into the LSSD chain. 

The requirement for a large  per-pin  buffer  encouraged 
the use  of DRAM  per-pin  buffers as opposed to 
expensive  SRAMs. The logic  necessary to refresh the 
DRAM,  as well as error correction for  one-bit errors, is 
built into the same CMOS  gate array used  for the various 
types of pattern-generation methods described. To allow 
uninterrupted pattern flow to the DUT during refresh, a 
first-in/first-out (FIFO) file, realized by a multi-port cache 
memory,  is  used to buffer the data from the DRAM. In 
this manner, the pattern generator uses data from the 
FIFO, and the DRAM control logic ensures that the 
FIFO  is  never emptied. During program initialization, 
the FIFO  is filled  before pattern generation is started. 

For each  tester  cycle, the information sent to each  pin 
of the pin  electronics controls the data, pulse format, and 
timing, as  well as input/output control. This permits 
complete and independent control of  each  tester  pin [7]. 

generator  from the two comparators on each pin for 
every  cycle.  These data are then compressed at full 
operating  speed  in a high-speed  buffer  residing in the 
CMOS gate array. Whenever this local  buffer  is  filled, the 
compressed error log  results are transferred to the DRAM 
storage. 

In summary, this single custom logic  device contains 
the circuitry  necessary  for algorithmic pattern generation, 
compressed deterministic flush patterns, and LSSD  test  of 
the DUT. Testing of  logic  devices  with embedded 
memories or support for boundary-scan test techniques is 
provided via an LSSD APG circuitry. The associated 
circuits  for  DRAM  timing and refresh and for the control 
of the high-speed  cache  buffer  used during data collection 
are also  provided  from this single  logic  chip. 

Many  memory  devices under test  today contain a 
considerable amount of  logic circuitry. An enhanced 
pattern generator architecture (Figure 8) was  designed to 
support the testing of  logic  devices  as  well as 
combinations of memory and logic  devices. 

The last  mode  of pattern generation support is to 
enable a test  methodology  developed by  IBM  called 
weighted random test [8, 91. The advantage of this mode 
of testing  is that smaller  volumes of both test data and 
failure  storage are required during test  of a particular P/N 
program. The key element  provided on a per-pin  basis  is 
a linear  feedback  shift  register (LFSR). 

the LFSR to produce a digital data stream that may be 
described as an irreducible  polynomial, the circuit 
generates a unique pattern before  repeating  itself  after 

The pin  electronics returns the error data  to the pattern 

By providing a particular starting point and configuring 
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2 N  - 1 cycles  (where N is the maximum length of the 
shift  register).  These  predictable and repeatable  test data 
streams are sent to the device  being  tested. The particular 
LFSRs  chosen  for this design  comprise 32 bits and have 
programmable tap selection.  They can be configured as 
random-pattern generators  for stimulating the product or 
as  signature  analyzers  for  compressing the response of the 
product output. 

Because random-pattern generation  generally takes 
much longer to fully  exercise a product, a method called 
weighted random-pattern testing (WRPT) is  used.  Here, 
the LFSR output is  applied to a combinatorial logic 
circuit that can change the pseudorandom output from a 
50/50 probability of getting a logical 1 or 0 to a biased 
one. The weighted  LFSR output provides the necessary 
test  coverage on the DUT with a smaller pattern set than 
the unweighted methods. The data sequences are 
analyzed to see  if they  test the device  fully,  with the 
WRPT sequence  re-analyzed and optimized by adjusting 
seed  values and weights, for the highest  test  coverage at a 
minimum DUT test  time. 

Circuits with  LSSD chains require more stringent test 
system criteria, since  they  may  need the weights  delivered 
to the LFSR pseudorandom output to be  changed on 
every data shift out of the LFSR. The test  system, at the 
full data rate, must be able to update the LFSR  weighting 
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circuit. Large  buffers  are  needed  behind  any  LSSD input 
pin to store the weight  values  for a particular test 
sequence,  while the looping  capabilities of the APG are 
used to compress  these data. 

Test-system  pin  electronics 
The pin  electronics circuitry provides the high-speed 
analog  signal  interface  between the tester’s  digital pattern 
generator and the device under test. The required 
patterns initiated by the pattern generator are received by 
the pin  electronics, where proper timing edge placement 
and pulse format and voltage conditions are applied as 
DUT stimulus. The DUT responses are received by the 
system’s  pin  electronics,  where the signal obtained is 
strobed at a particular voltage  reference  level and at a 
specific point in time. This information is  converted to 
binary data and is  compared to the expected data as 
produced by the pattern generator.  Failures in obtaining 
a match are considered  device errors and are returned to 
the pattern generator for  storage  in  buffers  for later 
analysis. 

contained in this section of the test  system (Figure 9). 
Included are the timing  generation  network, data 
formatting, and driver/comparator circuitry. The DUT’s 
interface to the test  system,  which  consists of an 
electromechanical structure to map the tester  pins to 
those of the DUT on a much  smaller  physical  spacing of 
contacts, and the device  probing  network  for 
semiconductor wafer testing, is part of the signal path. 

The major components of overall  system  accuracy are 

Test-system  timing  generation 
Memory-device data access  is  achieving subnanosecond 
performance  times, while the logic  device’s gate  delays 
are  decreasing  below 100 ps. This places unique 
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requirements on the tester to produce accurate pulses  of 
high  fidelity,  repeatable at all  of the DUT’s 1/0 ports. 
Any differentiation from what  is  required in timing 
sequences at the DUT, known as “skew”  associated  with 
the timing system,  generates an unknown in the tester 
measurement. The result  is  tester  “guard-banding’’ to 
avoid shipment of  devices  for  which  test  results do not 
match a statistical quality level,  also  known  as  shipped 
product quality level  (SPQL).  However,  excessive guard- 
banding  could  also  result in the tester  erroneously 
identifying  as  failing  devices that actually  meet 
specifications. As the measurement tolerances  become 
smaller, the burden on the tester’s timing generation unit 
and autocalibration network  becomes more critical [ 101. 

Several unique features were added in the ATS  test 
system to enhance the overall  signal timing distribution 
[ 1 11. First, a master  clock operating at lower  frequencies 
is distributed throughout the system to minimize the 
problems  associated  with  high-frequency  clock 
distribution over a long  distance.  Phase-locked-loop 
(PLL) modules multiply its master  clock input to the 
desired operating frequency. 

The second feature of the timing system  is that the 
timing  generators on the electronic cards are centimeters 
away from the tester’s DUT driver and comparator 
circuit  modules. This departs from the concept used in 
most  test  systems, in which timing edges are transmitted 
to a test  head  from a much greater distance. The close 
proximity of the timing generators  also  minimizes the 
“skin” effect  of  high-speed  clock distribution through a 
coaxial  cable  over  long  distances,  resulting in an accurate 
placement of the timing pulses. 

The timing circuitry  must  also  be  designed to permit 
very  fine  steps  of  clock  edge adjustment. This is  necessary 
to define the timing edge placement of a particular test 
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Integrated digital timing delay block .

sequence with a very fine resolution in relation to other
edges in the system and to allow for fine movements in
calibrating all of the tester pins within a certain tolerance.
In earlier systems, an analog technique was used to
generate the fine delay . The PLL not only multiplies the
master clock, but also serves as the tester fine-delay unit .

Control of the fine-delay unit is obtained by injecting a
voltage into the summing node of the PLL's low-pass
filter. The error voltage changes the average dc value of
the integrated phase detector output . When applied to the
voltage-controlled-oscillator (VCO) section, the loop will
momentarily unlock and cause a phase shift in the PLL
output equivalent to an edge movement until the circuit
restabilizes.

This implementation of the fine-delay unit provides a
delay-controlled output relative to the test system's
master clock, over the operating frequency range of the
PLL. A high-gain amplifier in the unit's loop makes the
phase-delay error very small . Phase jitter was a difficult
problem to overcome, but circuit techniques were
developed to reduce jitter to less than ±20 ps.

The advantages of this form of electronic delay are
derived from its ability to operate up to higher
frequencies, greater than those found in today's typical
test systems . It will perform over 100% of the input duty
cycle without the linearity or drift problems associated
with timing delays implemented with the usual analog-
circuit, ramp-type delay units. Timing delays can be
programmed with resolutions as low as 4 ps. The
maximum frequency of operation is 500 MHz, with a
timing edge placement accuracy of less than ±50 ps .

The PLL fine-delay approach has limitations because it
is not conducive to altering the timing of pulses provided
to the DUT without stopping its test. This desired test-
system feature is commonly known as timing-on-the-fly
(TOF) changes . Also, because of the large size of the PLL
module, this technique is not compatible with systems
using large pin counts . Therefore, a digital technique is
being developed to alleviate both of these problems [ 12] .
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The digital fine-delay unit uses semiconductor logic gate
delays and circuit-loading effects to generate the required
small increments of delay .

The circuit shown in Figure 10 is optimized for
linearity in delay characteristics over the required range
of settings, with a calibration algorithm to compensate
for device fabrication process variations and external
environmental effects such as changes in ambient
temperature and applied voltage .

To minimize the range that the fine delay must cover
and to maintain a higher degree of accuracy over a
smaller linear range, a high-speed digital counter is used
for larger delay movements outside the fine-delay range .
The counter can provide a delay that is a multiple of the
input clock. Since this technique is digital, the
combination of the fine- and coarse-delay circuits can be
placed on one integrated circuit device, enabling
placement of the pin electronics high-accuracy
components in close proximity to one another . The
newest logic devices contain a sufficient number of gates
to permit the placement of several timing generators on
one device . This is crucial for the performance and
cost-competitiveness of test systems with large pin
counts.

Pin electronics data path structures
The data path section of the pin electronics acts as the
bridge between the system's pattern generator and the
driver/comparator unit for the DUT . The data path
device controls the three modes of operation for the pin
electronics : driving data to the DUT, receiving data from
the DUT, or situations in which the DUT's port can
operate as an input or an output . The last case, usually
referred to as common I/O operation, places additional
burdens on the test system .

The communication path from the pattern generator
to the pin electronics consists of four data bits . The first
implementation of the ATS test system's pattern
generator provided the data at a rate of 1 /4 of the actual
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driver waveforms that can be generated from the lookup 
table  of the  data path module. 
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tester cycle time. This was  necessary  because  of 
packaging constraints on sending high-speed  signals  over 
a relatively  long  distance. The function of the  data path 
circuit was to provide a high-speed multiplexer for 
capture of the  data and to increase the  data rate by a 
factor of four, as the  output of the pin electronics to  the 
DUT. Therefore, only one bit of data was  provided on a 
per-test  system  cycle. 

System  packaging and circuit improvements are being 
made in the succeeding generations of the ATS  system. 
The parallel data bits are now transmitted at  the full 
system  cycle  rate.  These data bits provide an address to a 
high-speed cache within the  data path circuitry which 
contains a set  of test cases  for a particular test vector. In 
the drive  mode, the test  case controls the particular data 
format, timing edge placement, and driver data. In  the 
receive mode, comparator strobe edge placement and 
data expect/mask information from the DUT are 
provided. The common 1/0 mode utilizes a combination 
of the drive and receive controls. 

As a result  of this enhanced mode of communication, 
the adjustment of both data timing and formatting can 
now  be made “on the fly” without stopping the test 
system. The result  is a wide menu of product waveform 
sets that can be  selected to test or characterize the 
product under varying conditions to ensure its proper 
operation. Figure 11 illustrates a small  subset  of  typical 

Test-system-to-device-under-test  interface 
The driver and receiver/comparator circuitry form the ac 
interface of the test  system to the  DUT;  dc parametric 
testing  of the product is  achieved through a separate per- 
pin parametric measuring unit (PMU), electrically 
connected to  the product by a relay network. The 
network  also  provides the test system’s interconnection to 
its autocalibration units. 

The various product technologies and unique system- 
to-DUT interface conditions place  several constraints on 
the driver and comparator amplifier  designs. The driver 
must be  able to generate large  voltage  swings,  with short 
transition times and minimal signal overshoots or 
undershoots [ 131. Fast edge speeds  typically create 
waveform overshoots, and this problem is further 
compounded by the need to present to the DUT variable 
amplitudes under P/N programming control. 

The overshoot is  caused by the excess current demand 
necessary to charge the parasitic driver device capacitance 
during the short transition time. The solution used  is to 
design a circuit in which the driver input amplitude is 
varied  with  respect to the  output amplitude. This forces 
the driver to operate just outside the linear range  of 
operation of the differential  switching pair, finding the 
right balance between  edge  speeds and overshoot control. 

Figure 12(a) shows computer-simulated results of a 
driver’s output waveform; Figures 12(b) and 12(c) show 
the output waveforms from the actual circuit. This circuit 
is the key element that enables implementation of a high- 
speed,  high-voltage  single-test-head  design  for the various 
DUT devices, as compared to other test systems  with 
multiple test heads for each application. 

The receiver circuit is a three-stage amplifier designed 
for  high  gain and high transition speeds, to detect both 
small and large  signal  swings. Tester comparator designs 
differ from those  of typical amplifiers,  because they must 
be able to detect small  overdrive  levels (when a voltage 
reference is very  close to  the up or down  level  of the 
product’s output)  and large  signals. Typical large-signal 
applications have the reference  level  set in the center of 
the voltage  range, or  at a level in which a minimum 
voltage condition has  been  established to ensure 
triggering  of the comparator circuit. The circuit’s 
propagation delay as compared to  the value  of  signal 
overdrive  is critical to the design,  because the placement 
of a voltage  reference will  affect the  ac timing 
measurement when the comparator is strobed. 

amplifier input designed  as a cascode  stage  with Schottky 
diode clamps and the subsequent two  stages providing 

This problem was minimized with a first-stage 
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further voltage gain. Figure 13 shows measured results 
for various overdrive conditions. 

comparators. This is  useful in defining both timing and 
voltage “windowing” for enhanced device 
characterization. It also facilitates performing 
measurements on device product outputs with common 
1/0 driver circuits. 

The ATS  system’s  pin electronics contains two 

Space  transformers and device  probes 
Minimizing electrical discontinuities in  the  path from 
the pin electronics to  the DUT’s connection pads is 
critical to overall test-system accuracy. The  entire path 
must be designed so that a controlled electrical 
impedance of 50 Q (in the ATS system) is maintained 
from the tester to the product. Since the DUT’s 
impedance may or may not match the transmission-path 

IBM J. RES. DEVELOP. VOL. 34 NO. 213 MARCHIMAY 1990 C.  W. RODRIGUEZ AND  D .  E. HOFFMAN 



100 

h 90- - 80 

8 70 

2 - 
?2 - 

.- 8 60- 

g 40- 

w 30 
-a 20 

- 

E - 

$ 5 0 -  
a 

U 

.- 

2 10 - 
0 0  

0 , I I , l , * , ,  

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Overdrive (V) 

1 J. Gruodis   and  Dale  E. Hoffman, “250 MHz Advanced Test 
j Systems,” IEEEDesign & %.sf ofCornputrrs 5, 31 (April 1988). 

“ ’51- *a .r4 

“$& 

impedance, the tester end of the interconnection is back- 
terminated at  the proper  transmission-line  impedance to 
prevent  “ringing” of the signal. 

Although it is important  to  maintain a controlled 
impedance, it is also critical to  maintain  an accurately 
placed high-speed signal edge, and  one  that is not affected 
by the proximity of other signals in transition. To 
maintain the signal quality, the distance to  the product 
must be minimized, and  the choice of signal conductors 
must  not add high-frequency loss caused by the skin- 
effect degradation. 

Closing remarks 
High-speed test systems utilizing a  shared-resource 
architecture have served IBM’s semiconductor device test 
needs well. However, a new generation of logic and 
memory devices made evident the need to  continue 
advancing the state of the  art in test systems. 

The ATS project in IBM was established to address the 
limitations of both internal and ATE  vendor  test systems. 
A system architecture was chosen to facilitate a modular 
expansion of tester capabilities and  to easily integrate 
newer system implementation technologies into  the 
design as  they  became available. 

The ATS project has been  structured to execute in 
three test-system development phases, in a segmented 
approach to solving the complex test issues: 

I .  The ATS I test system was designed to address the 
need for characterization testing of memory products 

274 in the  Product Development  Laboratory. 

C. W. RODRIGUEZ AND  D. E. HOFFMAN 

2. The ATS I1 test system is a repackaging of ATS I into 
reproducible  form for cost-effective system replication. 
Applications to logic device test were also explored 
during  this  phase of the ATS project. 

device testing within one test system. Its architecture is 
readily adaptable to  the various device test 
methodologies for  each type, as well as mixed testing 
on  one device. 

3. ATS I11 is further developing logic and  memory 

The advantages of a tester-per-pin architecture  for 
high-performance test systems have been discussed. The 
modularity of the system allows the tester to be 
configured as a  low-pin-count test system consistent with 
boundary-scan  test methodologies, or a  high-pin-count 
system capable of exercising each of the product’s  pins at 
the maximum test rate. Preserved in  the design are  the 
tester-per-pin support of algorithmic pattern generation, 
LSSD testing support for both logic devices and logic 
embedded  memories, and  pattern generation  for 
weighted random-pattern testing. 

The  demands  on advanced tester development 
continue  in step with rapidly expanding device 
capabilities and complexities. The need  for test systems 
operating at  data rates  in the  GHz range and overall 
system accuracies below 100 ps is on  the horizon. GaAs 
logic and  memory devices, as well as fiber-optic links  for 
data transmission  within the tester, could  be used to solve 
some of the  future tester design challenges. Elaborate test- 
pattern  algorithms will continue to evolve to meet the 
needs of advanced  products. Test methodologies which 
decrease product test time  must be developed for  those 
whose logic circuit  densities are climbing  over 100 000. 
Furthermore,  the fact that  the growth of the  number of 
tester pins is nearly proportional to  that of the  number of 
pins  in the product will require novel system designs to 
control system replication costs in manufacturing 
applications. 

coming into existence, with high-performance test-system 
development striving to stay ahead. 

The logic and  memory products of the 1990s are 
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