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programs for
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by C. H. Stapper

Three programs are described here which have
been used for integrated-circuit yield modeling
at the IBM facility in Essex Junction, Vermont.
The first program generates negative binomial
distributions which are used to represent the
frequency distribution of the number of faults
per chip. Calculations with the generalized
combination function A ! B in APL are limited to
simulations of up to 99 999 fauits, and can take
too much computer time to run. These
limitations are eliminated when the calculations
make use of the scan function. The second
program simulates clustered fault locations on a
map. The clusters are initially generated using a
radial Gaussian probability distribution. Each
fault location is stored as a complex number,
which facilitates the use of cluster-shaping
programs that are also described. In a third
program, another simulator of fault maps, faults
are added as a function of time. This program
also results in fault distributions that are
clustered. In addition, it produces frequency
distributions that very closely approximate
negative binomial distributions.
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Introduction

Since 1973 computer programs written in APL have
been used successfully for yield planning and yield
analysis of a variety of memory chips, logic chips, and
microprocessor chips manufactured at the IBM facility in
Essex Junction, Vermont, including the IBM 64K, 256K,
288K, and 1-Mb dynamic random-access memory
(DRAM) chips [1, 2]. All of the DRAM chips contained
redundant bits to replace defective ones, while partially
good chips were also used. This had to be taken into
account in developing yield estimations for these chips.
The models used for doing this have been published
previously [3-7]. Described here are A PL programs that
have been used to evaluate new yield models needed to
estimate yields and factory requirements for 4-Mb
DRAM chips and memory chips with higher bit

densities [8].

Negative binomial distribution

The frequency distributions of the number of fabrication
faults occurring on integrated-circuit chips can often be
modeled with negative binomial distributions. These
distributions have been used for the following purposes:
estimation of the yield of fault-tolerant VLSI
multiprocessors by Koren et al. [9-11]; evaluation of the
yields of memory chips containing redundant circuits by
Stewart [12]; simulation of integrated circuit yield by
Walker [13, 14]; simulation of wafer scale integration
yield by Harden and Strader [15]; and optimization of
the productivity of programmed logic arrays by Wey
[16]. Negative binomial distributions have also led to
formulations of yield variations by Foard Flack [17], and 647
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to interval estimates of yield by Winter and Cook [18].
Such distributions can be expressed mathematically as

T(a+k)  (Ma)

P(X= k) = k!F(O() (l + >\/a)a+k’

()

where T represents the gamma function, A the average
number of faults per chip, and « a cluster parameter. In
this expression the quantity

T(ax + k)

k'T() 2)

can be calculated with an A PL program that uses the
primitive dyadic generalized combination function “ ! ”
in the form XK ! ALPHA+K - 1. However, with
K 2100 000 and typical values of ALPHA < 1
this function produces DOMAIN ERROR messages. The
probabilities can therefore only be evaluated for up to
99 999 faults per chip.

The APL function originally used for calculating the
binomial distribution has the form

v

(0] X<«N NBINOMLA ; ALPHA ; LOA; K

[1]  AaTHIS FUNCTION CALCULATES THE
NEGATIVE BINOMIAL

[2] AORPOLYA-EGGENBERGER
DISTRIBUTION WITH

(3] APARAMETERS LAMBDA=LA[11,
ALPHA=LA[2]

[4] X+ (K !ALPHA+K-1)
x ((LOA +1+LOA) *K<0,1N)
2 (1+LOA+%/LA) *ALPHA«LA[ 2]

V 1987-03-12 17.44.33 (GMT-4).

However, this function is unacceptably slow for values of
N > 5000, taking more than a minute of computer
running time.

An average of 5000 faults per chip may seem high, and
such numbers have not been needed previously for yield
calculations. However, the presence of more than
100 000 faults per chip may occur in future chips.
Consider for example a 1% fault level for a 16-Mb
DRAM chip. This would correspond to 160 000 faults on
such a chip. Fault-tolerance schemes that can deal with
more than 100 000 faults on a chip are now being
evaluated. The A PL programs used to estimate the yield
of such chips must therefore be capable of processing
numbers of this magnitude.

Expression (1) can be rearranged in the form

1 K (o — N

PX =k)= _
( : (1 + Ma)" j=1 J(1 + Ma)

3

This re-arrangement can be programmed with the scan
function, resulting in
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[0] X<N NBINOMLA; ALPHA; LOA; Z

£11 ATHIS FUNCTION CALCULATES THE
NEGATIVE BINOMIAL

{21 AOR POLYA-EGGENBERGER
DISTRIBUTIONWITH

[3] APARAMETERS LAMBDA=LA[1],
ALPHA=LA[2]

[u] X< (x\1,L0Ax ( (ALPHA+Z-1)
+ (Z«1N)x1+L0OA) )+ (1+LOA«+/LA)
*ALPHA<«LA[2]

Vv 1988-09-01 14.13.34 (GMT-4).

The output of this program is a vector of length ¥ +1
containing the probabilities associated with finding 0, 1,
2, 3, etc. faults per chip. If the probability associated with
a single number is needed, the scan operator “ \” is
simply replaced by the reduce operator “/ ”.

The program is extremely fast when compared to the
method of Equation (2). For example, an average time of
422 milliseconds was needed for N«~150000 on an IBM
3090 Model 600S computer with a vector facility. It was
still relatively fast on an IBM 3090 Model 400 without a
vector facility, where it was found to require slightly
more than twice that amount of time. The maximum
number of faults that can be handled by this program
depends on the amount of computer memory available
in the APL workspace. Until now the only error
messages have therefore been ¥S FULL.

Cluster-map generator

The matrix capability of APL combined with complex
variables provides a very effective approach for
simulating clusters that mimic the fault clusters
frequently observed on integrated-circuit wafers. The
program described here has two major steps. In the first,
symmetrical clusters are generated on a predetermined
grid. In the second, the clusters are shaped to conform to
observed patterns.

o Symmetrical cluster generator
The program starts by calculating coordinates for an
N X N grid. This is done with

Z+«(1J1x 1-3N)+(2sN)x(0J1xe1N)o.+1N.

The coordinates are stored as complex numbers in a
matrix. The values of these complex numbers are
constrained between +1 in both the real and the
imaginary directions. For N«5 the matrix Z has the form

0.8 0.8 “0.4J 0.8 0J 0.8 0.4J 0.8 0.8J 0.8
T0.8J 0.4 TO0.4J 0.4 0J O.4 0.4J 0.4 0.8J O.4
“0.8 “o.4 0 0.4 0.8

T0.8J70.4 TO.4J 0.4 0J 0.4 0.4J 0.4 0.8J 0.4
“0.8J70.8 "0.4J°0.8 0J 0.8 0.4J°0.8 0.8J7 0.8,
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An example of this grid is shown in Figure 1. Note that
the coordinates occur in the centers of square areas. The 1

occurrence of a single fault or the absence of a fault is inaieis S D 0 Dt B
generated for each area. The areas must therefore be : + : + : + : + : + :
small enough to make this a valid assumption. In the use SR O S U S N
of the program by this author, values of ¥+256 are : -: —} -: -: -:
typically used. i T A T O T B S
The occurrence or absence of a fault is determined by :— -- -:— -- —:— 1- -1"‘ -- -:- -- -:
assigning a probability to each grid point. This is done i B B | [ P b
with a symmetrical bivariate Gaussian distribution : : : : : :
obtained with R R I A
EEEEE RN
P+«(Cx*-((100Z)+SIGMAx2*0.5)*2, U AU T U TER SR |
where C is a constant and ST GMA is the standard : + : + : 1 : + : ¥ :
deviation of the distribution. Both of these quantities are :_ L :_ o L Lo L _ _:_ :
single scalars. The value of C sets the density of the -1

simulated faults, while the value of SIGMA sets the
radius of the cluster. The result is an N X N array of
numbers.

The matrix of probabilities is compared to an N X N
array of random numbers with values between 0 and 1. A
fault is simulated when the value of the random number
is less than the value of the probability. The locations of
the faults are then collected. This is accomplished with
the statement

Coordinate grid used for cluster simulation. The coordinates are
points in the complex plane between =1 in the real and imaginary
directions. The occurrence or absence of a fault is simulated for each
grid point.

L« (L#0)/L«,Zx((?2(N,N)p1E16) +1E16) <P,

where L contains the fault locations.

The original coordinates in the matrix Z represent grid
points in the center of square areas with sides equal to
2 + N. The faults in the vector L are all located at these
grid points. To give them a more random character, they
are therefore randomly perturbed within these areas, by
means of

L+L+1J0x (" 1+2x(? (pL)p1000000)+1000000) +N,
L+L+0J 1% ("1+2x(?(pL)p1000000)+1000000}+N.

The real and imaginary perturbations are performed
independently here because the roll function “?”
does not operate on complex numbers.

An example of a symmetrical cluster which was
generated with this program is shown in Figure 2. The
parameters used were N+«256, C+0.02, and
SIGMA<«0. 2. These programs have not been
optimized for speed. Nevertheless, it was observed that
they also ran more than twice as fast on the computers
with vector processing capabilities.

o Cluster-shaping programs
The actual fault clusters observed on integrated-circuit

wafers seldom have symmetrical shapes. The results from : Example of a cluster generated with a symmetrical-cluster-
. generating program. The + symbols in this map represent fault

locations simulated with a symmetrical-cluster generator.

the preceding section must therefore be altered by means
of shaping programs. Two different programs have been
used by this author. One stretches the clusters and rotates
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. Examples of clusters generated by applying shaping programs to
symmetrical clusters. One of the clusters is simply stretched and
rotated; the others are formed into patterns that mimic those often
resulting from scratches.

them. The second generates clusters that mimic faults
caused by scratches. During simulation runs these
programs are selected pseudorandomly.

In the vector L created above, the fault locations are
stored as complex numbers. This feature simplifies the
stretching operation by making use of projections with
randomly generated angles in the following set of steps:

ARSTRETCHING THE CLUSTERALONG THE X
DIRECTION
L« (0J1x110L)+(90L)%(?21000000)
+1000000

ASTRETCHING THE CLUSTER ALONG THE Y
DIRECTION
L« (1J0x80L)+0J1x(110L)*(?21000000)
+1000000.

The scratch generation is achieved as follows:

L+« (1J0x90L)+0J0.25x(110L)
x([/90L)~-L/90L

L«0J 1+ (1J0x90L )+0J1x (110L)
+(1-2x(90L)*2).

All of the generated clusters are subsequently rotated with
a random angle in the statement

L«Lx*0J 1% ((21000000)%2000000) x02.
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The simplicity of this operation is the result of using
complex numbers.

The clusters obtained with this program are all located
in the center of a map. The next step therefore consists in
randomly displacing them and making sure that the
results fit within a 1 frame. This is accomplished by
means of

ACOORDINATE OFFSET INTHE X DIRECTION
L<L+ 1J0+2J0x%(21000000)%1000000

ACOORDINATE OFFSET INTHE Y DIRECTION
L«L+0J "1+0J2x(?21000000) 1000000

pCROPPING THE FIELD OF VIEW
Le(~((90L)< 1) v ((90L)>1)v((110L)< 1)
v(110L)>1)/L.

Four clusters generated with this program are shown in
Figure 3. One of these is a stretched and rotated cluster;
the other three represent scratches. Two of the scratches
in the lower right corner line up with each other to
appear like a single cluster. These results are intended to
be only an example of the output of the simulator,
because scratches are usually observed less frequently in
practice. The pseudorandom selection process used by
this author transforms less than 10% of the symmetrical
clusters into scratches.

This cluster simulator has been used to evaluate fault-
tolerance schemes for memory chips. The simulations
tend to produce a relatively large number of faults per
chip. The results resemble the faults often observed
during the early phases of chip development and
manufacture. Such faults usually contribute to the tails of
the faults per chip distribution, and occasionally clusters
of this type have produced second modes in these
distributions. In the occurrence of such bimodal
distributions, the other mode can usually be modeled
with negative binomial distributions. A cluster-map
generator that generates negative binomial clusters is
therefore also needed. A program that can be used for
this purpose is described next.

Negative binomial cluster generator

Negative binomial fault distributions can be simulated
with a technique that randomly generates faults as a
function of time. It does so when, during an incremental
time interval A¢, the probability of obtaining a fault on a
chip is linearly related to the number of faults already on
that chip [5]). A Poisson distribution results when this
probability is constant. A modification of this technique
is used here.

In the simulation program, a random number
generator is used to determine whether a fault is to be
added to a chip during a time interval Az. The probability
of adding a fault to a given chip is assumed to be linearly
dependent not only on the number of faults present on
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that chip, but also on the number of faults on its four
nearest neighbors.

At the start of the program, no faults are present in a
simulated array of M X N chips. It slowly builds up a
pattern of faults by stepping through consecutive time
increments. The process stops when the desired average
number of faults is reached. The following program has
been used to achieve this:

[o0] X«NM NBCG L;B;C;M;N
[1] N«NM[1]
[2] M<+NM[2]
[3] B+0.001x81+]
[u] C+0.3xB
[5] BI+1
[61] X+NMpO
[7] LOOP:X«X+(1E9xC+BxX+BIxX
[; (1+1M-1),11+X[; M, 1 M-1] +
XC(1+1N-1),1;)+X[N,1N-1;])
2?NMp1E9
£81] +(((0.0625xLxx/NM)-L.05xN)
>+/,X)/LO0OP
V 1988-06-27 14.46.12 (GMT-u).

The variable MN specifies the dimensions of the chip
array for which the faults are to be generated, L sets the
average number of faults per chip to be simulated, while
B, BI, and C are constants that determine the nature of
the clustering. The use of a loop in this program is
unfortunate, because of the inherent inefficiency of such
an approach in APL, The loop results from having to use
the simulated numbers sequentially.

This program produces an array of numbers which is
adequate for most yield estimations. It has been used
extensively in this form to evaluate fault-tolerance
schemes for the IBM 4-Mb memory chip [8]. However,
in order to display the results, it is often useful to
generate fault-location maps. This can be accomplished
with the following program:

[01] XY+XYG M

(1] IT+J«K«1

[2] XY¥+12p0

[3)] LOOP:+(M[I;J1=0)/INCR

[4] XY+<XY, [11((M[I;J]1,2)pd,I)
-(MLI;J1,2)p.001x? (2xM[I;J])
p1000

(5] INCR:»((pM(;11)2I+I+1)/LOOP

[6] I+1

[71 +((pM[1;])2Jd«J+1) /LOOP

[81] XY+«104+XY

V 1988-07-29 14,29.52 (GMT-4).
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2 :

A map generated with a negative binomial cluster generator (from
[8], reproduced with permission.

1 ey ;:?t

The resulting coordinates are real numbers, and do not
correspond to those of the preceding section.

A typical map of simulated fault clusters generated
with these programs is shown in Figure 4, The
parameters used were L+<16, BI+<1, and MN«36 28,
The grid of superimposed squares was used for an
analysis of partially good chips with redundancy, as
described in [8]. The solid grid lines demarcate squares
that represent chips; sections of chips are bounded by
dotted and solid lines. The distribution of the number of
faults per chip and the distribution of the number of
faults per section result in negative binomial
distributions.

Conclusion
The programs described here, and variants of them, have
been used by this author to evaluate memory-chip
architectures under consideration at the IBM facility in
Essex Junction, Vermont. Fault-tolerant chips that can
operate properly when they contain a large number of
faults are currently being manufactured (see, e.g., [8]).
Another use of the programs has been in the
development of sampling techniques for in-line
manufacturing inspection with defect-mapping tools.
Tools such as the Insystem holographic inspection system
and the KLA 2000-series wafer-inspection systems have
confirmed the presence of defect clustering at various
steps of the manufacturing process. This clustering
seriously affects the sampling statistics used in the
inspection procedure. Existing sampling procedures are
often of limited use, and can lead to incorrect
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conclusions. The cluster-generating programs described
here are used in the study of such limitations and means
to overcome them.
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