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Color  Display  and Interactive  Interpretation of 
Three-Dimensional  Data 

Three-dimensional results from engineering  and scientific computations often involve  the display and interpretation of a large 
volume of complex data. A method is developed for color display of 3 0  data with several interactive options to  facilitate 
interpretation. The method is based on representing points whose values fall within a specijied range as a single hue. An image 
is formed by overlaying successive 2D frames with increasing hue lightness towards the front. Interactive options to aid 
interpretations are viewpoint, contour lines, multiple range display, slicing, veiled surfaces, and stereo image pairs. The display 
method is successfully applied to several types of data. The overall structure and variations of the 3 0  data are observable, as 
well as transients which may be overlooked in a large input data  set. 

Introduction 
Several  important engineering and scientific areas  require 
display and  interpretation of three-dimensional data or series 
of two-dimensional data  frames, e.g., seismic  sections, com- 
puted  tomographic  (CT) images,  multi-dimensional optical 
scans,  statistical  cluster  data, models of three-dimensional 
fields, and diffusion processes in a plane  during a specified 
time interval. The spacial relationship of various data values 
is often complex. In most applications, a  single data set is a t  
least  2 million bytes and  may be as  large  as 100 million bytes. 
The  display  and  interactive  interpretation of such  large 
volumes of complex data  represent a challenging  area  for 
research. 

Two classes of methods  are  currently used to display 3D 
objects from C T  scans.  One class  forms the  outline of the 
objects in each  frame [ 1,2].  The  outlines  are connected to 
form tiled surfaces which are  smoothed,  shaded,  and pro- 
jected  onto  the  image plane. The second class of methods 
forms  the  surface of an  object which  is defined by a set of 3D 
volume elements [ 3,4].  The set of object volume elements is 
selected from  the  total  space of volume elements by thresh- 
olding the  data values. The object surface is  formed by 
tracking connected  faces of the  3D volume elements which 
border the  object.  The  surface is displayed  using algorithms 
to  shade  and remove  hidden surfaces based  on the volume 
element  character of the object  [SI. Typically,  these C T  

display methods  do not  use color and have  limited interactive 
features. A notable exception is the  interactive  graphics 
programs described by Dwyer et al.  for diagnostic  imaging in 
medicine [ 6 ] .  Atherton describes an interactive method to 
visualize CAD  surface models  using  a color display  [7]. The 
interactive options include  cutaway views,. shading,  surface 
transparency,  and translucency. The object orientation is 
fixed. Graphical  presentation of general scientific data is 
surveyed by Graedel  and  McGill [8]. They  describe several 
two- and three-dimensional methods based on surface line 
drawings,  contour plots, serial color plots, and  3D color 
diagrams. 

The colored-range  method developed in this  study differs 
fundamentally  from  current methods. The basic  objective  is 
to interactively interpret  the  3D  distribution of values, as 
opposed to displaying  a given set of surfaces or to isolating  a 
3D  object  and displaying its  surface.  The method can  be 
applied  to a  wide range of engineering and scientific data, 
from  continuous  3D  potential fields to  statistical  clusters of 
disjoint  points, as well as conventional  objects  based on C T  
scans. 

There  are  four key problems. First, an effective method of 
representing a  three-dimensional field (or series of 2D  data 
frames)  and of displaying it on a  two-dimensional  screen 
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must  be developed. To express depth  and  shape, color is 
required.  Color has  inherently  greater  capability  to express 
complex data since each colored picture  element  has  three 
attributes  (hue, lightness, and  saturation),  compared  to a 
monochrome picture  element which has only one  attribute 
(lightness). Second, a  single  method of display  and color 
encoding is not sufficient. The  data often require  interactive 
interpretation  to  determine  the  spacial  distribution of various 
values. Third,  the  computer  software  implementation of the 
display and  interactive  functions  must be capable of respond- 
ing within  a few seconds. Fourth,  the  large volume of data 
must be stored and  managed  to  permit  interactive  interpreta- 
tion. 

The first two  problem areas  are of primary  interest in this 
paper: color display of 3D data  and  interactive  interpreta- 
tion. The objective is to develop a  basic approach  and  then 
specific options that  are useful in several  engineering and 
scientific  applications. The  approach is based on repre- 
senting  all points whose values fall within  a specified range  as 
a  single hue  to produce  a 3D colored-range representation. 
An  image is then  formed by isometric overlay of successive 
2D data  frames with  increasing color lightness toward  the 
front.  Several options are presented  for interactive  interpre- 
tation: viewpoint, contour lines, slicing, veiled surfaces,  and 
stereo pairs. These  methods  permit  the  implementation of 
high-speed software with simplified data  management. 

Color  display of three-dimensional data 
A key problem is selecting an effective method of repre- 
senting a three-dimensional field or a  series of 2D data 
frames.  There  are several possibilities. For  example, small 
numerals (or symbols) can be placed throughout a 3D 
rectilinear region to display magnitude, or arrows  can be 
used to represent the direction and  magnitude  change. A 
colored-range representation is implemented in this  study. 
For  example, if the  input  data  range between 1 and 256, all 
points in 3D with data values between 50 and 60 are 
represented as red,  points  with  values  between 90 and 100 as 
orange, 130 to 140 as yellow, and 170 to 180 as  green.  The 
choice of ranges  depends on the  nature of the  data. If more 
than  four colors are used, the  representation becomes diffi- 
cult  to  interpret.  The overall  result is a 3D rectilinear region 
with clusters  or  layers of different  colors, i.e., 3D colored 
ranges. 

This 3D colored-range representation of a field must be 
displayed as a 2 0  image on a CRT.  There  are a  variety of 
attributes a human observer uses to  interpret  the  spacial 
character of objects like the 3D colored  ranges:  perspective, 
shading,  texture,  depth of focus,  stereopsis, etc. [9, 101. 
Several of these  attributes have been successfully  imple- 
mented for computer display of 3D objects.  Perspective  was 
not  used in this  study because we wanted to  ensure a rapid 
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Figure 1 Illustration of colored-range display. 

response time.  Further, with  oblique  projection the size of an 
object  in the  rear  plane is directly  comparable  to  the size of 
an object in the  front  plane.  Shading/lightness is not used to 
represent  shape based  on  a light source and viewing position. 
Lightness is used to  indicate  z-axis position as described 
below. This basic approach  has two advantages:  computation 
time is less, and  the 3D colored range need not be  continuous 
with a surface  normal  (a disjoint cluster of p i n t s  can  be 
displayed). 

The display  method used in this  study is oblique  projec- 
tion,  with lighter colors for points in the  front  data  frames. 
This method is illustrated in Fig. 1. All points whose values 
range between 50 and 65 are colored red. In  the  rear  frame, a 
dark red is used; in the next frame, a lighter  red is  used, etc. 
Lightness is used to indicate  the t coordinate of a  point; the 
x, y coordinates  can  be observed directly since it is an oblique 
projection.  For each  range of data values, there is a sequence 
of colors from  dark for the  back  frames  to light for  front 
frames.  Each color sequence is predominately one  hue, such 
as  red,  orange, yellow, or  green. Successive frames  are offset 
one  image  element down and  to  the  left,  and  replace  the color 
entries of the preceding frame. In this way  a 2D image is 
formed of the 3D colored-range representation of the field. 
The  data  can be viewed from eight  different  “directions” by 
transposing the  data  along  the x or y axes or by taking  the 
frames in reverse order.  Since forming  these  images does not 
require  arithmetic  operations, it is relatively fast.  For  the 
variety of applications investigated  in this study, it is suffi- 
cient to view the  data  from  these  eight directions (together 
with  using the  interactive functions  described later). Viewing 
the rectilinear data  space  from  any direction would not yield 
enough additional information to  warrant  the  large  increase 
in computation. In some applications  the  number of frames 
may  be on the  order of 20, while the x and y dimensions are 357 
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Figure 2 Relative  brightness of a test  object  positioned in an illuminated field of view. 

Lightness 
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Figure 3 Color space model. 

200 to 300. In  this  case,  frames  may be repeated once or 
twice to  enhance  the three-dimensional appearance of the 
images. 

An example of colored-range display is shown  in  Fig. 2. 
(Two  imaging systems are used by the  author:  the  IBM 7350 
Image Processing System with  a  screen 1024 x 1024 pixels 
and a Ramtek  Graphic Display System with a screen 1024 
x 1280 pixels. A MATRIX  Color  Graphic  Camera is used to 

photograph the  images.)  The  data  are  the  measured relative 
brightnesses of a test  object as a  function of its position in a 
rectilinear illuminated field of view. The light  source is from 
the observer’s right. The points in each colored range  are 
positions of comparable brightness. The yellow points corre- 
spond to positions of greatest brightness. Since this  method 
does not require  the  data fields to be continuous,  it can be 
used to display  disjoint  points (as  illustrated  later in Fig. 10) 
and  clusters of statistical  data. To correctly  interpret  the 
display,  it is necessary to visualize dark points as  distant  and 
light  points as near. The lines  representing the  coordinate 
frame  are also shaded with the lightest  in front  (Fig.  2).  The 
lines are handled like data using  a gray  scale instead of a 
sequence of colors. 

0 Color selection 
The display of a 3D field is based on sequences of colors, such 
as  the  green,  red,  orange,  and yellow in Fig. 2. On the  other 
hand,  the color display unit  requires values of red,  green,  and 
blue (RGB)  to  generate a color image. It is very difficult to 
define  colors  based on RGB values since  they  are not  easily 
related  to  what is perceived. It is necessary to define color in 
terms of perceptual  parameters, hue,  lightness, and  satura- 
tion (HLS)  [lo, 111. They  can be interpreted  as cylindrical 
coordinates in the  space of colors  (see  Fig. 3) .  Hue is periodic 
and expressed in degrees;  lightness and  saturation  range 
from 0 to 1 .  There  are several methods of transforming HLS 
and  RGB values [ 12- 151. From a theoretical point of view, it 
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Figure 4 The  nominal  orange  sequence  projected  onto a surface of saturation 1.0 (left) and  constant  hue of 120” (right). 

would be  preferable  to have equal  increments in HLS 
parameters  result in equal perceived changes on the color 
display unit  and  output film. 

Munsell defines an equal-perception coordinate system  for 
opaque colors [ 161. Based on the  tristimulus CIE values  for 
the Munsell  colors and  the phosphor characteristics of the 
CRT, a transformation  from  perceptual  parameters HLS to 
RGB  can be defined [ 151. As a  simple approximation  to  this 
exact  transformation,  the  triangle model derived by Smith 
was implemented [ 121. It was modified by removing the 
intensity normalization.  This  transformation of HLS to  RGB 
resulted in nearly  uniform perceptual  increments on the 
CRT for  uniform increments in HLS. 

This  approach was  not  satisfied from a practical view- 
point. For a given level of saturation, not all values of 
lightness are  achievable with the  CRT.  The  realizable values 
of HLS lie in a  limited  region which cannot be simply 
described by a mathematical  relation [ 151. This is character- 
istic of any method  based on a perceptual relation  like the 
Munsell  system. Also, the  preferable  trajectories for the 
color sequences are not straight lines in such HLS spaces, 
and  they  are difficult to define. 

The HLS to  RGB  transformation proposed by the SIG- 
GRAPH  Standards  Committee  has several advantages 
[ 14, 171. (It is presented in the  appendix.) All  values of HLS 
result  in realizable colors  with the  CRT,  and  straight line 
trajectories in the HLS space result in very useful color 
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sequences  for  display of 3D  data. Also, it is computationally 
simple. The method  does  not provide equal perception steps 
like the Munsell  coordinates,  but this is not  a  significant 
disadvantage.  The  “best” color to display an image will 
depend on the  character of that  particular image.  A  per- 
ceived color of a particular region depends strongly on the 
surrounding colors [ 18, 191. Colors  must be selected  based 
on the positions and  areas of various elements in the image. 
Also, it  may  be necessary to  shift  the lightness range of the 
color sequence to  emphasize a  z-axis  interval of special 
interest.  Thus,  interactive selection of the color sequences  is 
required. Further, with an  interactive selection of colors, it is 
easy  to  compensate  the color sequences  for  various output 
modes (CRT,  prints, 35-mm transparencies), display  cali- 
bration  drift,  and  ambient  light.  Photographic  prints  and 
35-mm  transparencies  are sensitive to color selection; an 
inappropriate color could obscure significant features.  The 
CRT display  is less sensitive than film; small  structures  and 
color changes  can be easily  seen. 

Six color parameter values must be selected to define each 
color sequence in the HLS color space:  first and  last hue,  first 
and  last lightness, and first and  last  saturation. Twenty-four 
values are needed for the  four color sequences.  For  a practi- 
cal,  interactive selection of color, it is convenient to fix 
certain  parameters. Perceived color is most  sensitive to 
changes in hue  and  least sensitive to  changes in saturation. 
From  trial  and  error,  it was  found that  the most imaging 
requirements  are  met with the first and  last  saturation values 
fixed at  0.6 and 1.0. The  last value of 1.0 was selected to 359 
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Figure 5 CT scan  frame 
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Figure 6 Histogram of CT frame shown in Fig. S. 

obtain  maximum  perceptual difference between the colors. A 
value less than 0.6 for  the first  point  reduced the  perceptual 
difference  between the sequences;  a  value greater  than 0.6 
reduced  the "number" of perceived  colors in  each sequence. 

Hue  overlap between the color sequences must  be limited to 
avoid identifying image p i n t s  with the wrong  sequence. 
Also, the collective hue  range of the  four sequences  should be 
distinct  from  the  background hue. Hue  ranges of 50" are 
satisfactory for  most  cases. The mid-points of the  hue  ranges 
are nominally set a t  105", 1 5S0, 190°, and 240"; these values 
are modified to  optimize  the  perceptual  interpretation of the 
image. The first and  last lightness  values are nominally set a t  
0.1 and 0.7 but  are  also modified interactively. With  these 
conversions, the nominal color sequences are defined, and  the 
user has  the option of modifying three values per sequence: 
hue, first  lightness, and  last lightness. The nominal orange 
color sequence is illustrated in  Fig. 4 in  relation to  the  total 
gamut of colors. 

The background hue is fixed at  0" blue,  since blue is often 
interpreted  as "space." The background  lightness is fixed at  
0.5, which is between the  darkest  and lightest parts of the 
image. A greater sense of depth  and  shape is obtained with 
the background  lightness between the object  lightness 
extremes [ 101. A saturation of 0.5 is used to obtain a distinct 
blue  color, which enhances object colors. 

Frame preview 
The  colored-range  representation of a 3D field (or series of 
2D data  frames) is based on ranges of data values which are 
displayed as colored  regions in the 3D data space. If the 
numeric  character of the  data is  unknown  initially, it  is 
necessary to preview several  typical frames before  selecting 
the  data value  ranges. 

Three  steps  are used in previewing frames.  First, a histo- 
gram of values is generated.  Next, a gray level 2D image is 
formed, and  the values of various  regions are  determined 
with cursor pointing. These values can be correlated with 
features of the  histogram.  Third, a  value range is selected, 
and a  black mask is  displayed over the original 2D image  to 
show the  areas selected by the value range. 

A single frame of a C T  scan of a  head is presented  in Fig. 
5 ,  and  the histogram of values  in  Fig. 6. Note  the correspond- 
ing  points s, B, and V. Point H is the head  rest,  which is not 
visible with the  contrast function used in Fig. 5 .  To display 
the ventricle V, a  value range of 5 15 to 525 is selected. Points 
in this value range  are displayed as  red in the  left side of Fig. 
7. There  are  many points  in this value range which are not in 
the ventricle. In most cases, these points are disjoint, i.e., do 
not form a cluster or surface. Low-pass filtering would 
reduce  these isolated  values, but  it would also  reduce resolu- 
tion and  increase  the  computation  time. A median filter  is 
effective to  eliminate isolated  values  without  reducing reso- 
lution,  but it also increases computation  time [20]. A neigh- 
borhood filter is effective in eliminating most  isolated  points 
with only a small  increase in computation  time.  It  operates 



Figure 7 CT scan data. Points  for  values 515 to 525 without (left) and with (right) 4-neighbor  filtering. 

on the 2D binary  array corresponding to  the points  selected 
for the value range.  The neighborhood  filter retains a point if 
n of its 8 nearest neighboring  points are  also in the value 
range.  The choice of n depends on the  data.  The  CT  frames 
are filtered  with n = 4, and  the result is presented in the  right 
side of Fig. 7. 

Interactive interpretation 
Because the  data  are complex in most applications, a  single 
image based on colored ranges is not sufficient to  interpret 
the  relationship of data values.  Different display options 
must  be  tried;  the option used a t  a particular  step  depends on 
data, prior image options  used, and  information  sought. 
There  are  three  types of options: shape perception, spacial 
relationship, and hidden structures. 

The  shape perception of a  colored range is enhanced with 
three options. First,  the 3D data  space  can be imaged  from 
eight different directions.  This is done by changing  the 
indexing order of the rows and  columns in each  data  frame 
and by changing  the  order in which the  frames  are processed. 
Changing  the direction of imaging does not  require  any 
computation  and is quickly  executed. Second,  shape percep- 
tion is improved by forming contour lines  on the  surface. 
Figure 8 contains two equi-potential  surfaces of three point 
charges with contour lines. The x and y contours  are  formed 
by using the  contour color in each  tenth  column  and row of 

all frames.  Third, stereopsis greatly  enhances  the perception 
of shape.  Since stereopsis is a  robust  phenomenon, effective 
stereographic pairs can be formed  using the simple  method 
illustrated in  Fig. 1 of overlaying successive frames.  The 
horizontal displacement of frames is the  integer position of 
the product of frame  number  and  cotangent of the  z-axis 
elevation  angle. Typical elevation  angles  for the left and  right 
images  are 4 5 O  and 50°. The angles are selected  interactively 
with larger  angle differences  for shorter z axes. 

The  spacial  relationship of the value ranges is perceived by 
interactively  selecting  different colored ranges for  display. 
The ventricles in a CT scan  are shown  in Fig. 7. Bone is 
displayed in the left side of Fig. 9. In  the  right  side of Fig. 9, 
bone and ventricle are combined to show their  spacial 
relationship. The red  points outside of the skull at  the lower 
left  result from  the head  rest. Sulci  and  nasal  sinus have  also 
been interrelated in this way. Any  normal or pathologic 
structure with  a radiographic density  different from  its 
surroundings  can  be imaged. These  images were formed 
without manual  tracing,  surface tiling,  smoothing, or surface 
detection algorithms used  in other studies. 

Colored ranges hidden  behind another  range  can be seen 
in two ways. The 3D data  representation is sliced to remove a 
quadrant  and expose  hidden colored ranges (Figs. 2 and 9). 
The slice point is interactively  varied throughout  the  data 36 1 
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Figure 8 Equi-potential  surfaces of three-point  charges with  contour  lines for two potential levels. 

Figure 9 Skull  and  ventricles  constructed  from 25 CT scans. 

space. A sliced image is formed by excluding a rectangular 
region while overlaying successive frames  for z greater  than 

362 the slice  point. A second  way to see  hidden ranges is to veil 
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the  obstructing  range.  It is veiled in the process of overlaying 
successive frames  (Fig. 1). Only  alternate points  in a check- 
erboard  distribution  are used from  the veiling colored range. 
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(b) 
Figure 10 Mass density in a plane ( x ,  y axes) as  a function of time ( z  axis). (a)  The temporal change of the initial level  of mass density 
(orange) is illustrated in the left image. The right image shows layering with a higher mass density. (b) The space and time relationships of the 
initial and higher densities are  illustrated.  The initial density (orange) is  veiled  in the right image. 363 
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Figure 11 Data and function organization. 

This  results in  a true  admixture of the veiling and  back- 
ground colors, as opposed to using  a third color to approxi- 
mate  the veiling color. This option is shown in Fig. 10(b),  cf. 
Fig. 10(a).  The x and y axes  are position coordinates,  and  the 
z axis is time.  The  data  are  mass density.  Initially the  density 
is uniform in an  annulus in the first quadrant.  The  density 
evolves in an  asymmetric way in time,  as shown by the  orange 
surface in  Fig. 10(a).  The red surface is a density  range 
higher  than  the  initial density. Note  that  this  higher  density 
starts  after  one  third of the  total  time  has passed,  Fig. 10(b). 
It is layered  with the  initial  density  and  has periodic temporal 
variations. The  initial  density  surface is veiled in the  right 
image of Fig.  10(b)  to  illustrate  the  spacial  and  temporal 
relationship of the two density levels. 

Discussion 
Data  storage  and  management were  considered  in the basic 
display approach.  The  colored-range selection  results in 3D 
binary  arrays, e.g., one for orange,  one for  red, and  one for 
yellow. These  binary  arrays  are used  for  display and  interac- 
tive interpretation.  Various options  (slice, viewpoint, grid 
lines,  etc.) can  be  tried without  addressing the original data. 
Using  binary  arrays with data  compaction  can  reduce  the 
storage  requirements by an  order of magnitude.  The basic 
approach is diagrammed in Fig. 1 1. The  input  data  are stored 
in their original compacted form on tape, a mass  storage 
system,  or a data file accessed by linking. The  data  are 
decompressed and  reformatted  into a 3D  array.  The  PRE- 
VIEW  function is used to select the  value ranges. The 
SELECT  function forms 3D  binary  arrays based on the 
chosen value ranges. The  DISPLAY  function  forms  images 
based on the  binary  arrays; it is not  necessary to access the 
raw  data  to  examine  the  data with  different interactive 
options. The color sequences are  changed by directly loading 
a new video look-up table  (VLT).  Figure 11 is an  initial 
approach  to  data  management;  other  approaches  are being 
considered  for this key problem area. 

The  computation speed of software  implementation was 
considered  in the basic  display approach.  There  are very few 
arithmetic  operations; most  options involve logical operations 
or indexing. The display programs were written in APL  and 
executed on an  IBM  370/308 1. Typically 30  to 90 seconds of 
CPU  time  are required to  form  an  image  from  binary  arrays 
of two to  four million bits. This is a key problem area,  and 
several software  approaches  are being  investigated. 

In the preceding  sections,  several methods  to display and 
interpret  3D  data were  presented. Such  methods  are essen- 
tial with large  quantities of complex data.  For example, the 
data displayed in Fig.  10 involve almost two million bytes. 
Without a 3D color display, it is very difficult to perceive 
how the  initial mass density  (orange) changes, when and 
where  a higher  density  (red) occurs, and how the  higher 
density  changes with time.  The  3D layered structure of Fig. 
10 can  be  clearly seen by reversing the x axis  and displaying 
the  stereo  pair, Fig. 12. (Stereo  can be seen  with a viewer or 
directly  with a  relaxed gaze using the left eye for the  left 
image  and  the  right  eye for the  right image.) This  example 
illustrates  the utility of the  interactive, multi-option  display 
method  for the user to  interpret complex 3D  data  arrays. He 
can observe  not only global variations,  but  also  transient 
changes  that  may  be overlooked in a large  data  array.  The 
display method developed in this  study  can be applied to a 
wide range of applications because there  are no constraints 
on the  data  character,  such  as value continuity. 
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York. As principal  investigators,  Professor Robert  Waag of 
the University of Rochester  and  C.  N.  Liu of IBM have  been 
helpful during  the  course of this  study. 

Appendix 
The following equations  are used to  transform hue,  lightness, 
and  saturation  (HLS)  to red, green,  and  blue  (RGB) [ 171. H 
ranges  from 00 to 360O; L, S ,  R ,  G ,  and B range  from 0 to 1. 

Set-up equations: 
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Figure 12 The initial mass density of Fig. 10 is imaged in a stereo pair to clearly show the layered character of the values. The x axis is reversed 
compared to  that of Fig. I O  (a) and (b). 

If L 5 0.5, M = L (1 + S). 

I f L > 0 . 5 , M = L + S - L S .  

m = 2L - M .  

Equations for calculating R: 

b I f O I H < 6 0 , R = m + ( M - m )  

I f 6 0 5   H <  180,R = M .  

If 180 5 H < 240, R = m + ( M  - m) 

If 240 5 H < 360, R = m. 

Equations for calculating G:  

Equations for calculating B: 

I f 6 0 I H < 1 2 0 , B = m + ( M - m )  ~ ( 12:; ”) 
If 120 I H < 240, B = m. 

If 300 5 H < 360, B = M. 
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