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Soon after semiconductor manufacturing began it was realized that classical process control techniques were needed for the
control of quality, reliability, and yield. The discovery and control of yield, quality, and reliability detractors have been
pursued continually by IBM manufacturing engineers ever since, and the resulting evolution of process control techniques has
grown into a highly disciplined state. Inferential methods were added later to augment the classic techniques. This paper, in
addition to providing a brief overview of semiconductor manufacturing control techniques and placing them into historical
perspective, discusses a method of feed-forward control based on statistical distributions which is used in the VLSI FET
memory device line. This is followed by a description of a process profile technique which is used in bipolar logic

manufacturing. The importance of the system aspects in both techniques is emphasized.

Introduction

It was realized early during the evolution of semiconductor
manufacturing that implementation of classical process con-
trol techniques in the tradition of Shewhart [1] and Deming
[2] was necessary for the control of quality, reliability, and
yield of devices. In fact, the invention of the control chart by
Shewhart in 1931 was no doubt the most significant develop-
ment toward quality control of a process step or operation. It
provided pictorial results of an operation and compared them
to statistically derived limits that indicate degree of control
in relation to process capability.

Process-sensitive technologies generally have an exposure
to quality and reliability effects that are potentially detri-
mental in terms of device yields, quality levels, and reliability
performance of the product. It is the susceptibility of semi-
conductor technologies to yield, quality, and reliability
detractors that has caused the evolution of process control
techniques to the highly disciplined state that exists today
within IBM. The density and complexity of VLSI in both
logic and memory applications reduces the inspectability of

the devices so that traditional end-of-line testing and feed-
back control have become insufficient to ensure the neces-
sary quality and reliability levels that are one to two orders of
magnitude beyond that of pre-VLSI technologies.

This difficulty has led to the development of inferential
methods in controlling product quality and reliability as an
accompaniment to classic in-line process control techniques.
The complexity of continuous control of very small dimen-
sions and low process impurity levels in device manufactur-
ing has led to the development and implementation of in-line
product and process monitors as well as comprehensive data
management systems. A feed-forward control approach,
based on statistical distributions rather than the traditional
specification-limit method, is described in the quality man-
agement system used in the manufacture of high-density
FET memory devices at IBM’s Burlington and Sindelfingen
plants. The process profile system described for producing
bipolar devices represents the approach used for VLSI
manufacturing at IBM’s East Fishkill and Essonnes plants.
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Figure 1 Intrinsic failure rate improvement trends for IBM mem-
ory technology. The per-bit percentage failure rate per 1000 hours is
shown. The numbers noted on the line refer to the number of bits per
chip (K = 1024).

Historical development

SLT technology ~With the advent of the IBM SLT tech-
nology [3] in the middle 1960s, quality control in the
manufacturing of discrete transistors and diodes consisted
primarily of 1) visual inspection of photomasks used in the
process, 2) in-line visual inspections, on a sample basis, of
wafers in process, and 3) a heavy emphasis on end-of-line test
data for initial electrical parameters. Certain mechanical
properties such as solderability and various reliability
parameters were controlled via lot sample tests. As noted in
the paper by Stapper et al. [4], corrective action to process
deviations can take a substantial amount of time. Because of
the time lag in feedback response and the volume of product
in process, one can expect relatively high average defect
levels to occur when process deviations exist compared to
control methods with inherently shorter time delays. Improv-
ing the response time in the discovery of process deviations
became a prime factor in the reduction of defect levels.

Techniques such as the use of test sites, both on product
wafers and on special or monitor wafers, evolved over a
period of time. These test sites were essentially used to
monitor key parameters controlling not only yields but also
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the quality and reliability levels of finished product. A major
improvement in process control of FET memory devices
resulted when these test sites were introduced in the unused
or kerf areas of the wafers and electrical parameters were
measured after the first metallization process step. This test
point has become known in IBM as PAP (post-aluminum
probe) and has evolved as a key control point for the quality
and reliability of integrated circuit devices. As density
increased, additional schemes were introduced, such as con-
trol wafers, PAP site failure analysis, and cell failure map-
ping to achieve greater defect control within the fabrication
process. These methods have been reviewed elsewhere in this
issue [4].

SAMOS technology  Silicon and metal oxide semiconduc-
tor (SAMOS) [5] technology represented the IBM entry into
VLSI FET memory technology with the announcement of
64K-bit RAM devices in October, 1978. It also represented a
stage in the 15-year evolution of monolithic memory manu-
facturing from a 16-bit bipolar device in 1965. In effect, the
memory capacity of individual silicon chips has doubled each
year during this time. As density has increased, device defect
levels and reliability performance have improved by orders of
magnitude (Fig. 1). But this improvement was not acciden-
tal. With the development and implementation of the
SAMOS technology, reliability became of fundamental
importance in the overall device design. This technology
required consideration of the following major failure modes
affecting the reliability of the device:

1. Dielectric charge stability under positive gate stress.
Instability of the threshold voltage, V., in FET device
structures usually occurs because of mobile charges
created by ionic impurities resulting from an in-process
alkali contaminating the dielectric. To ensure threshold
stability under positive gate bias, a nitride process was
developed and implemented [6] to stabilize the device
structure.

2. Channel and substrate hot-electron injection into the
dielectric under voltage stress—i.e., hot-electron effects.
Threshold voltage shifts under gate bias can also occur
under conditions of high conduction when both gate and
drain electrons encounter lattice scattering and are subse-
quently injected over the potential barrier at the oxide-
silicon interface, the nitride gate acting as a trap. The
effect of these channel hot electrons is an increase in V;
with time as the electrons accumulate in the gate isolator.
A channel hot-electron degradation model was developed
to predict threshold shift over time as a function of device
design and insulator characteristics [7]. This model was
applied to minimize the threshold shift by optimizing the
depth of the drain junctions and doping levels.

An additional hot-electron effect, known as substrate
hot electrons, is also generated by leakage current creat-
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ing a leakage-induced threshold shift (LITS). These are
electrons generated within the depletion region of a
conducting gate. Injection occurs as the field near the
semiconductor surface creates an electron energy compa-
rable to the oxide-silicon potential barrier. The LITS
effect is controlled by minimizing the oxide-silicon fields
through the use of a high-resistivity p substrate and by
controlling the ion implant doping.

3. Parasitic leakage from source to drain, or “sidewalk”
leakage. This leakage mechanism can occur through the
creation of a parasitic channel between source and drain
after a positive gate stress. The horizontal charge move-
ment that results is known as sidewalk and is caused by
ionic contaminants near the edge of the metal gate in
conjunction with recessed areas having entrapped con-
tamination. This effect was eliminated by using a metal-
oxide-nitride-oxide-silicon (MONOS) gate structure
which leaves the oxidized nitride intact (Fig. 2).

These reliability mechanisms are primarily controlled in
production through in-line monitoring of characteristics of
metal-oxide-silicon or MOS capacitor wafers which are
processed together with product wafers through the arsenic
drive-in step of the process. Additional controls are exercised
through the use of test site capacitors designed into the
product wafer. Pulsed capacitance measurements [8] are
used to predict wafer doping levels and flatband voltage
characteristics earlier in the process.

As noted previously, various device parameters are con-
trolled through electrical probe-type measurements on key
test sites after aluminum evaporation. These so-called PAP
measurements have been supplemented by visual inspection
of defects resulting from the photolithographic process
known as PLY or photo-limited yield inspection. Originally
developed through the work of Dennard [9], PLY data have
been applied to a photo-limited defect reliability model.
Employing this model, one can predict reliability perform-
ance caused by this type of defect from visual inspection
data.

In general, the IBM SAMOS production lines are con-
trolled for all known functional stress failure mechanisms. A
composite mathematical model of these mechanisms is used
to predict product reliability from in-line indicators on a
continuous basis. This approach to quality control is
described in the following section.

Quality approaches in SAMOS

The manufacturing process for the SAMOS technology
consists of a complex sequence of so-called hot-process,
photolithographic, and metallization steps [5]. The strategy
in the manufacturing of this technology is to build quality
into the product through a system of statistical control
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Figure 2 (a) An ordinary metal-nitride-oxide gate structure. (b)
The improved MONOS gate structure showing the additional oxide
isolation layer.

schemes on a series of yield- and reliability-related parame-
ters which affect product performance.

Process control schemes, for the purpose of achieving
devices that meet the quality and reliability objectives speci-
fied for the product at the end of the line, have been
developed for properties such as foreign material levels, oxide
thickness distributions, photo-defect levels, probed electrical
measurements, and others. The key control techniques essen-
tial to SAMOS quality are in-line visual control, pinhole
defect control, reliability stress tests, and feed-forward mod-
eling.

In-line visual control At each photolithographic step in
the fabrication process, PLY inspections are performed in
which operators inspect devices by microscope for various
types of visual defects affecting yield and reliability. This
PLY information is summarized for each step or level in the
photolithographic process by product type. From the data, a
PLY value is calculated for each process step as described in
the Appendix. This value is incorporated into a functional
yield model along with other yield-limiting values to project
functional yields.

For SAMOS, eleven types of visual defects have been
identified which can cause reliability failures in device
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Figure 3 Cumulative visual impact for reliability-type defects.
This plot displays
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where p, = process average for visual defect i, and F, = visual field
factor for defect i.

performance. These were determined through detailed elec-
trical and physical analysis of device failures occurring
during accelerated forms of reliability stress testing. Foreign
material in the gate region, reduced gate dimensions caused
by the etching photoresist operations, defects in the oxide,
and misalignment-caused defects have been found to be the
major problems affecting reliability.

In order to have an indication of the possible reliability
impact of shifts in the process average for these eleven
defects, field factors are derived for each defect type. A field
factor is a weighting factor which, when multiplied by the
process average, gives an estimate of the reliability contribu-
tion caused by the specific defect. These field factors were
derived from analysis data of failures from accelerated life
testing, the aggregate reliability results, and the defect
process average for this vintage of product. The field factor v
for the jth defect type is calculated using the relationship
v, =2 (1)

K

where & represents aggregate reliability results, p; is the
proportion of the jth type of defect to the total found in the
analysis, and p, is the process average for the jth defect. The
total reliability impact caused by photo-type defects is
estimated weekly by product type. To do this for a particular
vintage of production, the product of -y, is calculated and
summed for the total set of defect types and compared with
engineering specifications. This is a part of the feed-forward
modeling to be discussed subsequently. Figure 3 shows a
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sample plot of reliability-type visual defects on reliability
performance for a 64K-bit RAM chip product, showing both
the weekly average for all defects and a thirteen-week
moving average.

Statistical control limits exist on each of the reliability
defect types. Standard sampling techniques are used for
visual inspection of each defect type that can be observed at
specific photo levels. Each type of defect has a target for its
process average (that is, the percentage of inspected chips
with that reliability defect). Each defect type is monitored as
to its level of occurrence to assess whether its process average
is in control. When the process average of a particular
reliability defect exceeds the upper control limit established
at a 99% confidence level for a group of lots, corrective action
is immediately taken on the assignable cause. Typical actions
taken are removal of a particular tool in the process sector
causing the problem and performing the appropriate adjust-
ment or modification so that performance within the capabil-
ity of the process can be maintained.

Pinhole defect control In FET technology, pinhole defect
failures have been identified as one of the predominant
failure mechanisms under both stress and application condi-
tions. For SAMOS, the mechanism is vertical leakage from a
diffused region in the substrate through the gate oxide and
silicon nitride layers to the polysilicon field shield. This is
known as a silicon-nitride-oxide-silicon or SNOS failure
mode. The predominant cause of SNOS failures is submi-
cron-sized material protruding through these layers. To
control the line for this failure mechanism, electrical tests
and various visual inspections for foreign material have been
implemented at strategic points in the process.

A number of different particle inspection techniques have
been developed for both monitor and product wafers. The
techniques involve oblique light- and dark-field inspection of
product wafers as well as high-magnification photographs of
monitor wafers. These inspection techniques have been
implemented, data gathered, and control limits derived.
Although they are used throughout the line, these controls
are especially important at the gate oxidation and silicon
nitride/polysilicon deposition sectors for controlling and
decreasing the source of SNOS failure.

In addition to controlling the particle levels of the line,
there are also electrical tests for controlling the SNOS
mechanism. The first of these occurs after the gate oxidation
and silicon nitride and polysilicon depositions have been
completed and the FET gate window opened. Both nitride
deposition tool monitors and some product samples are tested
at this point. The monitor wafer consists of a bare silicon
wafer with a deposition of gate oxide and nitride layers. For
this process, gate oxide is thermally grown while nitride is
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deposited. A series of aluminum dots used as probe sites are
evaporated on the nitride. In the SNOS test, a stress voltage
is applied and the induced dielectric leakage current is
measured and compared to the failure criteria. From this
data, a quality index (QI) value is calculated which repre-
sents the percentage of sites with leakage currents below the
failure criteria.

The QI of a monitor wafer is essentially a statistical
description of the leakage profile of the wafer. Individual QIs
are computed to form a daily index for each evaporation tool.
Control limits on nitride deposition tools have been derived to
preclude degradation from demonstrated process capability.
Each tool, then, is required to meet a minimum index of
performance in terms of leakage; otherwise, it is removed
from production for corrective action. This test is also made
on product wafers by actually probing the polysilicon field
shield and applying a similar test sequence. Five wafers of a
product lot are tested on a skip lot frequency, and the line is
monitored against a lot QI average requirement of 95%.

Reliability stress tests  After the PAP test, in-line reliabil-
ity stress tests are done on a random sample of product
wafers daily to control the line for two of the previously
described reliability mechanisms, namely threshold voltage
stability, AV}, and sidewalk, S,.

The AV, parameter is a negative shift in threshold voltage
caused by mobile charge contamination in the dielectric as
mentioned before. Tests to control this parameter are done
on a kerf site and consist of measuring the gate voltage
necessary for a specified drain current, applying a voltage/
temperature stress to drive mobile charges toward the sub-
strate, and remeasuring the gate voltage. Corrective action is
required if the averages for threshold shift exceed a specified
value on the basis of ten-wafer samples.

The sidewalk stress is done on product kerf sites in
conjunction with the AV test. This parameter measures the
creation of a parasitic n-channel FET under voltage and
temperature stress. Leakage current criteria are set for the
particular stress levels in conjunction with the reliability
model applicable to this failure mode. Failure limits are
generally set in the picoampere range for this type of VLSI
device.

Feed-forward reliability modeling

Failure analysis on devices subjected to extended reliability
tests has resulted in identification of major failure modes,
namely SNOS, visual defects, mobile charge failures, and
polysilicon oxide defects. In the same way that field factors
were developed for the eleven in-line visual defects to predict
the impact on reliability performance, reliability factors have
also been derived for other in-line tests to project the impact
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Figure 4 Tracking actual reliability performance (O) against pro-
jected performance (A) on a monthly basis.

on these failure modes. Field factors have been derived for
the SNOS failure mode using the device-limited yield data
from PAP measurements. Sidewalk yield data from PAP
measurements are used to predict the mobile charge mode,
while metal-to-polysilicon pinhole yield data at PAP are used
to predict the polysilicon oxide failures. Monthly in-line
defect indicators are used, in conjunction with field factor
values for individual failure modes, to project the 100-hour
reliability performance for any production vintage. Figure 4
is a plot of actual and projected reliability performance. The
tracking permits management to anticipate future reliability
trends, and to plan manufacturing burn-in requirements.

A so-called reliability express system has been developed
to aid in the modeling of reliability performance from in-line
indicators. With this system, product with known in-process
characteristics is processed on a send-ahead or expedited
basis for reliability stress tests. This allows for rapid assess-
ment of the reliability performance of the production vintage
in process and the taking of appropriate action when it is
deemed necessary.

Control techniques

In addition to visual inspections and electrical tests for
defects for which field factors have been developed, a large
number of other parameters are measured electrically or
optically and have associated control schemes. Some of these
relate to yield performance, while the interaction of others
may relate to the reliability performance of SAMOS. Mea-
surement and control schemes for oxide thickness as well as
fixed and mobile charge levels in the grown oxide have been
implemented at each of the steps in the hot-process sector.

An example of some of the techniques employed to control
the hot-process operation is gate oxidation. At this step, 100
wafers are oxidized at a time. Statistical analyses had
indicated that there was a thickness ramp or profile across
the boat during the process qualification period. As a result,
thickness measurements on product and monitor wafers at
extreme positions are required after each run. Also, during
the qualification period, the arithmetic means for the gate
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Figure 5 Trend chart for tool number 804 (4), number 811 (M),
and number 8§14 (O). Note that tool number 811 performed below
the lower control limit (LCL) on 7/30 and 9/3.
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oxide thickness range for a wafer was determined and control
limits established. Normally, five measurements per product
wafer are made at pre-defined positions. Regression analyses
were performed to establish limits for a single measurement
which demonstrates at a 99% confidence level that virtually
all sites on the wafer would be within specified limits for
oxide thickness. If the single site measurement exceeds these
statistically derived limits, additional measurements are
made. When control limits on thickness are exceeded, prod-
uct and tool action is taken in order to guarantee the
specification for this parameter. Typical actions taken are
nonconforming materials disposition reviews and removal of
the deposition tool from production for maintenance.

Data system

Essential to maintaining quality control of the SAMOS
product is a continuous and real-time assessment of the key
parameters governing the quality and reliability of the
product. Vast amounts of test measurement data and logis-
tics data gathered through the key process operations are
stored in a data base by individual monitor and product
wafer serial identification numbers. These data can be
retrieved with options for generating trend charts, control
charts, histograms, correlations, and other statistical reports.
For problem solving, the system allows one to recall PAP kerf
defect data and organize the data in the sequence that the
associated wafers went through at a previous point in the
process. This is termed a timeslide of the data. An example
of this is given in Fig. 5, where metal-polysilicon pinhole
DLY data as measured at PAP are “timeslid” through
polysilicon deposition by the particular tool used. This indi-
cates a poorer performance for deposition tool number 811,
which was subsequently shut down.

These examples illustrate the methods employed in the
approach to quality manufacturing of SAMOS products. In
addition to statistical controls for a stable process, this
approach also means using sound statistical techniques for
evaluating the impact of proposed process changes, as well as
ensuring that the manufacturing of parts is done in accord-
ance with documented procedures. This total system
approach is, in part, responsible for the success of the
SAMOS manufacturing line.

Other features also exist which aid in line control, such as
a merge-code system for identifying a segment of production,
and a flagging system to segregate product at the end of the
line for dispositioning actions. The process profile manage-
ment system to be described illustrates further applications
of the manufacturing data base to quality control.

IBM’s bipolar technology
The manufacturing process for IBM’s high-performance
bipolar logic product, as with IBM’s FET technology, con-
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sists of a sequence of hot-process, photolithographic, and
metallization steps. The bipolar device process is divided into
two basic processing sectors, namely masterslice and “per-
sonalization.” The masterslice portion is a series of repeated
diffusion-oxidation and photolithographic process steps
where all the pn junctions, p and n resistors, transistors, and
Schottky diodes are formed within the body of the silicon
wafer. In personalization, the active and passive devices are
metallurgically connected and insulated in a multi-level
structure to form functional logic and array circuitry [10].
Figure 6 shows the basic bipolar structure of the masterslice
before and after personalization.

Process control approach

With complex processes, achieving a viable quality control
system requires a concerted effort between the quality and
manufacturing process engineering people to define control
points and measurement methods. The system for controlling
device manufacture covers the following major areas:

& photolithography control,
® hot-process control,
® pn junction control.

Photolithography control The key factors in the photo-
lithographic process are pattern fidelity and contamination
control. These factors lead directly to defect detection by
visual inspection at the various photolithographic stages. The
visual inspection data are fed into a PLY model as a measure
of process defect levels and a predictor of performance. This
PLY control approach has been described previously and it
applies equally to bipolar technology.

Hot-process control The diffusion process and its asso-
ciated thermal oxidation step are so fundamental in deter-
mining device performance and yields that its characteristics
are measured as soon as practicable in the process sectors
rather than at end-of-line. Because of this need for process
data to allow for timely corrections to the process, measure-
ments are done on monitor wafers. These monitors are wafers
without device patterns but with a well-defined background
of impurity concentration to provide a contrast to the diffu-
sants being controlled. The characteristic of control is the
profile of the diffusants. This is typically done with a
spreading-resistance probe technique whereby the specimen
is beveled to allow for the probe heads to traverse the
junction to determine the concentration of impurities at
various points, as shown in Fig. 7(a). The profile as shown in
Fig. 7(b) characterizes the diffusion process which in turn
determines the device performance.

Because measurement of spreading resistance is sophisti-
cated and time-consuming, it is done mostly in the laboratory
environment. What is routinely performed in practice is a
four-point probe measurement. This measurement provides

IBM J. RES. DEVELOP. & VOL. 26 & NO. 5 « SEPTEMBER 1982

Probes '
Monitor wafer

(a)

Impurity concentration
[ 7
==}

Distance into wafer

(b)

Figure 7 (a) Spreading resistance measurement over a beveled
monitor wafer. (b) Impurity profile plot, where C, is the surface
concentration, C, is the background concentration, and X, is the
junction depth.

an average resistance, commonly known as sheet resistance
R, which is related to the impurity profile through the
well-known relationship

_ 1
J q./(;xjun(x)dx

where p is the average resistivity expressed in ohm-cm, p is
the mobility of the charge carriers, and n(x) is the shape of
the profile. Examples of statistical data on sheet resistance
for the various oxide steps are shown in the process profile in

()

Fig. 11, which appears later.

pn junction and device parametric control  For control of
junction and parametric properties, device characteristics
are obtained through a series of in-line electrical measure-
ments on specially designed structures, either in the kerf
areas or on test sites. The key concern here is junction quality
as defined by breakdown voltages and leakage current, and
manifested by pipes and/or mobile charges. Many device
parameters are measured and monitored in-process. The key
parameters are isolation breakdown voltage BV, which
monitors the integrity of device isolation; collector-to-base
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Figure 8 (a) BV, measurement, where ROI is recessed oxide
isolation and ISO is isolation oxide. (b) R, measurement, also
called four-point probe measurement.
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breakdown voltage BV, [see Fig. 8(a)]; and collector-
to-emitter breakdown voltage BV .. BV, and BV control
pipe and epitaxy variables. Electrical measurements of these
parameters are made at various process points at the comple-
tion of certain device junctions.

Also used as a process control device is the so-called
dumbbell resistor. Its structure is the closest approximation
to an actual transistor and it is a powerful tool in the
diagnosis of transistor defect properties. As is well known, a
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low resistance R, is an indication of insufficient emitter
diffusion, too deep a base diffusion, or too high a boron
concentration. Conversely, a high R; may be an indication
of too deep an emitter diffusion, a shallow base diffusion, or a
low boron concentration. Figure 8(b) illustrates this mea-
surement.

Transistor gain, or 8, is often taken as the figure of merit
for bipolar devices. As is well known, careful control of base
width is the primary consideration for keeping § within
specification. Low values are often associated with wide base
width. Conversely, high values are associated with narrow
base width. Figure 6(a) provides a schematic of the bipolar
transistor structure and also shows the criticality of base
dimension control.

These parameters provide the bulk of the process control
information for feedback to process engineers for corrections
as well as feed-forward information to diagnostic engineers
to predict product performance, namely yield, quality, and
reliability.

Product reliability

As with the SAMOS technology, reliability defects and their
causes have been identified for bipolar devices, and in-line
monitors have been devised. This makes possible the direct
measurement of product for reliability criteria as it is being
manufactured. Device reliability is ensured in two principal
ways: by controlling the process and by stress-testing various
defect monitors and reliability stress vehicles. Defect and
stress data are used in predicting the failure rate of each
masterslice type periodically through use of reliability mod-
els. (An example of this type of model is the electromigration
model which predicts the reliability of aluminum metalliza-
tion as a function of cross-sectional area and current density
[11, 12]). These models take into account various masterslice
differences such as metal crossover areas, voltage levels,
device densities, and current densities, and they relate empir-
ically determined process defect types at specific levels to
ultimate failure rates. Reliability performance feedback
measurements at higher levels of assembly, such as circuit
cards and shipped systems, make up the total reliability
performance picture of the product.

Defect-induced failures are the largest contributors to
reliability problems at the device level. Since the low failure-
rate level associated with VLSI would require a prohibitive
quantity of samples to be evaluated by traditional end-of-line
stress methods, direct process monitoring and control is the
only viable course for ensuring quality and reliability. In
addition, defects that can cause these failures cannot be
adequately monitored on the completed chip, and so direct
process monitoring of defects is used to control these type
failures. The major failure modes associated with the bipolar
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device process are interlevel shorts and opens in metal lands.
Test sites consisting of special metallization patterns are
applied mid-process for test purposes and are used to mea-
sure interlevel shorts. This is done by processing test sites
with regular product runs and then subjecting them to
voltage stresses to induce failures. Metal land failures are
monitored by product inspections that look for defects that
contribute to reduced cross-sectional areas of metallization.

The impact on data analysis of monitoring numerous
in-process parameters presents a significant challenge to the
methods by which product quality and reliability are to be
ensured. Methods had to be developed that could provide the
total picture of product manufacture in terms that could be
easily perceived with minimum inspection resources and in a
meaningful timeframe. The system which was used to con-
vert the vast amount of reliability and in-process measure-
ment data into statistical summary information on the
product/process status is described in the following sections
of this paper.

Process profile

With sophisticated technologies and process complexity,
translation of a collection of individual control charts into a
meaningful assessment of the overall process is at best
difficult. Specifications are more detailed and requirements
for product quality are significantly more stringent. Further,
not only is product manufacture more complex, but there is a
proliferation in the number of product types involved. Other
factors making analyses more difficult are the increased
number of parameter interactions and more sophisticated
tooling, which require closer attention to product perform-
ance and process quality assessments.

A system overview depicting data base access and output
report capability is shown in Fig. 9. The system accesses
existing manufacturing data bases, making it not only inde-
pendent but easily tailored to function with any existing data
base. The approach developed uses what is known as a
process profile. Basically, a process profile takes the results
of measurements at each process step for a specific time
period and summarizes them in terms of mean and range
values. Upper and lower control limits equal to three stan-
dard deviations are substituted for the range when perform-
ing process capability studies; but the range was found to be
of most benefit for routine line monitoring.

Figure 10 shows the basic indicators of process perform-
ance that are obtained from a process profile. The x repre-
sents the position relative to specifications of the parameter
mean value. The data spread of the parameter is shown by
the solid line going through the x mean position. The
number symbol (#) shows where an eingeering-specified
(ES) limit is placed. The mean, high, and low points are
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Figure 10 Process profile definitions. MPS stands for manufactur-
ing process specifications; ES for engineering specifications; the
number symbol (#) is defined in the text.
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Figure 11 Typical quality information system masterslice process
profile analysis results illustrating a potential problem.

normalized against manufacturing process specification
(MPS) limits in relative rather than absolute values. This
permits a direct comparison of all parameters in common
terms.

An example of a process profile is shown in Fig. 11. The
operations are arranged in order of process flow from top to
bottom. This provides, at a glance, a picture of how the entire
process is performing for a given period of time and which
parameters need attention. It should be noted that this
profile chart does not display a time sequence, but rather a
time period. An asterisk appears as a flag preceding the
parameter name if the parameter has an engineering specifi-
cation associated with it. Parameters with engineering speci-
fications also show a number symbol on their plot line at the
location of the specification if they exceed a process limit, so
that the severity of failure can be better assessed. Additional
information provided is the number of jobs started into the
line during the previous four weeks, the date range that it
represents, and the masterslice or product involved.
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Figure 12 Typical problem trace routes.

A lot profile is similar in concept to the process profile,
with the difference that the data points represent data for a
specific job in question. Again, the data points are arranged
in the order of processing. This allows immediate capture
and display of all relevant process data for a single group of
product on a single sheet, thereby facilitating rapid cause-
and-effect analysis.

Both process and lot profiles are particularly suitable for
use as problem analysis tools in semiconductor manufactur-
ing. They provide all normalized control limits and parame-
ters of interest for the entire semiconductor device process in
a single graphical display. An important advantage of doing
this is that parameter interactions can be assessed almost
immediately once the chart is constructed. Since the process
profile is based on cumulative data for a group of jobs in a
given time period, it becomes an indication of the general
state of affairs in the line, or “health of the line,” for that
period of time. It highlights suspect or problem areas by
displaying the actual distribution against the control limits.

Figure 12 depicts how problems are traced back for
analysis. The left-hand side of the figure demonstrates how
feedback from the end-of-line, from final test, or from a
downstream application is used to activate an analysis. For
example, a specific job or production run may be identified as
not performing properly, either at final test (low yield), in
subsequent levels of assembly, or after a number of hours of
application use. Since the job number is known, one can
proceed directly to the lot profile and investigate all parame-
ter values and their relationships to specification limits, in
order to gain an understanding of the causes for failure. The
right side of the figure shows how a problem parameter
would be highlighted by the process profile and traced back
for analysis. Such problem parameters will reveal themselves
as the distribution extends beyond the control limits.
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Once the problem parameters are identified, a parameter
plot for the next level of analysis is obtained. This plot is a
conventional control chart that plots the distribution of data
from all jobs that were included in the process profile, but
taking one parameter at a time. Since job numbers are
associated with the corresponding data, one can easily pick
out those jobs that are responsible for that parameter being
out of limits in the process profile. In general, most of the
reasons relating to the problem parameter are known at this
stage. However, the system is designed so that an even finer
level of analysis is possible by using the lot profile option. Lot
profile analysis is used for investigating causal relationships
among the parameters. Since the lot profile contains data

- from one given job, any one-to-one relationship is more likely

to be shown here than on the other charts. By utilizing these
profiles, one can identify problem areas and problem jobs
from a massive array of complex data base elements.

An example of the use of the process profile system as a
monitoring and corrective action tool is shown in Figs. 13 and
14. Figure 13 shows a process profile for the time period 9/8
to 9/14. Picking up on Problem 1, where the subcollector
oxide thickness parameter is shown to be failing the upper
engineering specification limit, a parameter plot as shown in
Fig. 14 was obtained. The problem was then traced to a
specific job (number 3347) that exceeded the specification
limit. Further investigation by the quality department
revealed that the job had been sent to the next operation
without corrective action. This investigation triggered a
manufacturing procedure to prevent recurrence of this error.
The system thus provides a powerful tool to ensure confor-
mance of a process to prescribed requirements and correction
where requirements are inadequately specified.

Reliability monitoring

In addition to the process profile that is used to monitor the
overall process, a system has been established to monitor
specific reliability parameters at both the detailed and
summary levels. As noted before, the product is inspected
and sample tested for characteristics that can influence
reliability at various stages of manufacture. This information
is entered into a general manufacturing data base. Product is
monitored on individual-job bases and through weekly sum-
maries for manufacturing line control. In addition, the data
from these inspections are summarized on a monthly basis
and these summary data points are stored in a reliability data
base. These data are retained over the anticipated life of the
product so that analyses of field failures can be performed if
the need should ever arise. These summary data are
primarily used to perform monthly and six-month cumula-
tive defect level analyses against defined reliability specifica-
tions. All reliability requirements for the entire device line
product mix are included in this data base so that a total
system approach to product monitoring is facilitated. Evi-
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dence of trends that could potentially degrade device
performance is fed back into the process for correction of the
cause. The system provides a comprehensive measurement of
the reliability level at which the total process is operating at
any given point in time.

The system also provides for exception trend reporting.
For this reporting option, the entire data base is interrogated
and trends are searched. Parameters that show definite
trends are displayed. This capability provides management
with exception information on specific process areas and
device parameters requiring action.

Summary

The approaches used to control quality and reliability of two
VLSI technologies currently in production at IBM have been
described. We do not see these methods as necessarily the
final solution, but rather as the starting point from which to
meet the challenges of the technology evolution, both now
and in the future.

Appendix

The PLY equation employs a series of A values pertaining to
the probabilities that chip failures occur for defect types 1
through k. These values are derived from characterization
data after PAP. If, for example, there are k different yield
defects inspected for at a certain photo level, the PLY of n
chips is

PLY = (100) Z A=2AD)" (A =r)% . (1=1) Q)

n

i=1

where x,, = the number of type k defects on the /ith chip.
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