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Bipolar  Chip  Design  for a VLSl Microprocessor 

In this  paper, a pseudo-custom  approach  to  bipolar  VLSI  chip design is  presented, and a  hierarchical structure of logic macros 
assembled from building blocks  is  described. A strategy of placing the  logic macros along with  algorithmically designed PLA 
structures and ROS with a placement  aid, and of wiring  the placement  with an automatic wiring program,  is  discussed.  The 
paper  also  focuses on the implementation of this  strategy in terms of technology, chip structure, and chip design methodology. 
In addition,  chip  statistics are presented and  their implications are discussed. 

Introduction 
The VLSI microprocessor is made  up of four bipolar VLSI 
chips. There  are 15 556 equivalent logic circuits plus  a 
5 1  200 (5OK)-bit control  read-only store (ROS) on these 
four chips. These chips are  contained in a 50 x 50-mm 
module with 361 pins, of which 267 are 1/0 connections. 
This module has  the highest  bipolar circuit density to  date 
ever achieved by IBM  at  the module level, with  6.2 circuits 
per mm2 of module substrate  area.  The  chips  are  square  and 
range i n  size from  6.88  mm  (three  chips)  to  7.2 mm (one 
chip) on a  side. They  each have 289 pads in a square  array, of 
which about 150 are 1/0 connections. The processor module 
and a few support modules  (local store, oscillator, etc.), 
comprise the  VLSI microprocessor engine  card; only the 
main memory  resides off card.  Internal  circuit  delays  are 3 ns 
or less in the four  chips. 

The achievement of a  system of  this size and  performance 
on one  card is the result of a unique  application of bipolar 
VLSl semiconductor  technology and  multilayer  ceramic 
(MLC) [ l ]  module  technology. The  module technology is 
part of IBM’s general development  effort.  However, the  chip 
development  was  done specifically for the  VLSI micropro- 
cessor and  represents a departure  from bipolar gate-arrays 
[2] for IBM. 

The  machine design of the  VLSI microprocessor is dis- 
cussed  elsewhere in this issue by Campbell  and  Tahmoush 
[3].  The  subject of this  paper is the design and development 

of the chips, and  the objectives are  to  describe why funda- 
mental design  decisions  were made, how the  chips  are 
physically and electrically constructed,  and how the design 
methodology was implemented. 

The following sections  present the reasons for our choice of 
a  custom design approach,  the resulting  design strategy,  the 
way that  strategy  translated  into technology and  chip  struc- 
ture,  and  the design methodology required to  make it hap- 
pen. In addition, some chip  statistics  are given, and  their 
implications are assessed. 

Choice of custom design approach 
A primary  hardware objective of the  VLSI microprocessor 
development, which was  begun in 1978, was to  contain  the 
processor system on only one  card in order  to reduce  product 
cost. This implied a level of circuit  integration in excess of 
4000 circuits per chip. In addition,  it was apparent  that a 
conventional gate-array  approach would not provide us with 
sufficient flexibility in the  chip design.  Microprocessors  lend 
themselves  more  optimally to a high level of integration if 
imbedded arrays  and customized logic circuits suited to 
particular applications are used. This provides the  chip 
designer  with the  ability  to more closely relate  the physical 
data flow and control  wiring to  the logic design of the  system. 
Minimizing  delay in critical  paths  and maximizing noise 
tolerance on long wire  lengths, as well as achieving high 
density,  were  considerations in making  this choice. The 
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nature  and  extent of the  VLSI microprocessor function  to be 
implemented  dictated a four-chip  partition  with  this 
approach. 

Chip design strategy 
Development costs  and resource limitations  made  it  clear 
that  it was not feasible to accomplish four highly  customized 
VLSl  chip designs  with manual techniques.  A streamlined, 
efficient methodology  was developed that was highly auto- 
mated.  It resulted  in  pseudo-custom chip designs with  much 
replication of circuits  and devices and highly structured 
placements  and wiring. Signal wiring  was  performed  with  a 
wiring program,  and  an  automated  placement  aid was used. 

This  approach  to  chip design  is more  constrained  than  the 
FET  macro design approach  described in [4],  where rela- 
tively large  macros  are more truly  custom designed. In our 
case,  a hierarchical  structure was used in which logic circuit 
macros were constructed  from a  limited number of building 
blocks having  a set of design rules covering the logical, 
physical, and  electrical  usage of these blocks. Only a few 
types  are necessary. They  are a latch, XOR, unit logic 
(AND-INVERT),  drivers,  and receivers. Within  these 
types, some  variations exist, such  as  fan-in on unit logic, 
push-pull or open collector  for  drivers, etc.  The  VLSI micro- 
processor uses about  60 different  building blocks, including 
all variations. 

At  the next level in the  hierarchy  there  are  four  types of 
macros. They  are  algorithmically  programmed logic arrays 
(PLAs),  ROS, logic macros assembled from building blocks, 
and  stand-alone building blocks. 

The  PLAs were  designed  with the  aid of a  design automa- 
tion tool [SI which automatically  generates physical  design 
data based on a logic designer’s input.  The SOK-bit ROS was 
designed manually,  but was personalized  using the ROS 
personalization program which is part of the  IBM Engineer- 
ing  Design System  (EDS) [6] software.  The logic macros 
were  assembled into 1 x N-byte-wide  or less ( N  5 9) struc- 
tures  from  the building blocks. Figure 1 illustrates  the 
hierarchical concept for logic macros  and  the use of data flow 
to simplify  wiring. The two logic macros shown are assem- 
bled from logic building blocks, and  these assemblies are  at  
the next level in the  hierarchy above the level of the building 
blocks. The  chip  placement of all  the logic macros, PLA 
macros, and  the ROS is the highest level in the  hierarchy. 
Interconnection of shapes  and  associated  checking  take place 
a t  each level in the  hierarchy.  Making  each building block 
the  same width, regardless of function,  and placing its wiring 
channels  and  LSTs (logic  service terminals) on precisely the 
same  horizontal pitch as every other block result in the 
vertical  data flow from logic macro  to logic macro being 
implemented in short,  straight wires. 

Figure 1 Hierarchical  concept of logic macros  and use of data  flow 
to simplify  wiring. 

These basic  concepts  were followed in the design of our 
chip physical structures  and  are  fundamental  to  the develop- 
ment of a chip design  methodology that is highly constrained, 
structured,  and repetitive in its  use of circuit macros.  Nev- 
ertheless,  the resulting chips still  were among  the most 
complex  bipolar  semiconductor structures ever manufac- 
tured at  IBM.  They combined, for the first time, a level of 
customization previously found only in FET chips  with an 
advanced bipolar process previously used only in gate-array 
logic chips  and high-speed  memory  chips.  Because of this 
complexity, and because multiple design passes in VLSI  are 
prohibitively expensive and time-consuming, we believed a 
physical  design verification methodology that  guaranteed 
first-pass  success was a necessity. This methodology is 
described in detail elsewhere  in this issue in the  paper by 
McCabe  and Muszynski [7]. 

Technology 
The  four  chips were manufactured by a  semiconductor 
process identical to  the  one developed for the random-logic 
chips  contained in the  IBM  4300  computer series [2],  but 
with  horizontal ground rules  based  on smaller  image sizes. 
This process is characterized by three levels of metal, 
recessed oxide  isolation, and a 2-wm-thick epitaxial  layer. 

The choice of a  basic logic circuit  type was arrived at  by a 
process similar  to  that described  in  [8] and, for similar 
reasons, came down to choosing between T2L (transistor- 
transistor logic) and  D2L (diode-diode logic). D2L is similar 
to  STL (Schottky transistor logic) (91, except that  the 
fow-barrier Schottky diodes (LBSDs)  are  at  the  input of the 
circuit cell instead of the  output.  This gives the  advantage of 
a  single  wire output,  rather  than multiple outputs at   the 
expense of a  slightly larger cell, and it simplifies wiring. 
Another difference is the  addition of a high-barrier Schottky 465 
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+ 1.7-v supply Table 1 Logic  capability  and  performance of the  D2L  circuit. 

p Logic  capability  Performance 

Maximum  fan-out ( F O )  = 6 (1) Calculated  average  delay 
Maximum  collector  dots = 8 = 1.72 ns (nominal)  with 
Maximum  fan-in ( F I )  = 5 FO = I ,  FI = 3, wire ca- RB 

5.7 kc2 Rc 
5.1 kc2 pacitance C, = 0.4 pF 

Tolerance on delay = 

HBSD 
60% 

__ 
A __<a” 4 :: C A . B . C  “I>> Nominal power dissipation 

= 0.52 mW 

+a f> 
(2) Measured  based on recir- 

culating loop with FO = 1, 

(a)  East  Fishkill  wafer (4 
FI = 3, C, = 0.45 pF 

“-43 sites):  average  delay = 

1.76 ns 
LBSD - (b)  East Fishkill wafer (6  - - sites):  average  delay = 

Figure 2 D2L  circuit with fan-in of three used in the  VLSI 
microprocessor  chips. 

1.59 ns 

Resistor 
Substrate subcollector 
contact  contact 

0 10 LI L__ il n nD”n>n [ 
1.7 v GND 

Figure 3 Layout of D2L  circuit  with  fan-in of three. 

diode  (HBSD)  clamp  to  keep  the  transistor  out of saturation 
and  to improve performance at  the expense of some noise 
tolerance. 

The decision was made in favor of the  DZL  circuit shown in 
Fig. 2. The speed-power product of this circuit is almost 
identical to  the  T2L  circuit [8], and  the reason  for the choice 
was that  it  met our layout requirements  better  than  the T2L. 

Table 1 summarizes  D2L logic capability  and  performance 
for the  circuit of Fig. 2. Calculated values  were obtained by 
the  circuit simulation program,  ASTAP [ 101. Measured 
values are  from  test-site chips  containing recirculating loops 
which were  included on the product  wafers. 

A layout corresponding to  the  circuit of Fig. 2 is shown in 
Fig. 3. All building blocks were  designed to be a  uniform  ten 
vertical  wiring channels in width to conform to  the  chip 
design strategy.  This typically (fan-in of three) gives four 
free  and  clear wiring channels  (not connected to a block logic 
service terminal in the second-level-metal data flow. Power 
distribution  metal is in two channels  (1.7 V and  GND)  and 
uses up  four signal  wiring channel positions. Extending  the 
1.7-V and G N D  channels vertically, one  can see that  they 
pass directly over the 1.7-V and G N D  second-to-first-level 
vias. In  addition,  note  that a first-level G N D  connection runs 
to a substrate  contact  and  the 1.7  V is connected to  the 
resistor  subcollector  diffusion. Height is variable  and 
increases with higher fan-in  (up  to five). The three-way A I  
(AND-INVERT) block shown in  Fig.  3 is 10 x 7 wiring 
channels or 90 x 63  pm in cell size. Minimum  dc noise 
tolerance for the  circuit of Fig. 2 is 130 mV. In the design of 
the chips, the  dc noise tolerance was  apportioned as follows: 

Ground  shift 
Signal  line loss 
Noise margin 

60 mV 
35 mV 
35 mV 

Total: 130 mV 

The  ac noise tolerance  always exceeds the  dc noise toler- 
ance  and becomes infinite  in the limit as  the noise pulse  width 
goes to zero. For noise pulse  widths as  large  as 5 ns, the noise 
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tolerance reduces to essentially dc noise tolerance when 
circuit  speeds  are on the  order of 1 or 2 ns. A  35-mV noise 
margin is  considered adequate for  pulse  widths this  large. 

A signal line loss of 35 mV translates  to a line  length of 
2500 pm  under  maximum loading  conditions (cluster a t  far 
end), or only about a third of the  distance across the  chip.  We 
found that a large  number of nets exceeded this  length. In 
addition, a maximum  fan-out of six was insufficient in many 
cases. This led to  the development of two variations of the 
fundamental  circuit (AI-1M) with no impact on its layout. 
The differences  between the  three  circuits  are  tabulated in 
Table 2. The  test configuration analyzed by ASTAP  to 
determine  minimum  dc noise tolerance is shown in Fig. 4. 
The corresponding transfer curves from which the  minimum 
dc noise tolerances were taken  are shown in Fig. 5. Since  the 
AI-1M circuit  has less noise tolerance  than  the  other two 
types, it was  always used as  the first circuit in the  pair of two 
circuits in Fig. 4 to  generate in-phase gain curves. The 
configuration  was then  analyzed for each of the  three  types 
as  the  circuit  under  test, with loading at  maximum,  accord- 
ing to  Table 2. Process parameters were  allowed to vary 
according  to  their specified distributions,  and  the  minimum 
dc noise tolerance was determined by the worst case  out of 
1000 cases. 

Other  fundamental logic circuits used in the  VLSI micro- 
processor included  a D2L circuit with  a larger  transistor for 
driving 18 loads, an exclusive-or (XOR) [ 1 11, and  the 
glitchless latch  (G-latch). All are  comparable on a  per-stage 
basis to  the DZL circuits in Table 2 in terms of power, 
performance,  and noise tolerance. The  XOR  and  the G- 
latch, however, represent  radical  departures in circuit  opera- 
tion. 

The  XOR  and  G-latch  circuits shown in Figs. 6 and 7, 
respectively, are  examples of  how special functions were 
efficiently implemented in our pseudo-custom  design ap- 
proach [ 121. The  XOR, if implemented in unit logic, 

+1.8 V 

Junction temperature  at 8 5 C  
Power supply at I .8 V 

Figure 4 Test  configuration  for  minimum noise tolerance.  Legend: 
JEZ = Current  from  one  load; E l  = Dummy  voltage  source used to 
monitor JEZ;  PFL = Maximum  number of loads; JKL = Total  load 
current  minus  current  from  one  load; T, = Rise  time of V,, 
waveform. 

2M) t i 

"C 

lnoise tolerancd 
I  =130mV I 

(AI-IM) c1 
l/IN (mV) 

Figure 5 Down-level transfer curves for three variations of the  DZL 
circuit. 

Table 2 Variations of D2L  circuit  using  the  same  transistor device. 

Type HBSD R B  Rc Perf Power Max.  Min.  de  Max. line 
( W  (kfv F O =  3 dissipation no. of noise tol. length 

(ns) (mW) loads (mv)  (ctm) 

AI-1M Yes 5.7 5.1 1.43 0.52 6 130 2500 
(Fig. 2) 

AI-1 F Yes 5.4 3.4 1.34 0.68 4 170 8000 

AI-IS no 5.4 3.4 1.96 0.68 9 160 3000 
467 
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+ 1.7 V 
P 

Figure 6 XOR logic  circuit. 

, +1.7 V 

clock 
in 

Figure 7 G-latch circuit. 

would require  four cells to provide an in-phase function, 
whereas  the  circuit of Fig.  6  was constructed in a 90 x 90-pm 
cell, less than  the  area of two  unit-logic cells. Its  operation 
can easily be understood by inspection. If A and B are of 
opposite  polarity, either  T1 or T2 will conduct  and  T3 will 
turn o f f ,  giving an  up level or “1” at  the  output. 468 
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The  G-latch includes  both L1  and  L2 of a level-sensitive 
scan design [ 131 latch.  The  STL version requires seven 
unit-logic  cells to  implement  this  function.  The  G-latch 
layout is 90 x 225  pm,  about  the  same  as four unit-logic 
cells. Furthermore, only positive clock  signals are used, 
thereby  reducing  the  number of clock inputs  from six to 
three, which greatly improves  wireability  on the chip. Final- 
ly, the  operation is free of the  glitch  associated  with  the skew 
between positive and negative  clock pulses. In the  L1  part, 
T3  and  T5  are  the  latching devices. A positive C clock pulse 
unlatches  the cross-coupled pair and allows data  to be 
entered  through T1. T2 holds the collector of T3 negative to 
prevent  a glitch when  a  negative data signal has been entered 
and  the C clock drops.  Both the A clock and B clock operate 
on the  latch in  a similar fashion. 

A PLA  circuit description is given in [ 141. PLAs were 
algorithmically  generated  according  to application require- 
ments. However, only three types, each with a  different set of 
resistor  values to  vary power and  performance, were  used. 
Within  the  three  types  there is further  variation on  size and 
personalization. There  are  49  unique  PLAs used on the four 
chips.  A  typical example  has 24 product  terms, 17 ns delay, 
power dissipation of 55 mW,  and  an  area of 0.492 mm’. 

Search  and  read lines in the  PLAs  are  constructed by long 
subcollector diffusions. First-level metal  orthogonal  to  the 
subcollector diffusions is used for the product term lines. 
Wherever a contact is placed at  a  crosspoint, an  HBSD,  the 
array  element, is created.  Wiring  channels exist  between the 
search  and  read lines  on the second level, giving a porosity to 
the  PLAs for data flow passing through.  The  PLA  macros 
were  assembled and personalized automatically by software 
[5] that  operates on a logic designer’s input  and  creates a 
physical  design from physical cells and  rules stored in its  data 
base. 

The 5OK-bit ROS is described  in detail in [ 151. Its  array is 
constructed in the  same way as  the  PLA  arrays.  The  average 
access time is 24 ns and  the  average power dissipation is 520 
mW.  It occupies an  area of 2.53 mm x 6.37 mm, less than 
half of one chip. 

Off-chip  drivers are  identical  to those  described  in [9]. 
However, the off-chip receiver of [9] has too low an  input 
impedance for our  application,  and we chose the  circuit of 
Fig. 8, which is essentially  a high-input-impedance  emitter- 
follower driving an  inverter.  In  all of the logic circuits,  the 
option to remove the  HBSD  clamp exists when additional 
noise tolerance at  a lower performance is desired. 

Chip physical  structure 
The size,  density, and complexity of the VLSI microproces- 
sor chips required  a coordinated, highly interactive design 
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Figure 8 Off-chip  receiver. 

effort among the circuit, chip, and logic designers in order to 
meet schedule and optimize chip size to reduce cost. Funda- 
mental to the design of the chip physical structure are two 
constraints suggested by Fig. 1. These are a common hori- 
zontal pitch for building blocks  with  fixed  wiring channels, 
and maintaining the control lines and data flow  on separate 
levels  of wiring. An iterative process  took place in  which the 
circuit designer worked  with the logic designer to determine 
types and variations of circuits, and also  worked  with the 
chip designer to make the circuits’ physical structures con- 
form to the chip’s  physical structure. The circuit designer 
then minimized the horizontal pitch of the circuit building 
blocks  in a manner consistent with good wire-through capa- 
bility. This resulted in the basic D2L logic structure shown  in 
Fig. 3, and a  chip wiring structure  as illustrated in Fig. 9, 
which  shows macro shadows, first- and second-level signal 
wiring, and second-level power buses  (wide vertical metal). 
Implicit in the resulting structure is the fact that minimum 
horizontal ground rules on image sizes and reliability consid- 
erations on current-carrying capability had to be  satisfied. 
Figure 9 should be compared with Fig. 1 to compare the 
implementation to the idealized concept, and with  Fig. 3 to 
understand how the layout of qn individual circuit fits into 
the chip wiring structure. 

Third-level metal is  used primarily to distribute power 
over the whole chip with minimum resistive and inductive 
loss. It is also used to make 1 / 0  pad connections. It is  well 

I I 
500 

I I 
1000 

Figure 9 Chip wiring structure of physical macros. 

I 
2000 

I 
4000 

ure 10 Third-level-metal  personalization. 

I 

6000 

suited to this since it has the largest image size ground rules, 
and these are consistent with the wide conductors required. A 
third-level-metal personalization appears in  Fig. 10. 

Data flow wiring is  on second-level metal to keep it free 
and clear of the internal circuit connections. Control lines 469 
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Figure 11 Chip physical design flow. 

such  as  gate lines or clock lines are on first-level metal 
because they  can  be  more easily  designed into  the  internal 
metal of the  macro physical  designs.  Second-level power 
distribution runs parallel  to  the  data flow and supplies power 
to every circuit on the  chip.  Figure 10 shows that third-level 
power distribution is orthogonal, at  the  top  and  bottom of the 
chip,  to  the second-level-metal power distribution  as shown 
in Fig. 9. This  facilitates power-via connections  between 
these levels, although via connections are also made on 
diagonal crossings  wherever  a potential via site exists. An 
important signal  wireability  consideration is that first-to- 
second-level vias can  be placed at  any  available location. To 
maximize  availability, we needed adjacent via capability. 
Therefore,  the via image  ground  rules  became  the  deter- 
mining factor in  defining our wiring  pitch, which is the  same 
for first and second levels. Because it is the  same, we have  a 
further  freedom of rotating a macro 90" to  the  normal 
direction of data flow,  if this is necessary, without  causing 
ground  rule violations and difficulties in  wiring the  chip. 

Chip physical design methodology 
The development of the  chip physical  design  methodology 
was  driven by the need to improve  productivity, guarantee 
quality,  reduce  computer  expenditute,  and generally make 
the design task  more  manageable.  This was  accomplished by 
designing each  chip with macro shadows rather  than with the 
complete  set of physical data for each  macro.  These shadows 
contain only the physical data  required  to wire the  chip. 
These  data, plus rules from  the  circuit designer such  as 
minimum allowable power supply  voltages at  the  circuit  and 
maximum signal  wire  lengths, are sufficient to allow the  chip 
designer to  complete  the  chip design to a  point where  it  can 
be verified both  logically and electrically to  the  macro 
boundary level. Macro design is verified prior to  chip design 
verification. The physical  design  verification aspects  are 
fully  discussed in detail elsewhere in this issue in the  paper by 
McCabe  and Muszynski [7]. 

The design flow is shown in Fig. 1 1. In the  early  stages of 
the design, much  interaction  takes place  between the logic 
designers and physical  designers to  coordinate  the logic 
design and  the  circuit design, and  to define the  macros which 
are necessary to  perform  the logic. Macros assembled from 
building blocks are not manually physically  designed. Their 
physical  design is done by a macro assembly software tool. 
The  source  data for this  software tool are derived from  the 
circuit  layouts  and define the building blocks and  macros 
with respect to  perimeter, wiring channel blockage, and 
terminal locations.  All  dimensions are in terms of wiring 
channels. The  macro assembly software tool creates shadow 
cells for  all the building blocks and  macros  containing lead 
attributes necessary  for macro design  verification. The 
shadow  information is then  added  to  the layout information 
in the macro physical data file so that  the  macros  may be 
design-verified. 

The logic design of the  chip is accomplished according  to 
rules from  the  circuit designer on fan-in,  dotting,  and load- 
ing. As  illustrated in Fig. 11, this design is physically 
expanded by an  Engineering Design System  (EDS)  subrou- 
tine  to provide a chip physical  model. EDS is a software 
package developed for  IBM's internal use as a general design 
aid [6]. The  chip physical model contains  all of the  macro 
block names  and associated  net attributes which denote how 
the blocks are  interconnected.  Another  software tool pro- 
duces net-attributed  macro shadows from  the shadows 
created by the  macro assembly software tool, and  the  chip 
physical  model data.  These shadows are used  for placement. 

Placement is a critical  activity  and affects  wireability, 
performance, power distribution,  and noise tolerance.  Elec- 
trical  integrity is the first priority in chip design, and  the 
placements of the  drivers affect this  more  than  any  other 
blocks. Studies performed early in the  program  indicated 
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that  drivers  must  be placed directly over the pad array  to 
avoid ground  distribution losses, simultaneous switching 
noise in the power distribution,  and losses in the  output lines 
to  the pads. The logic macros  must be placed so that 
interconnection lengths in general  and  critical  paths in 
particular  are kept as  short  as possible. 

The  chip designer  enlists the  aid of the logic designer  in 
performing a placement.  Together  they  determine  the wiring 
affinity between macros  and  the  critical  paths with the  help 
of the  machine logic diagrams.  In  addition, a placement  aid 
is used which assesses the wireability of a placement  and also 
indicates  the best placement for  a particular  macro on the 
basis of wireability only. Figure 12 shows the shadow place- 
ment of a VLSI microprocessor chip  and gives an  example of 
how the  placement  aid is used. The  placement  aid assesses 
the wireability of the  placement by projecting the percent of 
wiring channel  capacity used and  comparing  it  to  the  number 
of wiring channels  remaining.  In  the  example shown,  this is 
done by scanning  the vertical channels horizontally and 
plotting the results on the scales to  the  right.  The light  line 
represents percent capacity used. Note  that  it goes from zero 
on either end of the  chip to a maximum in the  center.  The 
heavy line  represents  the  number of empty wiring channels 
remaining.  Where  the  capacity used is a maximum  (light 
line) and  the  capacity  remaining is a minimum (heavy  line), 
wireability will tend to  be poor, and  the  placement is adjusted 
to  alleviate this  condition as  much  as possible. 

The  contours on Fig. 12 represent lines of equal  but 
increasing  wire length associated  with  a particular  macro  as 
its placement is moved further  from  the  center of the 
contours;  the  center is optimum for short wire length. Both of 
these  features  are shown here for vertical wiring only. A 
similar plot would be obtained for horizontal  wiring to 
complete  the wiring information. 

Once  the  placement is established, two separate wiring 
activities take place. Signal wiring is done by the wiring 
program  and power connections are  made  from  the  third- 
level metal  to  the macros. The wiring program  operates on 
the  placement file in Fig. 11, which contains  net-attributed 
shadows and  their  coordinate locations on the chip. The 
program recognizes  first- and second-level wiring blockage, 
and  the net attributes  at  the  terminal locations of each 
shadow.  It  connects  all  the  terminals having the  same 
attributes, using the  shortest possible paths. All  vertical 
wiring  was done on the second level for the  VLSI micropro- 
cessor chips. Although  the  program wires  orthogonally on 
separate levels, the choice of level is arbitrary  to  the  program. 
If not  successful the first time,  the  program will iterate by 
moving blocking wires, and sometimes  completes all wires  in 
this fashion. After  the wiring  pass is completed, a  wireability 
analysis similar to the  placement projection is made  and  the 

Figure 12 Shadow  placement of Chip 2 and  use of the placement 
aid. 

designer has  the option of manually  trying  to imbed any 
remaining overflows or changing  the  placement  and  rerun- 
ning the  program. 

Via connections from  the predesigned  third-level structure 
to  the second level are  greatly  facilitated by an  automatic 
via-dropping program, which takes  advantage of the  many 
crosspoints between the  regular vertical structure of second- 
level power distribution  and  the third-level power distribu- 
tion of the  same voltage or ground.  The via-dropping pro- 
gram  eliminates  much  manual work, puts in vias correctly  as 
per image  ground rules, and results in an  optimum use of 
power distribution vias since they  are placed in every possible 
via site. This  further  reduces power distribution losses and 
contributes  to a good electrical  design. 

The  macro physical data,  the signal  wire data,  and  the 
power wire data all  exist as  separate  data  sets  and  are 
design-verified separately [7] before  being  merged as  the 
final step in Fig. 1 1. Additional verification is performed  on 
the merged data;  this is also  described  in greater  detail in 
[71. 

The methodology  described here allowed us to accomplish 
each  chip design  with  two  persons and  assistance  from a chip 
logic designer. A  six-month chip design  cycle  occurred in 47 1 
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Table 3 VLSI microprocessor chip statistics. 

Chip 
no. 

Function Chip No. of No. of ROS No. of No. of 110 Power 
edge  size  logic  PLAs  devices  equiv. (W) 
(mm) macro blocks circuits 

1 

2 

3 

4 

Totals: 

ALU 7.2 895 10 
CLK 
MACH 
CHK 

INST 6.8 102 15 
DEC, 

INTRPT, 
ROAR 

MEM 6.8 419 16 
ADDR 

MEM 
CTRL 

I/O 
CTRL 

RAM 6.8 44  1 8 
CTRL 

RAM 
ADDR 

2517 49 

no 24493 

no 22843 

no 22235 

50K 33087 

50K 102658 

4400 

4297 

4351 

2502 
(ROS not incl.) 

15556 

143 

153 

153 

148 

597 

3.5 

3.5 

3.8 

3.2 

14.0 

472 

each of two passes, but in the first pass  some of this  time was 
due  to  the methodology  still being developed based on what 
we had  learned  from  an  experimental  learning vehicle chip 
[ 141. In the second  pass, some of the  time was given to logic 
design changes. Given the  complete methodology and a fixed 
logic design, three  to  four  months would be adequate  to 
design  a  chip.  Most of the project  development time  and 
resources  were spent in developing the  macros  and  the 
methodology, including  the  general  chip  structure  and design 
verification  methodology [7]. Over a three-year period, from 
6 to  approximately  20 people, mostly  engineers, worked on 
this  aspect of the project. Each pass  resulted in 100 percent 
functional chips with the exception of one of the  four  part 
numbers in the second pass. This  part  had a  design error in 
the wiring which was found by our checking  programs  but 
was overlooked due  to  human  error.  The  achievement of our 
excellent results in error-free designs is a tribute  to  the 
physical  design  methodology [7 J .  

Discussion of chip statistics 
A summary of chip  statistics  for  the  four  VLSI microproces- 
sor chips is given in Table 3.  These  chips  are  the most 
complex  bipolar product  chips ever developed in IBM  up  to 
the  time of this  writing.  The  number of equivalent  circuits 
was arrived at  for each  chip by reducing the logic in 
integrated  functions  to  AI  (AND-INVERT)  circuits with 
fan-in 53 .  This normalizes the  count  to a gate  array  chip 

circuit  count,  where  the  gate cells have  a maximum  fan-in of 
3. The  total  circuit  count of 15 556  circuits  contained in a 50 
x 50-mm module  implies the  highest bipolar  density at  the 
module level ever achieved to  date by IBM, with 6.2  circuits 
per square millimeter of module  substrate  area. 

Distribution of net lengths is an  important  factor in chip 
design.  Short  net  lengths  imply  better  performance, 
improved noise tolerance, and  more wireability.  A major 
objective of our chip design strategy was to minimize  net 
lengths by developing an  orderly  chip  structure  and by 
relating  the physical  design to  the logic design. Global  net 
statistics  (nets  external  to  macros) were automatically gener- 
ated by the wiring program. However,  because many of the 
nets  that would have  been external  to  circuit cells in a gate 
array  are  integrated inside of macros, we had  to  count these 
nets manually on the basis of connections between AI  circuits 
with fan-in 53 .  These  statistics  are plotted in Fig. 13 for 
Chip 2. 

Figure 13 shows that most of the  nets (7 1.3 percent) on the 
chip  are  internal to the macros. These  nets  are  all  under 1 
mm in length  and  many  are much less than  that.  Another 
400 nets from  the global category fail into  this net-length 
range.  Altogether,  82.6 percent of the  nets  are 1 mm or less in 
length and, in terms of capacitance,  are  about 0.5 pF or less. 
Delay  sensitivity to  capacitance is  highest for the  AI-1M 
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circuit driving one load, with a  turn-off (rising)  transition at  
1 ns per pF.  Therefore, delay degradation is generally less 
than 0.5 ns for about  four  out of five nets  on the  chip. A small 
percentage of nets exceed the  8-mm limit  shown in Table 2, 
and  one  net exceeded 20 mm. These  nets present  a  problem 
not in performance, because the  chip designer  minimizes 
critical  path  net  lengths, but rather in noise tolerance. This is 
because the voltage drop from the load circuit  to  the driving 
circuit  due  to load current  and line resistance  degrades  the 
down level at  the  input  to  the load circuit.  Each of these 
exceptions was analyzed  and a judgment was made  that  it 
could be  accepted on the basis of either reduced circuit 
loading on the  net or reduced power distribution loss (from 
that  assumed for the  rule). 

Another  interesting point about  the relatively  small pro- 
portion (28.7 percent) of nets that were  globally wired is the 
reduced load on the  automatic wiring program.  Similar 
statistics exist  on  all four chips, indicating  that a large  part of 
the  burden of wiring  a VLSl chip  has been absorbed by the 
macros. 

Summary 
The engineering  complexity of the VLSl microprocessor 
bipolar chip design task forced us to plan an  approach  that 
would allow us to proceed in an  orderly fashion  with  limited 
resources and achieve success. A hierarchical logic macro 
structure was developed which, along with PLAs  and a ROS, 
could be  related  to  the logic design and simplify the  chip 
placement  task.  Simultaneously, a chip  structure was devel- 
oped to provide an optimized power distribution  and  an 
orderly arrangement of signal and power wiring to accommo- 
date  the  placement of the macros. Placement  and wiring of 
the chips then  became a straightforward process, which was 
facilitated by the use of a software  placement  aid,  an 
automatic wiring program,  and a  power-via-dropping pro- 
gram. 

The  four  chips designed by this methodology each exceed 
4000 circuits in terms of equivalent  unit-logic circuits  and/or 
ROS, and  are  engineered  to  operate per specifications over 
all specified ranges of environment, process parameters,  and 
application.  Internal delays are typically less than 3 ns per 
stage.  Several fully functional first-pass machines were  built 
from the four chip  part  numbers.  These  machines  met all 
specified machine  requirements. A  second pass on the design 
was made  to  incorporate some logic changes desired by the 
machine designers. 
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