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Bipolar  Circuit  Design  for  a  5000-Circuit VLSI Gate  Array 

Ever-increusing gute-~rr(ry  chip  circuit  count  and  size pose challenges  to  the  circuit  designer,  who  must  optimize the cell 
layout und potrvr  dissipution of' logic  circuits. This puper  describes the design  of  a  bipolar  gate  array  for a 5000-circuit 
microprocrssor. The physical  design  data  obtained  ufter  completion  of  automatic  placement  and wiring are  presented. 
The distribution of' projected  circuit  delay j2Jr the 4437 nets is then  culculated  and  this  information is used  to  determine  the 
selective  increusr in circuit pcnrwr to  reduce  wide  spreads in turn-offund  turn-on  delays. It is shown  that  this  technique 
improves po,c.c.riperjbrmrrncc und has  implication.s,for  future  VLSI  designs, It was  also  found  that  voltage  drop  violations 
tzwe manugcuhle e w n  tc,ith thP long  net  lengths  occurring in this  large  VLSI  gate  array.  Several  commonly  used  bipolar 
circuit types  (ire  compurrd on the  basis qf capacitance  drive  capability ut low  power. 

Introduction 
Gate array designs in IBM started with a 100-circuit gate 
array in the  early 1970s and continued through  gate arrays 
of 700 [I] ,  1300 (STL) [Z], and 1500 circuits [3]  in the  late 
1970s. This progression in chip  circuit  count is plotted in 
Fig. 1. (The earlier MST  [4, 51 is also shown.)  Other gate 
arrays  are  presented in [6]. This paper  describes  the cir- 
cuit design of a VLSI  chip which extends this  progression 
to 5000 logic gates. It details  technology  selection,  chip 
design, wiring data,  and circuit  performance for a 5000- 
circuit experimental microprocessor [7]. The micro- 
processor executes  the full Systed370 instruction set  at 
200 kips (kilo-instructions  per second).  This requires 5000 
high-performance circuits  on  one  chip,  thereby encom- 
passing the equivalent  data flow of the Systed370 Model 
138 [8]. The microprocessor is designed on a  gate array 
using design automation techniques which are  an  exten- 
sion of those applied previously to less dense gate arrays 
[91. 

The discussion of the  technology  selection  phase of the 
project includes the key decisions on circuit  type  and cell 
design. Some unique aspects of the  chip image are  also 
described. The  measured and  calculated  performance of 
the  low-power  T'L (Transistor-Transistor Logic) circuit 
is quantified. The wiring data (primarily  net  lengths)  ob- 
tained after completion of automatic placement  and wir- 
ing are  presented  as a  statistical distribution  for  the 4437 

nets. With the  use of this  length  histogram and  the circuit 
delay sensitivity to  net length,  a  delay  histogram is calcu- 
lated. Also presented  are  the  results of the voltage drop 
analysis, which is critical for large  chips  with small geom- 
etries using T'L circuits. 

The  greater  density achieved  in  this chip illustrates the 
consequences of the need to  reduce  circuit power dis- 
sipation by operating  at lower power supply  voltages. The 
result is a greater sensitivity to load capacitance. This pa- 
per  demonstrates a technique of selective  increases in 
power based on  the histograms of net lengths  and the mi- 
croprocessor  interconnections which reduces  the  spread 
on the histogram of circuit delays  and minimizes the skew 
between turn-off and  turn-on delay.  Comparisons of delay 
between various  circuit types  and recommendations for 
future circuits  to be used for VLSI gate arrays  are made 
on  the basis of the delay  histogram  calculations. 

The organization of the  paper follows the development 
of the chip.  After a brief description of the micro- 
processor  function,  the technology  selection phase, 
which consumed approximately one man-year of effort 
over two months, is discussed. Following this are  sec- 
tions on the gate  array chip image (which was designed 
for the  use of automatic placement  and wiring programs), 
the circuit performance, and power dissipation. The main 
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section of the  paper deals with the physical  design data 
obtained  from the microprocessor  design of the gate ar- 
ray. Quantitative effects of these  data  on chip  perform- 
ance  are given, and  the  paper  concludes with recommen- 
dations for future designs. 

Microprocessor  function 
A brief discussion of the  microprocessor function is pro- 
vided as background  information  before the gate array  de- 
sign is described.  The  data flow and  function of the micro- 
processor are described in detail in [8]. The micro- 
processor is capable of executing the full IBM Systed370 
instruction set  at  an  average sustained rate of 200 kips. 
This is  based on an  average System/370 instruction re- 
quiring 50 machine cycles with each cycle requiring 100 ns. 

This chip only contains  the  data flow portion  since the 
control  read only  store (ROS), general-purpose  registers, 
and, of course, memory are all located off this  chip. The 
Systed370  data flow chip  (refer to Fig. 8, given later) 
contains an 8-bit Arithmetic Logical Unit  (ALU), a 24-bit 
incrementer/decrementer, control  registers  and  decoding 
circuits, and various  working  registers to  store memory 
data,  instructions, memory address,  central processing 
unit status,  interrupt  condition,  and  ROS  address. Among 
the signals entering  and leaving the  chip  are a 54-bit ROS 
control word, a 16-bit ROS address, a 16-bit bidirectional 
memory data  buss,  and a 24-bit memory  address. Also 
included as  inputs  are clock  signals, status  control, and 
various  machine control functions such  as  stop,  reset, 
memory,  write, etc. Several extra  busses  such  as  the “Z” 
and “A” (in Fig. 8) were brought off chip  to improve the 
test pattern  coverage. Also included on  the chip are cir- 
cuits to perform the  relocate function. The total  input  and 
output (VO) signal count is 200. There  are  no PLAs or 
ROS contained  on this  chip.  On-chip storage or registers 
are implemented  with standard logic circuits configured 
as set-reset latches. 

Technology selection 
The first consideration in the design of this micro- 
processor  chip  was  the selection of the  type of semicon- 
ductor  process. As stated in the previous section,  the ma- 
chine cycle  objective was 100 ns.  This objective and  the 
logic path  length of  23 stages  required a worst-case  inter- 
nal circuit  delay including loading (such  as fan-out, dot- 
ting, and wire capacitance) of 4  ns or less. Because of this 
delay requirement, a bipolar process  (as  opposed  to  FET) 
was  selected for  the  chip. 

The  next major  selection was  the  chip design tech- 
nique,  namely custom design or gate  array.  In a  gate ar- 
ray,  the diffusions are fixed and  only the metal layers can 
be changed  from one  part number to another.  On  the  one 
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Figure 1 Progression of IBM gate array chips. 

hand, custom design has  the potential for  greater density 
due  to its  freedom to vary the diffusions and  thereby opti- 
mize the  area for each function. Gate  arrays offer the ad- 
vantages of using the  extensive and broad  computer- 
aided design software base called the  engineering design 
system [lo]. Reference [ IO]  enumerates  the advantages of 
using gate arrays.  For this chip,  the most  important  ad- 
vantage is the  automation of the  placement, wiring, and 
complete  checking.  This  checking  includes process 
ground  rules such  as metal spacings, logical to physical 
validation,  and  electrical rule violations.  Since  this data 
flow chip contains approximately 5000  circuits and IO 000 
connections,  automation and  checking are essential  be- 
cause of the  tremendous volume of data involved. The 
decision  was made  to design the  microprocessor initially 
as a gate array  and, if custom  design techniques could 
reduce the  chip  size,  to phase it  in for a second pass as a 
cost reduction. 

The next  major  decision  was which logic circuit  type 
could achieve the desired performance. SCS (Schottky 
Current  Switch) and  MTL (Merged Transistor Logic) 
were considered  but rejected due  to high cell area and low 
performance,  respectively. Two circuit types could sat- 
isfy both  the  worst-case performance of 4  ns  per  stage 
and the required density of 5000 wired circuits  on a 7-mm 
chip. These  two  circuits were T2L and STL  (Schottky 
Transistor Logic) [2]. STL is similar to 12L (Integrated 
Injection Logic) but  faster.  The version of STL consid- 
ered  was the  clamped one shown in Fig. I O  of Ref. 121. 

Due to  the  strong interrelationship  between wiring 
channels  available in each direction of the individual cell 
or circuit,  and  the  chip size necessary  to wire 5000 cir- 
cuits, many cell configurations had to be  evaluated for 
each  circuit type.  This is especially true of STL, which 
uses “remote”  Schottky  barrier  diodes  (SBD)  to  save 117 
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Table 1 T'L versus STL (clamped version): Delay comparison 
based on computer simulation. 

Loading  conditions  Condition  Condition  Condition 
1 2 3 

Fan-out 

Collector dotting 

Total net wire 
capacitance (pF) 

Delay simulation results 

(1) T2L average delay (ns) 

For STL the wire capacitance 
is located at the base or 
collector depending on the 
location of the remote SBDs 

Assumed portion of net wire 
capacitance (pF): 

At collector 
At base 

(2) STL average delay (ns 
(layout with 6 SBDs in 
the collector bed) 

(3) STL average delay (ns) 
(layout with 10 SBDs in 
the collector bed) 

1 3 1 

1 2 5 

0.1 0.375 2.0 

1.91 2.04  4.79 

1 0  
1 2  

1.73 1.85  4.58 5.13 

2.25  2.25  5.6  5.9 

Table 2 Cell  and chip size comparison for all four cases (6K 
circuits assumed per chip). The T2L cell is the cell which was 
adopted for the gate array. 

Circuit  Cell Cell No.  of Total Chip 

(pm) channels per channels (mm) 
type  size wiring cells wiring size 

(Vert. chip per chip 
X Hor.) 

T'L 75 x 75  10 x 5 7640 1280 7.16 
STL 

STL 
(6SBDs) 117 x 97 10 x 4 9128  1212 7.16 

(10 SBDs) - 10 x 3.5 12,000 1304 7.5 

the four  cells, and yield was calculated on  the basis of 
chip  size and critical  device areas.  The overall  results 
were as follows: 

1 .  Performance for  STL  was within 10% of the T2L per- 
formance  depending  on  the cell layout used for  STL 
and the location of the remote SBD (refer  to  Table 1 
for a summary of the  data). 

2. Chip size was  comparable (within lo%), provided 
some of the new wiring concepts developed for  STL 
[2] were  also applied to T'L. Table 2 compares  the cell 
and chip size and  the wiring channels available for  the 
three most  promising  cells corresponding  to Table 1 .  

3. The  estimated yield was 30% better  for  STL but the 
greater logic power of T2L would reduce  the yield ad- 
vantage of STL  somewhat. 

4. T2L uses  a slightly simpler process,  and  the logical 
representation  and physical  design system  are sim- 
pler. 

5. T2L  can utilize  metal  ground  rule  improvements  more 
easily since  intercircuit wiring is more  isolated from 
the  device  (transistor)  layout  than in STL. 

On the basis of these  factors, T2L was selected as  the 
circuit type, although the decision  was a close  one. A cell 
layout was designed and optimized based  on discussions 
with the engineering design departments responsible for 
automated placement and wiring as  described in [9] and 
[12]. The technology comparison and  cell design phase 
took  approximately two  months  due  to  the tradeoffs  be- 
tween cell  design and circuit  performance,  chip  image, 
and  capability to wire 5000 circuits  on a fixed-size chip. 

Process  and chip description 
The  semiconductor  process  is identical to  the  one devel- 
oped for  the bipolar  random logic chips  contained in the 
IBM 4300 computer  series [l]. Its main features  are a 2- 
pm-thick  epitaxial layer,  recessed  oxide isolation,  and 
three levels of metal. However,  for this chip,  the horizon- 
tal ground  rules are  based  on smaller image sizes. 

wiring space. Also, STL circuit components  are highly 
integrated  with the cell wiring. A total of 35 cell layouts 
for  STL  and  T2L  were analyzed  and these were  reduced 
to  the most  promising four,  two of each circuit type. 
Three of these  cells  were modeled in the circuit simula- 
tion program, ASTAP [ 1 11 (the  two T2L cells  have identi- 
cal performance), and  the  performance  was analyzed for 
various combinations of fan-out,  capacitance  at  the col- 
lector and  base  for  STL,  and  collector dotting. The  re- 
sults of this analysis  are  presented in Tables 1 and 2. The 

118 chip  size  required to wire 5000 circuits  was  compared  for 

The gate array (masterslice) contains basic  cells in a 
matrix of 96 rows by 92 columns. Figure 2 is an illustra- 
tion of the basic chip image. Each cell can contain one 
circuit  and occupies  an  area 75 pm by 75 pm.  Note, in 
Fig. 2, that  the off-chip drivers  and  receivers  are inter- 
spersed with the  internal circuits. They  are laid out  to al- 
low wiring to pass through the row or column in the per- 
pendicular direction.  The  drivers  occupy twelve  columns 
and the receivers four rows. There  are a total of 7640 in- 
ternal  cells,  which will be only  approximately 65% occu- 
pied by circuits. The  other 35% of the internal  cells are 
unoccupied in order  to provide  additional wiring channel 
capacity. 

A. H. DANSKY IBM J. RES. DEVELOP. VOL. 25 NO. 3 MAY 1981 



17 
rows 

23 
rows 

- c 

A 
\4 

16cols -f+ f 24 - 24 - - -1 6 cols cols - cols 

Figure 2 Gate array image of the basic microprocessor chip. 

Each  occupied cell  provides ten vertical channels (sec- 
ond level) and five horizontal channels (first level). An 
unoccupied  cell  provides an additional four horizontal 
channels. The  contacts  are not opened in cells that  are 
unoccupied. The  third metal  level is mainly used for 
power  distribution. The  total number of available wiring 
channels on  the  chip  after placement is 1404. This equals 
80 columns x 10 vertical channels  per  column + 56 occu- 
pied rows X 5  horizontal channels  per  row + 36 unoccu- 
pied rows x 9 horizontal channels  per  row.  The logic de- 
sign used logical macros (for example, registers,  parity 
trees)  to simplify the logic description,  but  the physical 
design used  only single circuits  for maximum flexibility of 
placement and wiring. 

Circuit  description  and power dissipation 
The circuit chosen  for minimum area  combined with max- 
imum performance at low power  [lo] is a Schottky 
clamped T2L circuit similar to  that used in the IBM 4300 
computer series [l]  but consuming less power. Note  the 
ability to vary the  output pull-up resistor  as shown in Fig. 
3. If contacts A and B are  open, a 4-kCl pull-up register is 
obtained,  whereas if only contact A is open,  an 8-kCl pull- 
up  register is obtained.  The  importance of selecting the 
value of pull-up register will be discussed in a subsequent 
section of this paper.  The  speedpower  product of the cir- 
cuit is 0.7 pJ.  Table 3 summarizes the logic capability  and 
performance.  Circuit test  sites  were  fabricated in Boeb- 
lingen, West Germany and East Fishkill, NY.  The  test 
site contains a 15-stage recirculating loop ring. The  fre- 
quency is measured and from this the  average delay is 

15 k 0  

- 3 2 

Figure 3 
sistor. 

1.7 V supply 

output 
I " I  
" 

Extdnder - 

T2L internal circuit with personalizable collector re- 

Table 3 P L  logic capability and performance. 

Logic  capability  Performance 

Maximum fan-out (FO) = 10 (1) Calculated 
Maximum collector dot = 6 average delay = 2 ns (nomi- 
Maximum  fan-in (FI)  = 6 nal) withFO = 3,  FI = 3, 

(requires 2 cells for wire capacitance (C,) 
fan-in 2 4) = 0.4 pF 

Tolerance on delay 
= *55% 

Nominal power dissipation 
= 0.35 mW 

(2) Measured 
based on recirculating loop 
FO = 1 ,  FI = 3,  Cw 
< 0.1 pF 

(a) Boeblingen wafers 
(2 wafers-20 chips) 
Average delay = 

1.76 ns 

(b) East Fishkill wafers 
(7 wafers- 105 chips) 
Average delay = 

1.87 ns 

calculated as 142 x n x freq.),  where n equals 15 equals 
the number of stages in the  loop.  Note  that  the measured 
performance is 1.8 ns and the calculated performance un- 
der  the  same loading  conditions would be 1.7 ns.  The 
East Fishkill wafers  had 10 to 15% higher resistor values, 
which would explain the slightly larger delays.  The  corre- 
lation between  predicted  and  measured  delays is within 
5%, which is excellent. 119 
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Table 4 Wiring statistics for microprocessor. 

Figure 4 Second-level-metal wiring for microprocessor. 

Chip size: 
No. of internal circuits wired: 
No. of off-chip drivers: 
No. of receivers: 
No. of signal  pads used: 
Total  first-metal  wiring length: 
Total second-metal wiring  length: 
Total no. of wiring vias: 
No. of nets: 
No. of  connections: 

4705 
96 

122 
200 

7 mm 

2.40 m 
3.40 m 

33,516 
4437 

10,605 

Part  number  wiring  statistics 
The  experimental  microprocessor  was automatically 
placed and wired on  the previously described gate array 
with the use of extensions  to programs  applied to  other 
gate arrays [3, 9, 121. Figure 4 shows  the checkprint of 
the  data used to  generate  the mask for  the second-level- 
metal layer.  Figure 5 is a photograph of the  chip showing 
the pads. 

The wiring statistics from  this 5000-circuit micro- 
processor  are listed in Table 4, with the total  inter- 
connection  length (including stubs) being equal  to 5.8 m. 
This can be compared  to 2.2 m of wiring for the 704-cir- 
cuit  gate array  used in the IBM Systed38 [ l ,  131. The 
average net length is then equal to 5800/4437, or 1.3 mm. 
The average  net  length does  not  convey enough informa- 
tion to effectively design the  circuits  for optimum  power/ 
speed. The  distribution of net  lengths is important  since 
lengths significantly greater  than  the  average will cause 
performance degradation by  causing  a significant increase 
in turn-off (TJ delay. 

The  automatic placement and wiring programs  were 
used to compile the total  net  length including stubs  for 
each of the 4437 nets, and Fig. 6 is a  histogram of these 
data.  Note  the long tail of the distribution  extending out 
beyond 1 .O chip  edge in length (7 mm). Almost 6% of the 
nets  have a  length greater than  7 mm. The  net length can 
be  translated into  total net capacitance,  and  then  the dis- 

Figure 5 Photograph of microprocessor chip after  terminal tribution of circuit delay  can be  calculated  based on  the 
metallurgy. sensitivity of the circuit  delay to load capacitance.  These 

translations are performed using the  formula  for  the trans- 
formation of a single random  variable. 

This  circuit  only  requires a low power  supply voltage of 
1.7 V, and  the off-chip  receivers and  drivers require  a 
higher supply  voltage of 3.4 V to  generate larger voltage 
swings. The total nominal chip  power dissipation is 

Given y = F(x)  and the  probability density function 
( p d f )  of x equal  to P, (x ) ,  the  equation  for transformation 
is [14] 

2.3 W, of which 1.6 W is dissipated  by the internal cir- dx 
120 cuits. 

P&y) = P , ( x )  - = pdfof y . 
dY 
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F w e  6 Histogram of total net wiring lengths for micro- 
processor. 

For our particular case, 

C = capacitance = const. x length; 

C = k X I ,  k is positive. 

Then, 

Therefore, thepdffor C is identical in shape to thepdf of 
length (P , )  except the axis  is transformed by the constant 
k .  The  magnitude  is  multiplied  by l/k but the plot in Fig. 6 
uses a magnitude expressed in percentage and so the sub- 
sequent pdfs for capacitance and  delay will do the same. 
This  means that J p(x)dx # 1. 

Similarly,  the  delaypdf is transformed  from the capaci- 
tance pdf using a constant which is  the  delay sensitivity. 
The  sensitivity of the Td delay to load capacitance is 
1.5 ns per pF for R ,  = 8 kfl and 0.75 ns per pF for R,  = 4 
kfl for one active load switching on a net. These sensi- 
tivities  were  obtained  from  computer  simulations  using 
ASTAP  and  can  also  be calculated using an exponential 
charging equation, since the output transistor is in the off 
state. More active loads will reduce the Teff delay  since 
active  loads  supply  charging current during part of the up- 
going transition. 

Histogram of circuit delays based on net lengths 
With  wire capacitances of 0.63 pF per mm and 0.2 pF per 
mm for  first- and second-metal  wiring, respectively, a ca- 

‘Average = 0.6 
. ~acitance ( pF) 

Figure 7 Histogram of wiring capacitances for microprocessor. 

pacitance  histogram can be calculated  from the net  length 
histograms. It is  plotted in Fig. 7. Of course, the step 
height of this histogram is the same and it also  has a long 
tail  with  approximately 6% of the nets or 265 of  them  hav- 
ing a total wiring capacitance greater than 3.0 pF. This 
high capacitance will  slow down those 265 nets and  de- 
grade  the  performance of the microprocessor. 

After the length  and capacitance histograms  have  been 
obtained, the question arises as  to which sections of the 
microprocessor function contain the  high-capacitance 
nets  and may therefore suffer increased delay. Figure 8 
contains a very  simplified  diagram of the chip indicating 
the location of the nets above 5 pF. Reference [8] con- 
tains a much more  detailed  functional  diagram  and  de- 
scription of the operation of the microprocessor. Table 5 
groups the nets with C greater than 5 pF by type  and 
from-to  designation. 

Several  general characteristics can be observed from 
the table  and  diagram. First, the high-capacitance nets oc- 
cur as expected between functions, that is, between  pages 
of  logic. The microprocessor logic occupies approxi- 
mately 50 pages.  Only one net above 5 pF occurred 
within a function or page  which averages approximately 121 
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Figure 8 Microprocessor block diagram showing location of 
high-capacitance nets. Circled  numbers indicate number of nets 
above 5 pF. 

Table 5 Location and type of high-capacitance nets. 

No. of Function  type  Location 
nets 

Data  Control Timing From 
(buss) 

To 

16 r / (Z)  - - ALU Working 
registers 

r/ - Control  Working 
decoders registers 

5 - 

2 V ( A )  - - Working ALU 
registers 

2 r/(MD) - - MD buss Working 
registers 

1 V(W)  - - Working  Working 
registers registers 

2 - r/ - Control Decoders 
registers 

2 - - r/ Timing  Working 
circuits registers 

1 r/ Within  working 
registers 

31 21 7 3 Totals 
122 

” ,796 

1 

7 

4 12 

Figure 9 Turn-off delay histogram. 

100 circuits. The  most heavily loaded nets  occurred in the 
ALU output  busses (Z1 and ZJ, and all eight bits in each 
buss exceeded 5 pF, with the 16 nets ranging  from 6.1 to 
12.0 pF. 

Second,  as  the ALU output  busses indicate, the larger 
the function being driven and the higher the fan-out (FO) 
consisting of many loads  distributed across pages, the 
longer the  nets will be. It is therefore possible to identify 
the majority of high-capacitance nets before  placement 
and wiring by just examining the  data flow for  nets be- 
tween pages with high FO. These high-capacitance nets 
can  be called nets with high dispersal. The driving circuits 
for  these  nets  can  be powered up, or special  circuits can 
be  used  with low sensitivity to FO and  capacitance.  In  the 
microprocessor of this  paper, long nets  occurred in the 
output  buss of the ALU, which drives a total of 19 work- 
ing registers. 

These  circuits with high capacitance load and critical 
delay are modified to have  a  collector pull-up resistor of 
4 k 0  (refer to Fig. 3). The 13% of the  circuits with a  ca- 
pacitance  load greater  than 1 pF use the  4-k0 pull-up re- 
sistor.  Figure 9 is a distribution of turn-off delay for all the 
circuits on the chip.  The delay  variation  includes  only the 
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variation in turn-off delay due to the load capacitance 
each internal  circuit  must drive  on chip.  Six percent of the 
circuits have a turn-off delay equal  to  two times average 
even  with the 4-kR pull-up resistor. If the 8-kR pull-up 
had been  used  exclusively, the turn-off delay for 6% of 
the  nets would be greater than thre-, times the  average. 
The turn-on  delay  distribution is  narrower since  its  sensi- 
tivity to load capacitance is less. 

The  increase in average  power  for  each circuit due to 
the 4-kR pull-up resistor is equal  to 0.17 mW for 13%  of 
the circuits. The  total  chip  power  increases by only 0.13 
x 4700 x 0.17 = 0.1  W or 4.5%. The selective use of the 
4-kR pull-up resistor,  therefore, gives a good powedper- 
formance  gain. 

Voltage  drop  checking  and  results 
The previous sections  have quantified the effects of long 
nets  on delay. Another important effect of long nets with 
high fan-out is the  dc voltage drop  between  the internal 
circuit and  the  loads being driven. This  occurs  at a down- 
level state  for T’L or STL.  In  circuits  such  as SCS [3] or 
CSEF  (Current Switch Emitter Follower), the ON current 
in the load is small, since this current is divided by beta  at 
the circuit’s  base input point. As geometries  are reduced 
and the widths of the metal interconnections  are reduced 
to achieve higher wiring density,  the voltage drops  occur- 
ring in interconnections  between T’L-type circuits will in- 
crease  and  these  nets must  be checked.  The  power levels 
are decreasing as  more circuits are placed on chip and this 
compensates  for  the increasing net  resistance. 

For this chip,  the widths of first- and second-metal in- 
terconnection lines are 3.6 pm and 4.0 pm, respectively. 
The load current is equal to 0.15 mA per fan-out (FO). 
The noise tolerance analysis allowed for  an 80-mV drop in 
the interconnection  lines between internal  circuit and fan- 
out.  Therefore,  for a net the allowable  resistance is 

R = 80/(FO x 0.15) = 530/FO. 

For a driver  at  one  corner of a  chip and  four loads at  the 
opposite comer, assuming a Manhattan  type of routing, 
the total  resistance would be  equal to 126 R. This  is 
less  than the allowable maximum of 530/4 = 132 R and 
so this net would be  permitted. Figure 10 is a histo- 
gram of the FO for  the 4437 nets contained on  the  chip. 
AS the  above example  illustrated,  only nets with FO > 4 
can be in violation.  A total of  21 nets exceeded the limit 
of 80 mV. 

Seven of the  nets  were rewired  manually. The  other 14 
nets were  not revised,  either  because  they were in mar- 
ginal violation of the  rule or because  due  to logic orthogo- 
nality the  current  was below the  worst-case assumption. 
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Figure 10 Fan-out distribution for  microprocessor. Total num- 
ber of nets = 4437. 

Two of the  seven  nets required the  driver to be  moved 
closer to  the  loads.  The availability of 35% unoccupied 
cells made it easy  to find empty locations in the vicinity of 
the loads. The rewiring, replacement, and rechecking took 
approximately  six  man-weeks due  to  the complexity of 
the  nets and  the total chip data  content. 

In summary,  due  to  the low power dissipation of the 
T’L circuit  used and  the availability of unoccupied  cells 
on this chip,  the voltage drop violations were manageable 
even with the  3.6-~m-wide lines and  the long nets occur- 
ring on this  large gate  array. 

Discussion of results and  recommendations 
Continued advances in chip  circuit count with  restriction 
in chip power dissipation will make  necessary  further re- 
ductions in internal  circuit power dissipation below 
0.25 mW. This will lead to greater sensitivity to load ca- 
pacitance for conventional logic circuits including T’L, 
CSEF, I’L, etc., all of which are  examples of circuits  op- 
erated  at low power supply voltage levels (1.0 to 3.0 V) 
with active (low-impedance) drive in one direction only. 

Active  drive in one direction  only means  that  the delay 
in the  opposite  direction will be “RC” time constant lim- 
ited for high capacitance loading. For  VLSI, R must  be 
larger to  keep  dc  power low. Typical  values of resistance 
are  between 4 and 10 kR for  collector  drive or emitter 123 
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Figure 11 Comparison of circuit delay sensitivity versus load 
capacitance. Power dissipation = 0.4 mW for all  circuit types. 

follower drive, yielding  time constants in the 20- to 50-11s 
range for the slow transition. The slow transitions are 
positive  going for collector drivers and  negative  going for 
emitter follower drivers. These two types of drivers are 
called one-direction-active. Push-pull drivers usually con- 
sist of  npn transistors connected on top of one another, 
emitter to collector, with the top device performing as an 
emitter follower and the bottom device as a grounded 
emitter with collector drive. Reference [I51 describes a 
push-pull  T’L-type circuit which requires only 1.7 V. 

Figure 11 is a graph of delay for the slowest transition 
case for commonly  used  bipolar circuits. The delay is 
plotted as a function of  load capacitance for the different 
circuit types all  designed at 0.4 mW average power dis- 
sipation. Note the wide disparity in delay at 5 pF load 
capacitance. T2L has the advantage over SCS and CSEF 
because these two circuits dissipate power in the off state. 
Also, T2L in the slow transition (up-going output) does 
not have far to go to reach the input threshold voltage of 
the load circuit. The best performance can be achieved by 
push-pull circuits which can be estimated to be in the 
range  shown crosshatched in  Fig. 11. 

To  lower the sensitivity of these circuits to load capaci- 
tance, the power should be increased on a selective basis 
using the results of the placement and wiring programs. 
The resistor changes must  not cause any additional global 
wiring blockages so the intercircuit wiring  will be unaf- 
fected. 

Another method for narrowing the delay distribution is 
to selectively change the circuit type to  one with active 
drive in both directions. One should do this before  place- 

ment  and  wiring, based on a study of the logic description 
of the interconnections between major  logic functions. 

Summary 
Comparisons between circuits have been made on the 
basis of requirements of VLSI microprocessor design. 
The interrelationship among the microprocessor inter- 
connections, net length, and performance has  been  quan- 
tified. This paper has described the following new fea- 
tures and design issues for a VLSI microprocessor: 1) A 
microprocessor implemented on a bipolar  gate array; 2) 
Circuit selection and design for this VLSI implementa- 
tion; 3) A low-power T2L circuit with a 0.7-pJ speed 
power product; 4) Variable placement of unoccupied cells 
for optimized  wiring channel location; and 5) Identifica- 
tion  and  solution of wide  deIay distributions due to high- 
capacitance nets. It has been shown that selectively  in- 
creasing the circuit power based on wiring results reduces 
the size of the tail on the turn-off delay histogram  and 
minimizes the skew between turn-off delay and  turn-on 
delay.  In  doing this chip power increases only  slightly  be- 
cause only a small percentage of the nets are involved. 
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