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Macro  Generation  Algorithms  for LSI Custom  Chip 
Design 

Presented in this paper are macro generation  algorithms which have  been developed and implemented for  the  opti- 
mization of  physical and electrical  designs  of LSI macro circuits. Any  type of logical macro circuit for a  custom chip 
design  can be automatically generated and Optimized through the use of the  concepts and numerical techniques for 
algorithmic  layout generation and electrical network  design  which are described.  The application  of  this  design method 
to  programmable logic array macros, which allow the generation of very attractive designs, is also discussed  and illus- 
trates  the  eficiency and  flexibility of the  macro generation concept. 

Introduction 
The  ever-increasing circuit densities of LSI chips,  corre- 
sponding to  thousands of basic logical functions,  lead  to 
the necessity for new design  methodologies  and automa- 
tion capabilities.  Existing  design techniques  such  as mas- 
ter slice [l], programmable logic arrays [2], and  custom 
design [3] do  not  achieve  the  best  tradeoffs  between cir- 
cuit  density  and chip development cycle  time. 

A design  methodology has  appeared by means of which 
an LSI chip  can be efficiently designed by assembling 
building blocks (macros) which  generally represent  func- 
tional entities (registers,  multiplexers, arithmetic  and 
logic units, etc.) [4]. This  concept  has been  intensively 
applied to  the designs of microprocessors  and  associated 
components [5]. These  experiences showed that macro- 
based chip designs using standard design aids  for electri- 
cal  network analysis (such  as simulators [6, 71) and for 
layout  generation  (such as  graphics applications [3]), led 
to highly optimized  designs-referred to  as  custom  chip 
designs-with circuit densities  two  to  three times higher 
than  those possible  with other  approaches.  Unfortu- 
nately, design cycle time  and manpower effort  were in- 
creased by a factor of five to  ten.  The result is that  the 
custom design approach  has been  suitable  only for  those 
design  applications, for  example,  where large numbers of 
one chip  design are  needed  or  where  there is no  alterna- 
tive because of system  performance  requirements. 

Therefore, feasibility studies of a comprehensive de- 
sign automation  for  functional  entities were undertaken. 
These have  been  generally restricted  to assembling of 
predesigned  cells stored in a  library [8]. The time saved in 
chip design  activities was significant; but,  on  the  other 
hand, circuit  densities were generally much lower  than 
those achieved in custom design because the set of fixed 
macro circuitry  existing in a library cannot  exactly fit a 
designer’s needs  for a specific application  unless the num- 
ber of available macro  types in the library is extremely 
high. This misfit impacts  the logic design (which  must 
conform to available functions),  the electrical  designs 
(where  overdesigned circuits  are used to meet  perform- 
ance  requirements),  and  the physical  design  (where 
unused  macro  features  cannot  be  removed).  This  is par- 
ticularly true  for  FET technologies where  the range of 
variation in circuit performance  and in device  size is quite 
large. 

The  study concluded that what was desired  was a de- 
sign system which would optimize a wide range of electri- 
cal  and physical  designs. On the basis of prior work [9- 
171, a system satisfying these  objectives  for  an NMOS 
FET technology was  developed. 

The  concepts, algorithms, and numerical techniques 
for  this macro generation system  are described in the fol- 
lowing sections of this paper; most significant of these  are 
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algorithmic  layout generation  and electrical  design  based 
on  equations. When  implemented in appropriate ai- 
gorithms,  these provide the capability of an electrical and 
physical  macro  design  tailored to a user's  requirements. 
In the  last section of the  paper  an overview of an appli- 
cation of this approach  to programmable logic array 
macros [ 181 is presented. 

Concepts 
The basic components of circuit  design activities  are illus- 
trated in Fig. 1; these generally fall into  three categories: 
process information  (electrical and physical  designs),  de- 
sign data (electrical and physical network  data),  and con- 
trol  information  (layout  ground  rules and designers' re- 
quirements). T. 

The main concept  to  be noted in Fig. 1 is that  any in- 
tegrated  circuit may have  two  representations: electrical 
and topological. Each  representation  has its own  set of 
elements:  diode,  transistor,  capacitor,  etc.  for  the electri- 
cal representation;  and  rectangle, line,  polygon, etc.  for 
the topological representation (mask data). In both repre- 
sentations,  certain  elements  have  constant values 
throughout the  design process, while others  are modified 
by the  process. It  should be noted first that  there  exists  an 
interdependence  between  the physical design and  the 
electrical design of the macro. The reason for this is that 
the input and  output  data of the physical  design are, re- 
spectively, the output  and  the input of the associated 
electrical  design. Secondly,  the only data handled by a 
specific process  are  the  elements of its related representa- 
tion. In  other  words,  the solution to  the macro  design 
problems,  as mentioned in the previous section, lies in the 
analysis of macro network  representations. 

Electrical  design 
Designs of electrical networks  are generally considered 
under  two  aspects: a functionality aspect (dc design)- 
where variable  element  values are  set  to satisfy the elec- 
trical  rules of the  technology,  and a  performance aspect 
(ac  analysis)-where the switching  speed of the  network 
is compared  to  the designer's requirements.  Usually, 
both  aspects  are  taken into account by preliminary  design 
followed  by comprehensive electrical  simulation  with a 
design tool such as ASTAP [6]. 

In the  case of an  automated design approach,  the prob- 
lem is to find a way to  compute  the  set of values  associ- 
ated with the  set of variable elements while guaranteeing 
functionality as well as  performance.  The problem is sig- 
nificantly simplified if the macro is no longer considered 
as a network of electrical  elements (Le. ,  transistor,  diode, 
etc.),  but  rather  as a network of basic  circuits correspond- 
ing to basic logical functions (e .g . ,  NOR, NAND). The rea- 
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Figure 1 Basic  components of circuit design activities. 
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Figure 2 Basic FET circuit  model. 
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son  for this is that  the  number of different logical func- 
tions needed to define a macro is very small (two  to 
three),  and  their electrical behavior  can be expressed by a 
set of analytical  formulas. 

dc  design  equations Figure 2 illustrates the circuit 
model  upon which the  dc design equations  are  based. In 
Fig. 2, WLL is the size of the load device, WLA, is the 
size of the j t h  active device,  and RSj is the  source resis- 
tance related to  thejth  active  device.  The design consists 
of computing the values of the WLA and WLL parameters 
which ensure  that  the  electrical levels are  correct.  The 
main idea is that  these levels are not fixed, but continu- 
ous. This  means that  each  circuit  can be  designed just  to 
meet the  requirements of the circuit it  is driving. As a 
result,  circuits  are not overdesigned  and  gates  can be 
smaller. 

To accomplish  this continuous design, a new  design  pa- 
rameter, referred to  as  the "gain" G ,  is introduced. This 61 3 
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parameter, defined as 

G = I - ,  
WLA. 

j=, WLL 

represents a  measure of the  least positive  up level which 
can be observed  for  worst-case leakage currents.  From 
the familiar FET electrical equations [19], and  from the 
above gain definition, the  dc design  equation can be for- 
mulated as 

1 
” - c , + -  C, + C,(WLL)RS, + ~ “ 2  c4 

WLA,  WLL 

+ C,(WLL)RS, 
C, C, C,(WLL)RS, 

G1/2 + + G3/2 + G 

switching  time  (rise or fall time). In practice,  the  ac be- 
havior is determined  by  analyzing the  results of simula- 
tions  performed  with tools  such  as  ASTAP [6]. An electri- 
cal  analysis leads  to  an  acceptable  formulation,  such  as 

0, = G(WLL,  WLA,,  CL,, SS,), ( 5 )  

S, = H(WLL,  WLA,,  CL,, SS,), (6) 

where 0, is the  circuit delay for  the j t h  gate of the  circuit, 
Sj is the switching  time of the circuit when  activated by 
the j t h  gate, CL, is the load capacitance  seen by the j t h  
gate,  and SSj is the switching  time of the input signal 
which activates  the j t h  gate. 

On  the basis of multiple  regression techniques applied 
to simulation results,  an  accurate formulation of the  ac 
equations may be obtained  as 

Sj = K ,  + K,(SSI) + K,(RS,)CL, 
where C,, C,, . . . are  derived from  a simulation of the 
basic circuit model using ASTAP. In short, + K,(CL,)WLA, + Klo(CL,)(SSj)WLAj 

WLA, = F(WLL, G ,  RS,). (3) 
WLL  WLL (7) 

In addition, it is known [14] that 

P = KP(  WLL), 

0, = K ,  + K,(SS,) + K3(RS,)CL, 

(4) 
K4(CLj)  WLA.  K,(CLj)(SSj)WLA, + 

WLL 
’ +  

WLL (8) 

where P is the power dissipated in the  circuit,  and K ,  is a 
constant  determined by the particular FET  process  and is 
a  function of device parameters  such  as  the  trans- 
conductance,  the voltage across  the device, etc. 

where  the K are a set of constants provided by regression 
methods. Comparisons of computed  data with  experi- 
mental measurements  have been made  for a large number 
of designs. In  most of the  cases (90%), no major dis- 

The  accuracy of Eq. (2) is a function of the  constants 
C,, C,, * * ., and  it  has  been verified by  comparing results 
to  dc electrical  simulations. Further,  hardware designed 
from this equation  has proved  reliable. 

Under  these  conditions, macro dc design can be con- 
sidered as  the  computation of the  device  sizes of the  set of 
circuits  composing the electrical macro  network. 

ac  design  equations The delay of an  FET circuit is de- 
termined, to a first-order  approximation, by  assuming 
that a constant  current  from  the circuit charges  the load 
capacitance.  This  approximation  is 

(CL) V D, = - 
I ’  

where CL is the load capacitance, V is  the amplitude of 
the output  voltage, and I is the  current  from  the circuit. 
However, this approximation is not accurate enough for 
design because  the  output  current of the  FET  is depen- 
dent  on its input switching  time. 

Therefore,  the ac behavior of a basic  FET circuit  must 
61 4 be defined by both its  delay  (turn on-turn off) and its 

crepancies  were observed.  The remaining cases generally 
corresponded  to  defects  created during the manufacturing 
process. 

Design  optimization 
Optimization of complex electrical networks  results in de- 
vice size and  power dissipation reductions leading to in- 
creased circuit densities.  The result is lower  product  cost, 
and therefore design  optimization is of utmost  impor- 
tance. 

Optimization consists of designing networks  such  that 
performance meets  the  requirements with minimum 
power  dissipation. A number of methods  have been im- 
plemented for  circuit optimization (Hessian matrix, fast 
gradient,  etc .) . 

The optimization of macro-based chip designs is gener- 
ally achieved by creating,  for  each  macro,  three or four 
designs corresponding  to different power  levels, i .e . ,  per- 
formance levels,  and by selecting the  appropriate design 
according to  the  required performance. It  was our objec- 
tive to provide a more flexible and  more  accurate opti- 
mization capability. In addition, the  computational time 
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consumed by the optimization  must  be as  short  as pos- 
sible. Therefore,  due to our specific problem formulation 
and our particular objectives, we were led to develop nu- 
merical methods  presenting  an  acceptable  accuracy  (error 
<lo%) and a good  computational efficiency. 

Assuming that  there  are N circuits  and M data  paths in 
the macro network  to be  optimized, the problem  can  be 
stated  as a constrained minimization: 

minimize 2 pi (9) 

subject to  conditions 

2 D ,  5 DDi, j = 1 to M ,  
.vj 

(10) 

where Pi is the  power dissipated in the ith circuit, ODj is 
the required  delay in the j t h  data  path, D, is the delay in 
the ith circuit of the j t h  data  path,  and N j  is the number of 
circuits in the j th  data path. 

N 

i = l  

i = l  

To illustrate, consider  the  example  macro  network of 
Fig. 3 ,  where N = 3 circuits and M = 8 data  paths.  In this 
case,  the problem is to minimize the  power dissipated 
( P ,  + P,  + P,) subject  to delay constraints: Dl ,  5 DD, for 
path 1, Dl,  + D,, 5 DD, for path 2, . . ., D,, 5 DD, for 
path 8. 

A preliminary observation  leads  to a reduction of the 
problem.  Assuming that Ej is the  set of gate  delays in the 
j t h  data  path, if for  an Ej there  exists  at  least  one E, such 
that 1) all the  elements of Ej belong to E,, and 2) the delay 
requirement for  the j t h  data path is at  least  equal  to  the 
delay  requirement for  the  fth  data  path,  then  the  jth  data 
path can be removed from the list of data paths. An illus- 
tration of this in Fig. 3 is path 1 where Ej = Dl ,  and path 2 
where E, = Dl,  + D,, and therefore Ej is included in E,. 
If, at  the  same  time, DD, 2 OD,, then if the requirement 
for DD, is satisfied, the requirement for DD, is automati- 
cally satisfied and the constraint  for  path 1 can be removed 
from the  set of constraints. 

By noting that in the j t h  data  path,  the switching time 
(Si+J of the  (i - 1)th  circuit is the  input switching time 
SS, of the ith circuit,  and by combining Eqs. (4), (7), and 
(8), the delay of the ith  circuit can be  formulated as 

D , = a , + L +  p . .  yi. 8.. 
pi Pi& pi-, 

' +L, 

where  the a, p ,  y ,  6 parameters  are functions of the 
WLA,, CL,, RS,, and SS,. 

The problem is then reduced to  the minimization of a 
function of N unknowns (circuit powers) bounded by a 
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Figure 3 Example macro network for illustrating optimization 
problem formulation. (Note: path 1:  Dl,; path 2: Dl ,  + D3,; path 
3: Dl, + D,, + D3,; path 4: Dl,; path 5: Dl, + D31; path 6: Dl, + 
D,, + D3,; path 7: D,, + D3*; path 8: D33.) 

set of M constraint  relations  (path delays). By the  use of 
Lagrange's method of multipliers, the  problem may be re- 
duced  to  the  solution of the following system of N + M 
nonlinear equations with N + M unknowns (details are 
given in the Appendix). 

i = 1 to N ,  (12) 

j = 1 to M .  (13) 

Obviously, there is not always  a solution;  however,  since 
a circuit  delay is  bounded by a minimum value,  the exis- 
tence of a  solution can always  be ascertained by  means of 
a preliminary computation. 

Topological representation  and  algorithmic  layout 
generation  concept 
In attempting  to  solve  the problem of macro design auto- 
mation, we soon  found  that  the highest  priority  was to 
make sure  that we were able  to automatically generate 
layouts  for  masks involving a number of varying elements 
and  that  we  were achieving high circuit  densities. An ele- 
mentary study of layout  structure led to  the  observations 
that  any layout can be considered  to be built from  rec- 
tangular shapes  and  that  any  rectangular  shape is fully 
defined when the  coordinates of one  comer  and  the 
width, the height, and  the masking level of the  shape  are 
known. 

61 5 
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Variability of a layout  can  always be restricted to  shape 
sizes and  to macro structure  data specified by the  de- 
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Figure 4 Illustration of topological equation concept. Topolog- 
ical equations for Shape No. 5 :  

XLOW = I + 2A + B + DTX,, 
YLOW = min [(2A + 1 + LTX,),   (LTX, + 2C + B + I)], 
width = A ,  
height = abs (LTX,  + 2C + B - 2A - LTX,). 

signer. These macro structure  data  are specific to  one 
macro type.  They  represent  the  particular values of the 
parameters describing the  structure of the  macro,  such 
as,  for  example,  the  number of input  lines,  the  type of 
output (inverted or  not),  the number of latch cells, etc. 

Under these  conditions, it is postulated  that  any  data 
defining a shape  can  be formally expressed  as a function 
of the layout  ground rules,  the  macro  structure  data,  the 
values  assigned to the variable elements,  and  the loca- 
tions  and sizes of the  other  shapes.  Thus  the  entire  macro 
layout can  be  described  as a set of formal  equations,  and 
the,translation of these  equations in a computational form 
(program) can  provide  the information to allow an algo- 
rithmic layout  generation. 

Figure 4 gives an illustration of the  concept.  The A ,  B ,  
and C parameters  are  layout ground rule  parameters.  The 
DTX,, LTX,,  DTX,, and LTXz parameters  are sizes of var- 
iable elements.  Each  shape  has  been arbitrarily num- 
bered. The  equations given  in the figure caption provide, 
for  Shape No. 5, the analytical expression  for  the coordi- 
nates of the  lower left cQrner as well as  the width and 
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Therefore, a program  must  be  developed for  each 
macro  type  to  provide  the  layout  data  (shape sizes and 
locations) corresponding  to  any configuration of the 
macro  type.  Such a  program requires  several months to 
be developed,  and  thus it is clear  that this work  can be 
undertaken only if the  macro  type will have a significant 
enough usage. 

For macros usually encountered with VLSI  chips, cir- 
cuit  densities  achieved by  this method  are  such  that  the 
waste of space, if compared to custom design, does not 
exceed a few  percent. 

Figure 5 illustrates  the high degree of flexibility and ef- 
ficiency of this concept  as applied to  some typical  macro 
types. 

Design algorithms 
The design concepts  just  described, namely 

1. dc design. 
2. optimization based  on  ac design, and 
3. layout generation, 

have  been implemented in a series of algorithms  which 
constitute  an  automatic  macro  generation program (Fig. 
6). The  second  concept  listed,  to  provide optimized  de- 
signs, or in other  words,  to  determine  the  set of circuit 
power values such  that  the  macro  performance require- 
ments are met  while the  power dissipation is minimized, 
is embodied in the  overall flow. 

In Fig. 6, the  inputs  are specified by the designer. Per- 
formance  requirements  are  the  desired  set of macro 
delays. Macro structure data define the  content of the 
macro;  e.g., in the  case of register macros this can be the 
number of latch  cells,  the  number of inputs  per cell, etc. 
The external conditions  are  the  input switching  times and 
the  output loading associated with the  macro.  The first 
step in designing a macro is to specify these inputs to  the 
program. 

Then, a set of arbitrary  power  values, from  which a dc 
design and  layout  are  generated, is chosen by the pro- 
gram. This provides  the electrical parameter values 
(source  resistance,  gain,  and load capacitance)  and device 
sizes for  the first iteration.  These  data  are  substituted  into 
Eqs. (7) and (8) to  compute  the time delays along all the 
data paths. These  computed  delays  are  then  compared  to 
the  delays  required by the designer. If the difference val- 
ues  do  not  exceed  the designer’s specified limits, the 
macro design is considered to be completed. Otherwise, a 
next  step is processed to compute  the a, p,  y ,  6 coeffi- 
cients. Then  Eqs. (12) and (13) are  established  and  their 
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Figure 5 Examples of typical macros generated by the topological representation and algorithmic layout generation method. 61 7 
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Figure 6 Macro design algorithm (W indicates start of first  iter- 
ation). 

solutions computed.  This provides a new set of circuit 
power values  which  initiate a new iteration starting at the 
dc design step. 

The dc  design block of Fig. 6 is expanded  and shown as 
Fig. 7,  which gives the detail of the  dc design  algorithm. 

0 dc  design 
Refemng  to Fig. 7,  the layout generation algorithm  pro- 
vides  the layout data (LD) defined as 

(LD) = F[(WLL) ,   (WLA),  ( M W I ,  (14) 

where (LD) is  the  set of layout data, i . e . ,  the size and 
location of each  shape of the  macro  layout; (WLL) and 
(WLA) are  the  sets of load  device  sizes and  active device 
sizes, respectively, existing in the  macro;  and (MSD)  is 
the macro structure  data information defined previously. 

Using Eq. 4, (WLL) is calculated from  the  set of circuit 
powers;  the program sets (WLA) to  arbitrary  values  for 
the first iteration,  and (MSD) is the  designer's input. 

After the  layout is generated,  the electrical  parameters 
(EP) are  then  computed.  The  electrical  parameter calcu- 61 8 
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lator is a set of equations providing, for  each basic  gate of 
the macro, the  values of the  source  resistance R S ,  the 
gain G ,  and  the  load  capacitance CL. These values  de- 
pend only on  the  macro layout data and  on  the external 
conditions applied to  the  macro  inputs/outputs.  Thus, 

(EP) = H[(LD) ,  (XD)l ,  (15) 

where (EP) is  the  set of electrical parameters and (XD) is 
the  set of external  conditions. 

Equation (2) provides  the (WLA) values from  the (EP) 
and  the (WLL).  The (WLA) of the  present iteration are 
then  compared  to  the (WLA) of the previous  iteration. If 
the maximum  difference is less  than  the specified mini- 
mum layout stepping,  the  process is terminated;  other- 
wise, a new iteration is initiated. 

As illustrated in Fig. 7,  the relationships of information 
at  the various  points in the design process  are 

layout  generation: 
( L D )  = F,[(WLL),   (WLA),  (MSD)I, 

electrical  parameters computation: 
(EP) = F2[(LD), (XD)l, 

electrical design of active  devices: 
( WLA) = F,[( WLL) , (EP)] .  

By combining Eqs. (16),  (17), and (18), the  dc design can 
be  formulated as 

(WLA) = F[(WLA),  (MSD),  ( X D ) ] .  (19) 

The F function is too  complex  to be represented  as a 
closed-form  solution and  therefore  an iterative process is 
required to obtain a functional design. The  convergence 
characteristics of the  process  depend  on  the  nature of 
Eqs. (16), (17), and (18). Assuming that, when close  to a 
solution,  these  functions  can be approximated  by  linear 
functions,  the iterative process  can be stated  as 

( W L A ) ~  = z + M(WLA)~-', 

where (WLA)" and (WLA)"" are  the matrices of the WLA 
values  at iterations p and p - 1 ,  respectively, Z is a ma- 
trix  of  constants,  and M is the  matrix of coefficients of the 
linear  application. 

This is equivalent to 

( W L A ) ~  = Z(I + M + M' + . . . + M") + M~(WLA)'. 
(21) 

The solution  must not  depend  on  the initial set of values 
(WLA)' and must have finite values, which implies that 
the  limit, as p -+ m, of (I + M + M2 + . . . + M") must 
have finite values. If the circuit powers  are in the usual 
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range  (less than 1.5 mW),  the values of the  coefficients of 
the M matrix  satisfy the foregoing  condition. 

The  entire global process may be  summarized as fol- 
lows: 

(PI = F [ ( P ) ,  (MSD) ,  (XD) ,  (DD)I, (22)  

where ( P )  is the  set of circuit power values and (DD) is 
the  set of performance requirements (macro delays)  spec- 
ified by the designer. 

This relation states  that  from  the (MSD),  (XD) ,  and 
(DD)-all these  data being designer-specified-the pro- 
cess  convergence  provides the  mask data for the macro. 

A  nonconvergence of the  process may be due  to  one of 
two  causes.  First,  there may be no solution because  the 
delay requirements  cannot be satisfied. This can be  de- 
tected  at  each iteration by a direct delay  calculation as- 
suming that all circuits  have  their maximum allowable 
power  dissipations.  Second, numerical  oscillations may 
occur  as a result of either the  approximation  used in Eq. 
(1  1) or a discontinuity in the  macro layout  variations. Er- 
ror from Eq. (1 1) is only significant when differences be- 
tween the load capacitance values are quite  large.  This 
implies that  the  macro  layout must  be  implemented  with 
an  awareness and control of these  factors.  However, os- 
cillation must be detected by the algorithm;  this is accom- 
plished through an  analysis,  at  each iteration, of the  con- 
vergence characteristics of successive circuit power val- 
ues. 

An application  to  programmable  logic  array  macros 
One of the most attractive applications of this  design  ap- 
proach is the  automated design of programmable logic ar- 
ray (PLA) macros. Because of the high degree of variabil- 
ity of layout configurations, PLAs  appear  to be  very ap- 
propriate  for design automation.  The  reason  for this 
variability is that  PLA  macros  do not  have  a specific logi- 
cal  function. Each new function  achieved by the  PLA 
generates a new layout  with its particular  number of input 
lines,  output lines,  word lines, personality, decoder 
types, and folding characteristics.  The number of configu- 
ration parameters (MSD) and their impact on  the layout 
make  manual  design of PLA  macros highly inadvisable. 

However, this  variability can be efficiently handled 
through algorithmic layout  generation.  Moreover, electri- 
cal designs of PLA  macros  are very  sensitive to  the per- 
sonality  information and  cannot be easily produced with- 
out using the electrical equation  concept. An automatic 
tailoring of the electrical  design to  the personality data is 
a major advantage of the  automated design approach. 

Circuit 
powers 

w 
H Algorithmic 
layout generation 

conditions data 

'7) I L D )  

Electrical 
parameters 
computation 

I I 

Active  devlcc 
size computation 

Electrical + parameters ( E P )  

Figure 7 dc design algorithm detail (W indicates start of first 
iteration). 

The most  important features appearing in automated 
PLA macro design procedures [8] can be supported by 
the topological equation  technique.  These  are  the follow- 
ing: 

array folding, 
0 mixed single- and  double-bit decoder  blocks, 
0 power and  clock  lines bussing, 

gate sharing,  and 
0 inputloutput line location  specification. 

A set of parmeters  can be specified by the designer al- 
lowing a high degree of variability and flexibility of de- 
sign. Basically, these  parameters  are  as follows: 

the  number of input lines,  output lines, and word lines 

the personality data ( M S D ) ,  
the  macro power of the  macro  delays (performance  re- 

the folding and gate sharing  options (MSD) ,  and 
0 the input and  output  locations (MSD).  

(MSD)  > 

quirements), 

The global structure of PLA macros can always  be pic- 
tured  as  an assembly of decoder  and  array  blocks.  There- 
fore,  the overall design must  include  a sequence of block 61 9 
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Figure 9 PLA  macro  layout  for a folded, four-bit input-parti- 
tioned  PLA with gate sharing. 

designs followed by an  assembly  phase. Discussion  here 
will be limited to  the algorithmic  generation of the  array 
block layout, which probably is the most  challenging as- 
pect of PLA macro  generation. 

lERGNIERES 

The objective is to  develop  an algorithm as  independent 
of technology  rules and  circuitry  type  as possible.  Array 
layouts can be considered  as cellular ,and hierarchical 
structures  composed of a limited set of patterns.  There- 
fore,  the  structural  and hierarchical  relations  existing in 
array  layouts  can be expressed  as  an algorithmic process. 

Figure 8 illustrates this idea and  shows its  implementa- 
tion. An array block is composed of two  or  three  arrays. 
Each  array  consists of a stack of word line blocks  which 
are built from  three  books.  Each  book is described by a 
set of topological equations. Personality shapes  are laid 
on  the  array  structure  after its assembly. Circuitry type 
and  technology  rules impact only the design of the  books. 
The main difficulty in designing the  array  generation al- 
gorithm is in the requirement of ensuring  pitch compati- 
bility between  the OR array  and  its associated AND arrays. 
This difficulty is increased by the electrical  design  provi- 
sion for large differences in gate  size for  the  macro  and by 
the gate  interleaving  capability  supported by the al- 
gorithm. 

Design  examples  and  conclusions 
Figure 9 illustrates an  example of a PLA macro layout 
produced by the  macro  generation program and gives an 
idea of the degree of sophistication which can be  sup- 
ported. 

Figure 10 shows  the  required  CPU time (IBM 370/158) 
for  PLA  macro  generation  as a function of the size of the 
PLA arrays  expressed in terms of the number of personal- 
ity bits.  These  data  have  been  extracted from chip design 
experiences and give a good  indication of the  limitations 
and efficiency of the algorithm. 

Designs of several LSI chips using a  macro generation 
program  incorporating the algorithms described in this 
paper  have indicated a significant reduction  (two to  three 
times) in design  cycle times. Additionally, these designs 
demonstrated  that  automated optimization of large  net- 
works is possible and  provides highly sophisticated  and 
dense  layouts. Most of the new concepts  developed  for 
this purpose  appear  to be fitted to a  very large domain of 
applications and FET technologies. In conjunction  with 
macro  placement and  interconnection algorithms,  they 
could provide a  completely automatic method for design- 
ing macro  chips  and  thereby significantly reduce  the 
physical chip design time. 

Appendix 
Assuming that S(X, ,  . . ., X,) is a function of N unknowns 
subject to M constraint relations R(X, ,  . . ., X,) = 0, 
there  exists a set of M coefficients (A, ,  . . ., A,) such  that 
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the  extremum (maximum or minimum) of the S function is 
the solution of the following system of N + M simultane- 
ous equations: 

- + 2 Aj- = 0, i = 1 to N ,  
as aR. 
ax, +, ax, 

R,(X,, . . ., XN) = 0, j = 1 to M ,  

where  the Aj are  the  set of Lagrange  multipliers. 

Application of this  method,  to  Eq. (9) as the S equation 
and  to  Eq. (10) as  the R equation, leads to  the formulation 
of Eqs. (12) and (13). 

The validity of the method requires  that  the R relations 
have continuous  derivatives;  the  characteristics of Eqs. 
(9) and (1 1) satisfy this  condition. 
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