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Computer  Simulation of Electron-Beam  Resist  Profiles 

A user-oriented,  conversational  computer  program,  LMS  (Lithography  Modeling  System),  has  been  developedjor rapid 
investigation o j the  total  lithographic  process  used in electron-beam  lithography,  including  electron  exposure und resist 
development.  Electron  scattering  and  energy  deposition Mithin the  resistjlrn m e  simulated with Monte  Carlo  techniques, 
including the .signijicunt effects  of  electrons  buckscattered  from  the  substrate.  The  magnitude  ojand  correction  ,for  the 
resulting intra-  and  inter-line  proximity e fec ts  in the  latent  image  and their dependence  on variables such as beurn 
voltage, Jilm thickness,  substrate  muterial,  and  line-pattern  geometries are easily  investigated bvith LMS.  The  latent 
image in the  resistjlm is transjbrrnrd  into N solubility-rate image.  The  time  evolution  ofthe  developed-resist  projik and 
its  dependence on electron  dose,  solvent,  etc.  can  also be determined. 

Introduction 
The technology of electron-beam (e-beam) lithography 
depends on the  complex  interaction of a  focused  e-beam 
with a polymer film on a  nonpolymeric substrate. Elec- 
tron irradiation of a polymer film produces chemical 
changes  such as polymer  chain  scission  (positive  resist) 
or polymer chain  cross-linking  (negative resist), giving 
rise to  areas with different solubility properties. Selective 
organic solvents are  then used to  develop the film in pat- 
terns that correspond to the electron irradiation  pattern. 
The remaining polymer film can be used subsequently as 
a resist mask for  substrate  etchants  or metal film deposi- 
tion.  Electron beams, along with x-ray and deep uv opti- 
cal methods,  are now being used to replace  conventional 
uv contact printing for  the fabrication of semiconductor 
and magnetic bubble  integrated circuits [I] .  

The spatial contours  or profiles developed in the poly- 
mer film are  determined by two  separate  processes: 1) 
electron  scattering and energy  deposition within the film 
and 2 )  chemical  development of the electron-irradiated 
volume with a solvent. Due to  the large number of experi- 
mental variables encountered in these  processes, it is 
very desirable to have  a simulation tool to study  the im- 
portance  and consequence of the  various process parame- 
ters in the  context of the  entire lithography process. For  a 

particular application, it is also  important to optimize pa- 
rameters such as e-beam voltage,  resist film thickness, 
electron  dose,  developer type  and time,  etc.,  to achieve  a 
desired  resist profile. In particular, it is very  important to 
quantitatively understand and compensate for  the so- 
called proximity  ejfects unique to  e-beam lithography. 
These effects are  due  to electron  scattering within the 
film-substrate target and appear in isolated lines (intra- 
line proximity effects) and line arrays (inter-line proxim- 
ity effects). Hence,  the actual dose  absorbed by a  pattern 
feature depends on both its size  and neighboring features 
[ 2 ,  31. As feature  sizes and  spacings  become  smaller, 
proximity effects  become  larger; hence, they impact the 
maximum device  density in very large scale integration 
(VLSI) technology. 

In this paper we describe  a software package called 
LMS (Lithography Modeling System), which simulates 
the  two processes of electron  scattering and  subsequent 
development to predict  the  time-evolution of  line profiles 
developed in an  e-beam resist film. The model automati- 
cally includes  proximity effects and can also be used to 
calculate  the dose modulation or  feature-size modulation 
necessary to compensate  for proximity  effects, including 
the developer  process. A description is given of the soft- 

Copyright 1980 by International Business  Machines  Corporation.  Copying is permitted  without  payment of royalty  provided that (1) 
each reproduction is  done without  alteration and ( 2 )  the Journal reference  and IBM copyright  notice are included on the first page. 
The title and abstract may be used without further permission in computer-based and other information-service systems. Permission 
to republish other  excerpts should be obtained from  the  Editor. 

,ND R. PYLE IBM J .  RES.  DEVELOP. \ 'OL. 24 NO. 4 JULY 1980 



ware system and its  use in a  conversational mode on a 
graphics computer terminal.  Some  relevant  and  explor- 
atory  examples of LMS applications are also given. 

Electron scattering and energy deposition in resist 
films 
Monte Carlo  simulation of electron scattering is used, 
coupled with a model for energy loss along the  electron 
trajectory,  to  calculate  the spatial  distribution of energy 
deposited in the  resist film by an e-beam.  This spatial  dis- 
tribution is referred to  as the h t m t  imuge. The  details of 
the Monte Carlo simulation have been given previously 
[4], but a brief outline is presented here. Figure 1 shows  a 
sequence of scattering  events  for  one  electron with en- 
ergy E,, incident on a  resist film with thickness ?. 

The step length A is the  energy-dependent mean free 
path for  elastic scattering of the electron by an  atom.  The 
scattering angles On and  are chosen with the aid of 
computer-generated  random numbers. Energy loss along 
the step length is given by a  continuously-slowing-down 
approximation. The resist film volume is divided into 
small cells and  the energy  deposited within each cell is 
accumulated  from  any  and all electrons  that traverse  it. 
For statistical precision, a large number (1-2 x IO4) of 
electron trajectories  are simulated to form  the  latent im- 
age,  since no two electrons will have the same trajectory. 
Some electrons  enter the substrate and can be scattered 
back into the film at large lateral distances from  their 
point of entry.  This  produces a  broad tail in the radial 
distribution of the latent image. This radial distribution 
originates in the  Monte  Carlo  simulation  as  a histogram 
with spatial resolution equal to the particular cell size. 
The latent image is actually  the group of radial distribu- 
tions  at  each successive  depth in the film. For a I-pm film 
with a cell size of 0.05 pm there are 20 such distributions 
and each  distribution is different due  to  the degree of elec- 
tron scattering  at each  depth z .  The distribution also  de- 
pends on the geometry of the source ( r . g . ,  point or line 
source). For  a line source, the  radial  distribution is in- 
tegrated along the line axis. 

Radial distributions can be curve-fitted by approxima- 
tion with two coaxial  Gaussian distributions [5] ,  but in 
simulation of the  developed profile  we prefer to retain the 
accuracy in the basic  Monte  Carlo  histogram  and  carry it 
through all subsequent calculations. The Monte Carlo 
simulation can automatically accommodate the  disconti- 
nuity between the film and substrate since the electron 
position is known  and  the  scattering parameters associ- 
ated with each particular material are changed as the  elec- 
tron crosses the boundary. Non-Monte  Carlo  techniques 
must,  out of necessity,  treat any electrons backward-scat- 
tered from the  substrate with a different model from  that 

Figure 1 Schematic  diagram  showing  the initial Monte  Carlo 
step  lengths for electron  scattering in a thin resist film on a thick 
substrate. 

used for forward-scattered  electrons.  The artificial sepa- 
ration of forward- and  backward-scattered electrons may 
lead to some  uncertainties in the present application.  As 
we  will see,  the contribution of the  backward-scattered 
electrons to  the latent image is an  important  factor in 
proximity effects. The remainder of this paper  discusses 
only y-directed line sources of electron  exposure, and the 
simulated profiles are in cross-section to  the line axis. 

The present  version of the  Monte  Carlo program re- 
quires  about 1 min  of CPU time per I O '  trajectories, and a 
latent image needs  to be calculated  only once  for a  partic- 
ular target configuration and beam voltage. Any arbitrary 
film and substrate material  can be modeled. In addition, 
we can account  for a  second film between the resist  and 
substrate, such as is encountered in optical  mask making. 

Initially, the spatial  distribution of energy absorbed in 
the resist film by a  6-function line source is calculated. 
With the  8-function  latent image in the form of a two-di- 
mensional histogram of energy  density (eVicm") in x and z 
(with resolution 6.w = Sz), the spatial  distribution of en- 
ergy density in the resist film can be  calculated for any 
arbitrary  incident  beam shape.  For a  round  beam source 
such as that  produced in a vector-scan system [6], the 
incident beam profile can  be  described by a Gaussian  dis- 
tribution. For a square beam source  such  as that pro- 
duced in the IBM-EL1 system [7], the beam profile can be 
described by a  convolution of a  Gaussian  distribution 
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Figure 2 Thickness  of  resist  remaining vs.  development  time 
for  an  etching  rate  given by Eq. (3); rate  parameters  as in the 
text. 

(Distance  from  center of line source ( p m )  

Figure 3 Lateral  distribution of energy  deposited in the film of 
1.8-pm  polymeric  resist  on Si (25 keV,  2.0-pm  written  linewidth) 
using a Monte  Carlo  simulation  for  an  ideal  line source. 

with itself over  the  square dimension. The result of such a 
convolution is given [3] as a sum of error functions (erf): 

f ( x )  = Werf [ (a  - x ) / d ]  + erf [ (a  + x ) / d I l ,  ( 1 )  

where  the  beamwidth (FWHM) = 2u ,  u is the  standard 
deviation, and K is a constant.  For a / u  >> I ,  the edge 
slope is 

The edgewidth EW is given by m 6 / 2 ,  and is defined by 
the  tangent line tof(-t-a)  interceptingf(x) = 0 andf(x) = 

2K erf ( a l g a ) .  The edge off(x) is symmetric  about  its 
half height. 

Since LMS was originally designed to simulate  the lith- 
ography process  associated with the  IBM-EL1 tool, we 
use Eq. (1) as  an  envelope function for digital convolution 
of the  latent image from  an ideal line source. This con- 
volution results in significant savings in computer time 
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compared to distributing  the electrons  over a finite 
beamwidth within the Monte  Carlo  simulation 131. The 
convolution assumes  that superposition of electron ex- 
posure  and subsequent energy  deposition  holds. 

Developer characterization 
To simulate the time-evolution of the  developed profile, 
we must transform the latent image into a solubility-rate 
image. For  such a transformation, we need to establish a 
relationship between local solubility rate R (nm/s) and lo- 
cal absorbed  energy  density E (eVlcm"). By using E 
rather than  incident electron flux Q (C/cm2) we remove 
any artificial dependence of solubility rate  on beam volt- 
age.  Since  at present this  relationship between R and E 
cannot be established from theory, we must depend on 
experimental measurements of changes in film thickness 
v s .  development  time for a  particular film-solvent combi- 
nation and dose Q. After  curve-fitting  such data with an 
analytical expression including the  Q-dependence of R,  
we can  then  use the expression with LMS. However, 
most measurements in one dimension  only specify R(z)  
v s .  Q. Thus,  the Monte Carlo simulation must also be 
used to transform Q into E(z)  for a plane source;  see for 
example Figs. 2(a)-(b) in Ref. [4]. The latent image for a 
finite feature will be a  function of cell  position ( ; . e . ,  x and 
z ) ;  hence, the solubility  rate image will also  be a function 
of x and z. The solubility  rate image  is subsequently  trans- 
formed  into  a profile evolution via a cell model for dis- 
solution similar to  that described in simulation of optical 
lithography 181. Both positive  and  negative resists can be 
simulated within LMS. 

After  some experience with a variety of resist materials 
and solvents, we found  that  the following general rela- 
tionship  between R and E adequately describes the  ob- 
served  one-dimensional  rate data  for positive resists: 

R = ( A  + BE")(I - + &(E) ,  (3) 

where R is the  etch  rate  (nmis), z is the distance below the 
film surface (pm), E is the  absorbed energy  density (keV/ 
cm"),  and A ,  B ,  a ,  and n are appropriate constants. Note 
that E Q. The  dependence of F: is given by 

&(E)  = E" + CE"', (4) 

where C and m are  constants  and E is evaluated  at z = 0. 
The form of Eq. (3) results in a  special characteristic such 
t h a t f o r z < < I / a a n d Q = O , R = e , . F o r z > I / a a n d Q =  
0, R = A + E". This  type of dissolution  behavior  for  unex- 
posed resist has  been  observed by several  authors for 
diazo-type positive photoresist  materials under both opti- 
cal and e-beam exposures [9-IO]. A hypothetical  example 
of the  thickness-time curves  for  such materials is shown 
in Fig. 2 with A = 5 nm/s, a = 1.5 pm", B = 2 .5  x IO-", 
n = 1.05, C = 2.0 X IO-"", m = 1.5, and E" = 0.05 nmis. If 
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we let a become large and make C = 0,  Eq. (3) reduces  to 
a form utilized previously to  describe the solubility be- 
havior of polymethylmethacrylate  (PMMA) [ 11-13]. The 
new parameter 01 is interpreted to  describe  the  distance 
that  the solvent  must diffuse into the  resist  before  the on- 
set of any significant solubility rate.  This diffusion dis- 
tance is then  approximately I / N .  The  term &(E) is a cor- 
rection  term to provide the  proper  surface  rate. 

Hence,  Eq. (3) can be used to describe  the solubility 
behavior of both "nonlinear" (e .g. ,  "AZ-13505 1141) and 
"linear" ( e . ~ . ,  PMMA) resists. This linearity or nonlin- 
earity  refers, of course, only to  the unexposed  resist and 
its solubility rate with depth. All resists  are nonlinear 
when exposed by e-beams ( i . e . ,  R changes with depth z) 
due to  electron  scattering. 

Details of the LMS programs, the  system  description, a 
flow chart, and the algorithms are  contained in the Ap- 
pendix. Also presented there is a  portion of the actual 
computer  terminal I/O text during an  LMS session. 

Example applications 
We  will now describe and illustrate the sequence of 
events for  a  simple  example  calculation with LMS, 
namely a  2-pm line written  and  developed in a 1.8-km- 
thick resist with hypothetical  development  characteristics. 

After execution of the MONTY EXEC routine (see Ap- 
pendix),  a  two-dimensional histogram of energy  depos- 
ited within each cell 1's. cell position ( x ,  z) is stored 
for a y-directed ideal line source. Figure  3 shows  the 
simulated lateral profile of energy deposited within the re- 
sist film at  three  different  levels for a 25-kV beam, 1.8-pm 
film on Si. Near  the surface (z = 0 pm),  the distribution is 
very narrow and intense. As the depth z increases, the 
distribution becomes broader  and weaker and  a signifi- 
cant "tail" appears because of electron backscattering 
from the substrate. Scattering of electrons both forward 
and  backward contributes  to  the proximity effect in e- 
beam lithography. 

After execution of the  BEAMSHPE  EXEC, a primary 
incident beam profile is formed [Fig. 4(a)]. This is the  en- 
velope curve under which the &function distribution (Fig. 
3) will  be convoluted. 

After execution of the  CONVOLUT  EXEC, the two- 
dimensional histogram of normalized energy  density (eVi 
C-cm) v s .  cell position (x, z) is stored.  The  curves in Fig. 
4(b) show the results of convolution for  three different 
depths z in the film. Here, the energy  deposited  varies 
with z and the "tails" of the  distribution in Fig. 3 are now 
a significant part of the total distribution. 

I Distance from ccnter ( pm) 

Figure 4 (a) Definition of terms.  The  vertical  axis is the  number 
of electrons  distibuted  over  the  incident  line,  normalized  to lo5 
total  electrons.  Example profile describing  the  incident  current 
density for a 2.0-pm  linewidth via Eq. (1). (b) The  curves  give  the 
lateral  distribution of energy  deposited within a 1.8-pm  poly- 
meric  resist film (Si substrate) by 25-keV electrons for the 2.0- 
Frn written  linewidth; 1 keV = 1.602 X J. Throughout 
the  text  energy  values  are  given  in  keV. 

1 2 

Distance fromcenter ( pm) 

Figure 5 Lateral  distribution of etch  rate for the  same  resist 
film and  the  latent image of Fig. 4(b); Q = 20 pC/cm2. 

The latent image of Fig. 4(b) is transformed into a  solu- 
bility rate image with Eq. (3) (DEVELOPE  EXEC);  see 
Fig. 5  for the special case of the  rate values given pre- 
viously and Q = 20 pC/cm2.  The  developer algorithm also 
calculates the time-evolution of surface profiles by con- 
necting together all the cells  that  have  the same total  de- 
velopment time.  The  development time for a  particular 429 
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Figure 6 Cross-sectional  SEMs of developed  profiles in I-pm 
PMMA resist  for  doses of (a) 60, (b) 80, and (c) 100 pC/cmz for 
an 0.5-pm linewidth  and  20-keV electrons. The  profiles  were de- 
veloped in l :  1 MIBK-IPA for 3 min. (d) The  simulated  profiles. 

Figure 7 Cross-sectional  SEM of developed  profile in 1-pm 
PMMA for a five-line  array of 0.5-pm lines and gaps. 

cell,  once it becomes  exposed  to  the  solvent,  depends  on 
the number of cell faces  exposed, and  therefore on the 
development  time  for  its  nearest and next-nearest neigh- 
bors. An example of the  time-evolution for development 
of Fig. 5 is shown in the Appendix for  TIME = 5,7.5,  and 
I O  min (see Fig. A5). The  developer algorithm has  several 
options that allow the  user  to specify such  development 

430 conditions as  the time of development in the profile simu- 

lation; the  depth of development, ;.e. the profile which 
just  reaches  that  depth;  the  open dimension (width of de- 
velopment) of the profile at  a  particular depth;  or a  partic- 
ular point on a desired profile. Since  input  options are 
specified by the  user during execution of the developer 
algorithm and  a series of mixed options  can be  run  se- 
quentially, the profile simulation output is very flexible. In 
addition,  the  resist film can be divided into several  layers 
and each  layer can be developed with selective (or  com- 
mon) solvents,  each with its appropriate  developer  char- 
acteristics. 

Isolated  lines  “theory  and  experiment 
To  assess the  simulation accuracy, a test pattern  con- 
sisting of isolated  lines  and five-line arrays with various 
linewidths was  written in a I-pm-thick PMMA-type resist 
on Si substrates in our VS-1 lithography  system [6] and 
exposed with different electron  doses Q at a beam voltage 
of 20 keV. The  resist  was developed in a 1: 1 solution of 
methylisobutylketone (MIBK) and  isopropanol (IPA)  for 
3 min at room temperature. After we fractured  the silicon 
perpendicular to the  written line, the developed  patterns 
were examined by scanning  electron  microscopy  (SEM). 
Figures 6(a)-(c) show typical SEM micrographs of the 
isolated 0.5-pm  lines for incident electron  doses of 60, 80, 
and 100 pC/cm2, respectively.  From  such observations, 
one  can  ascertain the relative “sensitivity” of various re- 
sist materials by using criteria  such as the dose required 
to obtain  perpendicular sidewalls [ 151. 

For the  simulation, the magnitude of the rate parame- 
ters in Eq. (3) were  determined for the same PMMA resist 
developer by exposing large pads in the  resist  at  various 
doses and measuring the thickness loss v s .  development 
time. After converting Q to E as described  earlier,  the 
solubility rate R (nmis) was plotted v s .  E. The appropriate 
rate constants were  then  determined by curve fitting [ 131. 
For the resist used in this experiment, the  rate constants 
are A = 0.1 nmis, a = x ,  B = 6.4 X (cm’’/keV)’, n = 

2.0, and E” = C = 0. The value of B can be determined by 
an intersection  point Do between  the tangents to the low- 
and high-dose portions of the  rate curve on a log-log plot; 
it is a fixed quantitative  number,  as  are A and n.  For D,) = 

200 J/cm3 = 1.25 x 10IR keV/cm“ (the value used pre- 
viously [13]), we can also  evaluate B for use in Eq. (3) 
since B = (I/D,)”. 

The only other  parameter  to be determined  for LMS is 
the value of u in Eq. (1). Since  this is not directly measur- 
able in our VS-I system, we have deduced an effective m 

by searching for  the best  agreement  between the ob- 
served and simulated profiles. After comparison with a 
variety of developed profiles, we have arrived  at the fol- 
lowing effective values: (r = 0.12 pm and B = 8.0 x 

D. F. KYSER AND R. PYLE 1BM J .  RES. DEVELOP. VOL. 24 NO. 4 J U L Y  1980 



I -4 

-2 0 2 4 

Dictancefromccnterof  principal line ( pm) 

I ~ 

~ 

IBM J. RES. DEVELOP. 8 VOL. 24 NO. 4 JULY 1980 

Figure 8 (a) The curves give the lateral distribution of energy 
deposited in the film by  20-keV electrons at different levels in the 
film. The incident exposure is a five-line array as in Fig. 7. (b) 
The simulated profile for the latent image  using developer param- 
eters: A = 0.1 nmis, E = 8.0 X (cm3/keV)',  and n = 2.0 
(appropriate for PMMA in 1:l MIBK-IPA). Only the profile cor- 
responding to the first  line to reach the substrate (Si) surface is 
shown: Q = 80 pCicm'. 

(cm:'/keV)2.  This  value  for u is reasonable,  and  the ef- 
fective  value  for B is very  close  to  that  obtained  from  the 
one-dimensional  rate-curve fitting. The  small  difference 
may  be  due  to  the  use  of  an  average  value  for E within  the 
film for  conversion of Q to E, rather  than  considering  the 
z-dependence of E .  There  may also be a small systematic 
experimental  error  and,  of  course,  we  have  assumed  the 
incident  beam in our  VS-I  system  to  be  Gaussian in pro- 
file. 

The  curves in Fig.  6(d)  show  the  result of using  LMS  to 
simulate  the 3-min developed profile  in the  same  PMMA 
resist  for  the  same  electron  doses  of 60, 80, and 100 pCI 
cm', respectively,  and  using  the  same  rate  constants  dis- 
cussed  previously.  Direct  comparison  with  Figs.  6(a)-(c) 
shows  good  agreement in shape  and  dose  dependence. 
The  top  corner  edges of the  simulated  profiles  are  notice- 
ably  sharper  than  the  observed  corners.  Similar  agree- 
ment  and  differences  were  observed  for a variety of  iso- 
lated  lines  and  linewidths.  With  the  variety of parameters 
contained  within  the  total  simulation,  including  those  as- 
sociated  with  electron  scattering  and  solvent  develop- 
ment,  this  relatively  good  agreement  between  theory  and 
experiment is very  encouraging. 

Xnter-linP proximity e ~ e c t  in line arrays 
Because of electron  scattering,  the  various  lines in a finite 
line array  do  not  develop  to  the  same  size  at  the  same 
time.  For  example,  Fig. 7 shows a five-line  array of 0.5- 
p m  lines  and  0.5-pm  gaps  written in 1 ,urn of a PMMA- 

I -4 

-2 0 7 4 

Distance from center of principal llnc ( pm 1 

Figure 9 (a) The curves give the lateral distribution of energy 
deposited at different  levels in the resist film of Fig. 7 with dose 
modulation of 1.1 11 on the outer two lines and 1.041 on the inner 
two lines ( I  .OOO for the center line) of the  five-line array of 0.5- 
pm lines and gaps. (b) Simulated developed profile for the latent 
image in (a). Note that all  five lines now  reach the substrate sur- 
face at the same time; Q = 80 pC/cm2, developer parameters as 
in Fig. 8(b). 

type  resist.  The  two  outer  lines  are  narrower  than  the 
three  inner  ones.  We  can  use  LMS  to  study  such  inter- 
line  proximity  effects. A simulation of the  absorbed  en- 
ergy  density (eVIcm:') v s .  lateral  distance is given in Fig. 
8(a)  for  two  depths in the film. Although  each  line  re- 
ceived  the  same  incident  dose Q (CIcm') on  the  surface, 
each  did  not  receive  the  same  absorbed  energy  density E 
(eVIcm:') within  the film. Shown in Fig.  8(b) is the  simula- 
tion  of  such a developed profile for a case  where  the  cen- 
tral  line  just  begins  to  open  at  the  interface  (represented 
by the  horizontal  line).  The  time  evolution  of  the profile 
results in a nonuniform  linewidth  array, as was  observed 
in Fig. 7. 

With  proper  dose  modulation  of  each  line  exposure 
about  some  nominal  dose,  the  lines  can  be  developed  to 
the  same  size  at  the  same  time  and  LMS  can  be  used  to 
predict  the  proper  dose  modulation  required  for a particu- 
lar  line  pattern  and  resist-developer  system. With the 
DOSECORR EXEC, the  user  simply  specifies  the  depth z 
at  which  the  peak  absorbed  energy  density is to  be  made 
uniform.  The  program  then  automatically  iterates  the rel- 
ative  line  doses  and  converges  to a unique  dose  modula- 
tion  for  each  line  to  achieve  this.  For  the  five-line  array of 
0.S-pm  lines  and  gaps,  the  dose  modulation  required  at 
depth z = 0.5 p m  is calculated  to  be 1.11 1 for  the  outer 
two  lines  and 1.041 for  the  inner  two  lines,  with  respect  to 
a value of 1.000 for  the  central  line.  The  corresponding 
latent  images  with  this  dose  modulation  are  shown in Fig. 
9(a);  the  developed  image, in Fig.  9(b).  The  dose  modula- 431 
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dence of the  absorbed energy  density E .  That  is, per unit 
dose Q ,  narrow lines  receive  less  internal  energy  deposi- 
tion than do wider  lines. As an  example, Fig. 10(a) shows 
a  series of latent image distributions of energy  density  for 
various  linewidths in 1 pm of PMMA at 20 keV. The dis- 
tribution  shown  applies  only to  the  depth z = 1 pm. At 
sufficiently large linewidths,  the maximum value of E 
within the line reaches  an  asymptotic value correspond- 
ing to that  for a large-pad exposure.  The linewidth for 
which this occurs is determined by the maximum electron 
range and hence by the incident  beam  voltage.  This  distri- 
bution  can go beyond +-5 pm (around center) at 25 keV. 
Thus, the beam  voltage is an important factor in deter- 
mining the magnitude of both inter-  and  intra-line proxim- 
ity effects and  their compensation via dose modulation. 

90 - 

- Figure 10(b) shows  the result of LMS simulation with 
varying linewidths  and beam voltages for a 0.5-pm resist. 
The value of the peak  energy  density within each isolated 
line has  been  normalized to that for a  very large line- 70 - 

h 

0 2 4 6 energy  density  and will develop to  the  proper size simul- 

where  this  relative  energy  density approaches 10076, all X 

- E 
width.  For  a  particular  beam voltage and  linewidth, 

\ 
Y 
4 50 lines with larger  linewidths will have  received  the  same 

I 1 1 1 I 1 (b) 

taneously. For 10 keV, this minimum linewidth is 
Lincwidth ( /mi)  =2 pm; for 20 keV, it is =5 pm. In practice, it may be 

Figure 10 (a) Lateral distribution of energy  deposited in the 1- 
pm PMMA resist film of Fig. 7 for isolated lines with different 
linewidths, which have  received the same  incident  electron dose. 
(b) Energy absorbed  at z = O.5pm for a 0.5-pm PMMA film, 
relative to a large linewidth at the  same beam voltage. The in- 
cident  electron  dose is the same  for varying linewidth and con- 
stant beam  voltage. 

tion required will depend on film thickness, beam voltage, 
and line-pattern geometry. For  calculating  the proximity 
corrections  to  complex patterns of finite features, an ana- 
lytical method has been  developed that utilizes  two  coax- 
ial Gaussian distributions  to approximate the latent image 
in the resist film [16]. A variety of operating conditions 
have been calculated with Monte Carlo simulation of 
electron scattering, and a table of Gaussian  parameters 
have been generated  for use in such  algorithms [ 5 ] .  How- 
ever, with LMS the  developer effects can be included in 
the  calculation of proximity  effects  and  the  actual  resist 
profile  is simulated in cross-section for evaluation  and op- 
timization. 

sufficient to  consider  the relative energy to be 290%, in 
which case  the minimum linewidths for 10 and 20 keV be- 
come about l and 3 pm, respectively. Similar curves  are 
found for  I-pm-thick  resist, but are shifted to larger line- 
widths. 

Since any practical  correction for proximity  effects will 
be only approximate, it  is advantageous  to minimize the 
proximity effects by optimizing the  e-beadresist film in- 
teraction. For  0.5-pm resist films, such  as  those used in 
optical mask making, it  is better  to use 10 rather than 
25 keV to achieve 1-pm minimum feature  sizes; below 
about I-pm linewidth at 10 keV, significant proximity ef- 
fects  appear, which must be corrected  for in 0.5-pm films. 
It is also apparent  from Fig. IO@) that  for a range of small 
feature sizes, it is advantageous to use very high beam 
voltages (e.g., SO keV)  to provide uniform absorbed en- 
ergy density. When the energy density is uniform,  the 
various feature sizes are  expected  to  develop to the 
proper size simultaneously, assuming the  absence of any 
developer  effects within the  proximity  effect. If the en- 
ergy density cannot be made uniform from feature  to fea- 
ture by optimizing the beam voltage,  a correction must be 
made during exposure via a complex pattern  processor 

Intra-l ine  proximity effects and  their  voltuge  deprn- for proximity compensation. In the simplest case, one 
dence should be able to avoid  the need for  correction of proxim- 
Intra-line  proximity  effects due  to  electron scattering ex- ity effects by using thin  resist  films  and low beam voltages 

432 ist even for isolated  lines  and  result in a linewidth depen- for  features > Ipm. 
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These predictions of the voltage  dependence of proxim- 
ity effects  were tested by writing narrow lines in a five- 
line array  pattern in 0.5-pm resist at 10 and 20 keV. Fig- 
ures 1 ](a) and (b) show  optical  micrographs of the  I-pm 
(left) and  2-pm (right) line arrays  after development to 
size. At  20 keV, the outer two  lines in the 1-pm array  are 
narrower than  the  inner three and in the 2-pm case  there 
is still some thickness loss between  the lines. At 10 keV, 
the I-pm lines are uniform in size  and  there is no thick- 
ness loss between the 2-pm lines.  Hence, the experimen- 
tal results  support the LMS predictions. 

e Multilayer resist jilms 
One of the techniques  used to obtain an undercut (lift-ofQ 
profile with relatively low electron  dose involves use of a 
two-layered resist coating with selective solvents  for each 
layer.  The top layer is a high-sensitivity resist while the 
bottom layer is a lower-sensitivity or even radiation-in- 
sensitive  material.  After  the image is formed in the  top 
layer, it  acts  as  a mask for subsequent  development. Such 
a  process  has recently been used to fabricate  I-pm 
MOSFET VLSI  devices [ 171. When used to simulate  such 
a  condition, LMS  can be useful in optimizing the configu- 
ration with respect to layer thicknesses, electron dose re- 
quired,  etc. As an example. Fig. 12 shows the simulated (b) 

profile for a 0.5-pm  nonlinear  resist on a 1.3-pm linear 

resist for  a 2.5-pm  isolated linewidth written with an 80- PMMA resist film for electron doses of (a) 4o pC,cm~, keV 
Figure 11 Optical micrographs of  developed lines in a 0.5-pm 

pCicm2  dose at 25 keV. The  rate parameters used for  the and (b) 80 pC/cmZ, 20 keV. The patterns are for five-line arrays 
resist layers  are the same hypothetical  values as  those of I -pm (left) or 2-pm (right) lines and gaps. 
used to generate Fig. 8 and  the Appendix figure A5. I t  
appears  that  a successful lift-off profile can  be achieved. 
In these multilayered resist systems LMS  can  be  used to 
rapidly investigate the tradeoffs  among  the large variety - 
of experimental  variables. 

Proximity firnction prrrumc'trrs 
Some recent work [I81 has shown that LMS  can also be .? 
used to  deduce the  numerical  values for the parameters in 2 I I I I 1 

a proximity  correction algorithm such as  SPECTRE [ 161. 
The  dose compensation factors  (DCF)  for  a variety of fea- 
ture sizes were calculated with LMS including the  devel- 
oper effects.  Then  the SPECTRE program was iterated, Figure 12 Simulated developed profile of a multilayer resist 
for  the Same patterning, with a variety of input parame- structure with total thickness of 1.8 pm (0.5-pm top  layer, 1.3- 

ters  for  the coaxial Gaussian  approximations Wf, vE ,  p,,) layer, 
p m  bottom layer). The development times are indicated for each 

until the  DCF  set agreed with the set derived  from LMS. 
A unique set of parameters was found which provided the 
best agreement.  For 1-pm PMMA resist film on silicon at 
20 keV,  the best set is Pr = 0.075 pm, qE = 0.90, p, = for resist  materials  such as  those shown in Fig. 2, which 
2.75 pm, and  this set  supports  the conclusions  reached by have  unusual developer  characteristics. 
Parikh [ 191. Hence it has now been demonstrated  that re- 
sist profile simulation can be used successfully to predict Summary 
reasonable values of the  parameters in a proximity func-  The application of new software  for simulation of electron 
tion without the necessity for an experimental  matrix. scattering, energy deposition, and subsequent develop- 
This  method of utilizing LMS will be particularly  valuable ment of the  irradiated volume in a thin resist film has  been 433 
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described.  This lithography modeling system (LMS) is 
very flexible and conversational with respect to  the  user. 
No detailed  knowledge of the physics  and  chemistry used 
within the model is necessary.  The LMS  software is de- 
signed to be compatible with any VMiCMS system and is 
easily transported via computer network  lines. 

The one-dimensional development rate vs. electron  ex- 
posure is the only  experimental information required for 
simulation of developed resist profiles. When this infor- 
mation is input to  LMS,  the time evolution of the two- 
dimensional profiles for line exposure is simulated and  the 
dominant  physical parameters within the lithography pro- 
cess  can  be identified. Both  inter- and intra-line proximity 
effects are automatically  included within LMS,  and  the 
dependence of profile shape on beam voltage, electron 
dose, film thickness,  substrate, and beam shape can  be 
studied rapidly without  resorting to  a tedious  matrix of 
experiments.  In  addition,  the proximity  function parame- 
ters for a proximity correction algorithm can be deduced, 
including the  developer effects. 

The quantitative accuracy of LMS  has been verified by 
comparison with typical experimental profiles in PMMA 
films. The voltage dependence of the intra-line  proximity 
effect has been  studied  theoretically via LMS  and  also 
experimentally. Both results show  that for thin resist 
films such  as  those used in optical mask making, the intra- 
line proximity effect needs no compensation (for low 
beam  voltages)  down to = I-pm linewidths. The benefits 
obtained with multilayer resist films for lift-off appli- 
cations can also be explored with LMS. Work is presently 
in progress  to incorporate within LMS subsequent lith- 
ography processes such as ion milling and  plasma  etching 
of the developed profile in the resistisubstrate target,  as 
well as three-dimensional images.  This will provide the 
lithographer with a complete  tool for optimizing a particu- 
lar  device process. 

Appendix: LMS programs and system description 

Operating  environment 
The  software package  used to obtain the results presented 
in this paper  operates in the VMiCMS environment. The 
basic  sequential access method  (BSAM) is used for disk 
file manipulation with variable  spanned  record source  to 
accommodate free-format  inputioutput (IiO). The real 
main storage requirements depend on the particular seg- 
ment of the LMS  package being executed. 

0 Source  algorithms 
The majority of the source algorithms in LMS  are written 
in FORTRAN.  A small minority are written in 3601370 

434 assembler language. The choice of FORTRAN was based 

primarily on portability and  execution speed.  Two fea- 
tures of FORTRAN that  are used  extensively are 1 )  un- 
formatted disk  and terminal IIO and 2) dimensionality in 
the MAIN routines only, with address passing and dy- 
namic dimensions in the subroutines. All FORTRAN 
source  code was compiled with the  FORTHX  compiler  at 
an optimization level of 2. 

0 Basic L M S  programming  concepts and features 
LMS was  designed to be a VMiCMS EXEC-driven  sys- 
tem.  Each LMS function  has a unique EXEC routine  and 
a main source  routine,  the  names of which are generally 
identical. The CMS-EXEC feature is used to provide 
user-defined implementation of sequential LMS  func- 
tions. 

The CMS “STACK” capability is used extensively to 
provide  stacked terminal  input data  for passing parame- 
ters  between  EXEC and source routines. System  support 
modules are used to examine file control block informa- 
tion of existing  disk files. This information is used to de- 
termine the dimensionality  requirements of arrays pro- 
cessed within the source  code. 

Graphic output is used extensively to display the vast 
amount of data generated by LMS;  however, lists of the 
digital data  are available. Graphics “windowing”  and 
“scaling”  provide flexibility for viewing isolated regions 
of the  data.  The graphics source  code was designed for 
LMS and is also  written in FORTRAN. This  choice was 
made  instead of a  “standard” graphics  package to pro- 
vide portability of LMS,  to minimize additional core re- 
quirements, and to provide graphic capability during exe- 
cution of an LMS function. This  provides  direct  inter- 
active  contact with the results  as segmental LMS 
functions  are  performed.  A special  feature of interest in 
LMS is the inclusion of conversational “help”  text, 
which guides  the user through the  data  entry require- 
ments. 

LMS EXEC routines 
Under VMiCMS, an  EXEC routine can execute  other 
EXEC  routines in a hierarchial fashion. Figure AI  shows 
a flow chart for  the major EXEC  routines in LMS. 
The following is a brief description of some of these 
routines: 

I .  MONTY - Initiates simulation of electron tra- 
jectories via Monte Carlo methods 
to  create  a spatial  distribution in the 
form of a two-dimensional  histogram 
of energy  deposition due  to  a 3-func- 
tion source. Random numbers  deter- 
mine the electron-scattering  angles 

D. F. KYSER AND R. PYLE IBM J.  RES. DEVELOP. 0 VOL. 24 NO. 4 JULY 1980 



LMS 

1 I I 
EXPOSE 

3 
r"-l 

INCIDENT  CONVOLUT/ 
BEAMSHPk DOSECORR 

I 
L" 

D E V ~ L O P E  

options: graphics: 

and dcveloper 

"+" 
____( Data filcs c" 

I I 

'"T"' 

0 DISPLAY 

LMS SUPPORT 

*- 

I- 

PRIOTA 
DATA 
REDUCTION 

MASTER FILE  PLOl 
INDEX 

I 

I POL+FIT/ I I I 
)EVPARMS  TRANS-  CREATE  ADD  DELETE 

0 DISPLAY 

I 
,"_" 7 4 Data ' 
I values I I 
L"""l 

POLYFIT 

"l" 
I Polyfit 
I cocfficlents I 

L"T"1 

00 DISPLAY  DISPLAY 

Figure A1 Flow chart of the Lithography Modeling System  (LMS). 

and, while the electron is  in a multi- 
component  environment,  the partic- 
ular  specie of atom  associated with 
each collision. The initial seed, gen- 
erally required for random number 
generation, is obtained from the  sys- 
tem clock. 

2. BEAMSHPE - Creates  the envelope curve  under 
which the &function  latent image 
from MONTY will be calculated. 
The incident beam shape is defined 
by Eq. ( I )  or by a Gaussian. The 
standard FORTRAN  function erf is 
used with the distance  between each 
lateral &function point equivalent to 5 .  DEVPARMS - 
the cell dimensions  assigned  during 
the execution of MONTY. 

3 .  CONVOLUT - This algorithm convolutes a Monte 
Carlo  distribution under  the  enve- 
lope shape  created by BEAMSHPE. 
In the  case of dissimilar electron flux 
of neighbors in the  incident  beam 
shape, convolution is carried out by 
superposition. Otherwise,  con- 
volution is achieved with the aid of 
the principle of reciprocity [2]. 

4. DEVELOPE - This EXEC  executes  either  or both 
of two  source routines: 1) EV2ER, 
2 )  DEVELOP. EV2ER uses  the ab- 
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sorbed  energy  density  function de- 
fined by the  user  to transform the ab- 
sorbed  energy  density  latent image 
created by CONVOLUT to solubil- 
ity.  DEVELOP removes the regions 
within which the elapsed time of 
simulated  development is equal  to  or 
exceeds  the time of development of 
each of the regions (cells). Both the 
original and supplementary arrays 
are used to contain  pointer  values 
relating  positional  indices for  the 
tracking of those  particular  cells in 
the liquidisolid interface. 
This EXEC governs the sequential 
execution of several EXEC  routines 
that in turn  execute  the  source al- 
gorithms that result in the  values of 
the parameters in Eq. ( 3 ) .  The re- 
quired data base  includes  values of 
depth remaining vs. the  elapsed  time 
of development of large regions. 
Unexposed and  exposed  regions at 
several doses must be available. The 
sequential stream normally follows 
this sequence: i) estimate A and a ,  ii) 
estimate B and the energy exponent 
n ,  iii) estimate the  energy-dependent 
surface rate E .  435 
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Figure A2 Sample 110 of graphics terminal sessions with LMS: am*.* *o**... 

BEAMSHPE EXEC-definition of incident beam profile; CON- 
VOLUT EXEC-convolution of a Monte  Carlo spectrum with 
beam profile from the preceding  routine: DEVELOPE  EXEC- 
time  evolution of the  developed profile after formation of latent 
image from  the preceding routine. Terminal  inputs by the  user R I E I  NO TO UALUES E X I T  OPTION REOD..PROCESS UHILE EXECUTING BOUNDRV-MULTI ENTER THE LAVER CHARACTER E 

are designated by asterisks. MASK: NO URLUE5 REOD..PROCESS BOUNDRV-MULTI LAYER 

ENTER OPTION(A4) AND UALUE(DEC1MAL) 
THE FOLLOUING  OPTIONS EXIST 
TIME: 1 ADJACENT UALUE(M1NUTES) EX: TIME1.5 
DPTH: 1 ADJACENT UALUE(MICRON5) EX: DPTHl.5 
OPEN: 1 ADJACENT UALUE(MICR0NS) EX: OPEN1.5 

1 SUBSEGUENT UALUE(MICR0NS) EX: 1.8 
DEFAULT RETURN YIELDS LAVER DEPTH 

XHlR: NO UALUES REGD..CHOOSES CELL  UHILE DEUELOPING 

INTR:  SIMULATES REnOUAL FROM DEULIIT SOLUTN AND REINSERTED 
DIFFERS FROM R I E   I N  THAT TOP LAVER MADE INERT 

XITT!  NO UALUES REOUIRED..TERMINATES PROGRAM 

ENTER OPTION(1) 

CMS REPT! REPEATS LAST EXISTING PROFILE SHAPES 

* beamrhpa mxac 

EXECUTION BEGINS... 

I F  NOT TRUE ENTER.. .. THE CELL  SIZE IN'flICRONS..OTHERWISE PRESS RETURN 
A CELL SIZE OF e e 5  MICRONS IS ASSUMED. 

tima5.e 

* tims7.5 ENTER OPTION(2) 

* .85 
ENTER.... THE FUHM  OF  BEAM I N  flICRONS 
NOTE..FUHM musr BE AN INTEGRAL NUMBER OF CELLS 

THE CELL LENGTH (BASED ON YOUR INPUT) IS 8.8588 MICRONS 
* 2.8 

NOTICE...VOUR FUHM WAS SET TO 2.888 MICRONS 

THE NUMBER  OF CELLS I N  THE BEAM WIDTH I S  40.8 
ENTER .... THE EDGE WIDTH I N  MICRONS 

* .25 
THE NUMBER  OF CELLS I N  THE SIGMA VALUE IS 4.8 
THE NUMBER  OF CELLS I N  THE EDGE WIDTH IS 5.80800 

TO GRAPH THE RESULTS ENTER THE COMMAND ( NO OUOTES 1 
. . e . - . . .  PLOTDATA BEAMSHPE ........ 

40 TOTAL ELECTRONS 

R t  

CMS 

* convolut exec 

UE 'JILL CONUOLUT A MONTE CARLO F I L E  UNDER Atj INC!DENT BEAM  ?APE 
ENTER MONTY CARLO DISTRIBUTION TO BE  USED, X I T T  ,OR,'HELP 

* 1 i s u b l p 8  ku2Sks28 
FILENAME  FILETVPE 

YOU  ARE  ALLOWED A LATERRL SPAN BETWEEN 
-11.52 AND 11.57 MICRONS 

ENTER ... UITH  SIGN 1NCLUDED.AND. 

:HE LEFTMOST AND RIGHTMOST LRTERAL DISTANCEl IN MICRONS) 
THE CENTER  OF THE PRINCIPLE  LINE AS REFERENCE 

*-2.5 2.5 

SISUBlP8  KU25KE20 LUDTH. 2.8 EGWT.8.25 OFFSET(MIC1- 0.0 

N O T E 4 ! I 1 1 '  DOSE RATIOS NOT YET ON T I T L E  FILE,THEREFOR 
THIS FACT WILL NOT  BE CARRIED THROUGH  FOR GRAPHICS AN6 
DEVELOP ROUTINES. 

TO PLOT THE RESULTS EXECUTE EITHER! 

( 2 )  PLOTDATA CONUOLUT  BEAMSHPE 
( 1 1  PLOTDATA CONVOLUT DISTDATA 1LRYER NUFlBERS WILL BE REa'D),OR: 

R; 

CMS 

*develope exes 

t t t l f  PRESS RETURN FOR  PROGRAMED DEFAULTS If:::  

ENTER DZ SIZE I N  MICRONS..AN EOF WILL PUT DZ*.50880E-01RICRONS 
36 ROUS 18lCOLUMNS ON F I L E  

NOTE""..THE  MINIMUM  lS.16667E-81MICRONS 

A DZ OF .258BBE-@lAND A DX OF.25088E-BlIS  BEING USED 
THERE ARE 72 LAYERS RND 282 COLUMNS 
ENTER ONE  OF THE FOLLOUING OPTIONS: 

HELP 
X I T T  
TAB KEY FOR  THE TYPE ON F I L E  
GR 

FUNC,THE  USER DEFINED  FUNTION....SOLB... 
STDF 

EOFCRETURN) TO USE PREUIOUSLY CRLC. SOLUBILITIES 
TEST 
MASK 
R I E  

ENTER THE UALUES BEGINNING  UITH DP.. 
DEFAULTFOR DP I S  THE FULL DEPTH 
DEFAULT FOR  RECORD IS UALUES ON F I L E  

NOTE' RIGHT ADJUST ALL E FORRAT INPUT. t IS LAST COL 

DPTl  STDF DP ALPHA RZERO ENCEXP ENGCOEF I T I M E ( S )  DOSE 

STDF 8.8 .e .e .E  .E .E .0 
__" """"-:""""-f""""-f""-""f"""".t"""" 

1.88 -1.5 58.8 1.85 2.se-18 - 20.0 

ENTER THE ENERGY DEPENDENT SURFRCE RATE UALUES OR 
PRESS RETURN FOR THE FOLLOUING DEFAULT UALUES..... 

........... t ~ 1 . 0 . ~  u 2 - 0 . 8  ~ 3 . 0 . ~  
? * 8.5 2.~s-38 1.5 

ALL PARAMETER INFORnATION SEEMS COMPLETE 

436 DO YOU UISH TO CONTINUE INTO DEUELOPT ... YES OR  NO * yss 

ti.cl8.e 
ENTER OPTION(3) 

* (carriage return) 
ENTER OPTION(4)  

Figure A3 Final  graphics  display of the  developed  profiles at 
times of 5 ,  7.5, and 10 minutes. The vertical  axis corresponds  to 
the developed resist thickness  (pm);  the horizontal line indicates 
a total  resist  thickness of 1.8 pm.  The horizontal axis  corre- 
sponds  to  the  distance from  the center of the developed line 
(pm). 

SISUBlP8  KU25KE28 BW. 2.080 EGWT.0.25 OFFSET- 0.8 
GRAPHIC  CELL S I Z E  - 250.ANGS10237  CELLS 6 CPU SEC 
OPTIONS . TIME 5.8,TIME  7.5,TIflE  18.0, 

The  developer  algorithm  has  the  following  user-defined 
options  available: 

1 .  TIME VALU - defines  the  time of development in 
the  profile  simulation; 

2. DPTH VALU - defines  the  depth of development, 
i . e . ,  the profile which  just  reaches 
that  depth; 

3 .  OPEN VALU -defines  the  width of development, 
i . ~ . ,  the  open  dimension of the  pro- 
file at  a particular  depth; 

4. XHAR - defines  the  point  on a desired profile 
using  the  cross-hair  mode  of  the 
graphics  terminal as a pointer. 

Figures A2 and A3 present  sample IiO graphics  termi- 
nal  outputs  for LMS programs. 
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