
A. Tzou 
Y. Gopalakrishna 
E. Blaser 
0. Bar-Gadda 
R. Carballo 

A 256K-Bit  Charge-Coupled  Device  Memory 

This  paper  describes  the  design of an  experimental  256K-bit  serial-access memory using  VLSZ  fabrication  technology  and 
low-power  dynamic  circuits.  The memory array  chip is implemented with a  double  polysilicon  process  and  uses  charge- 
coupled  devices (CCDs) grouped in 64 blocks o f4K bits  each.  Operation is typically  at  a 300-ns-per-bit cycle for  both read 
and write modes,  with  operating  voltages of M.5,  +5.0, and -2.2 volts,  and with  310 m W ofpower  dissipation. All inputs 
and  outputs, with the  exception of a  chip  enable and two  system  clock  lines,  are  TTL-level  compatible.  The  unique  design 
features  and  the  organization of the 256K CCD chip  are  discussed;  the array organization,  the  chip  layout,  the  peripheral 
circuitry,  and  the  buried-channel CCD device  design are described;  and  test  results  obtained on experimental  hardware 
are  presented. 

Introduction 
At the end of  1977, two 64K-bit CCD  designs  emerged in 
the  industry [ 1 ,  21, both fabricated  with  buried-channel 
technology. With these designs, the  computer industry 
was,  for  the first time,  presented with large-scale CCD 
memory. Both designs operated  at  up  to 5 MHz  with 
standard  power supplies  and limited system-supplied 
clocks. 

Up through 1976, CCD designs appeared  to be contin- 
uing at  the yearly  doubling of bit density that began with 
MOS RAMs in 1968  [3]. Although in the last few years 
there has been a slowdown in both  CCD  and RAM pack- 
ing density improvements from the  earlier doubling rate, 
CCD designs still provide a considerable  density advan- 
tage over RAM memories, with a CCD  density factor 
over RAM of two  to  three times  projected [2, 41. 

Our designs for  CCDs  and RAMs  in double polysilicon 
technology  indicate that a CCD density  factor of 2.5 times 
over RAM can  be  achieved  at a cost of one  extra mask 
[5]. This  higher  packing  density can  be achieved mainly 
because of the following: 

1 .  Reduced number of sense amplifier circuits in CCD de- 
signs due  to serial vs. random access organization. 

2. Smaller  CCD storage cell area, typically one-half of 
RAM cell area,  for a  common set of design  ground 
rules. 

3. Reduced  number of contacts  for  CCD  arrays, typically 

4. Defect  leakage  averaging with CCD  storage, not pos- 

5. Less  overhead  for CCDs in peripheral  circuits, i.e., 

an  order of magnitude  less than RAMs. 

sible with RAMs. 

address buffers and  decoders. 

An experimental 256K-bit CCD  chip, intended for low- 
cost  memory,  has  been designed and  tested, and is the 
subject of this paper.  The chip is organized so that it can 
be  used in either a 256K x 1 or a 64K x 4  mode. The chip 
employs two levels of metal; the  array portion of the chip 
uses both first-level polysilicon (poly 1) and second-level 
polysilicon (poly 2) devices,  whereas  the  support circuit 
section uses primarily poly 1 devices [6]. 

The design incorporates  several unique features.  The 
array is designed using multiple 4K-bit serial-parallel-se- 
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rial (SPS) loops. The  chip is partitioned  with the loops 
forming eight octants,  each having separate clock  drivers 
to enable the usage of chips  with  a  nonfunctional octant. 
An extra 4K loop is used to provide the  reference charge 
for the sense amplifier [ 2 ] ,  so that  the reference  charge 
tracks with the charge variation in the  actual  data  loops, 
thus allowing the  chip  to  operate  over wide temperature 
and  power  supply limits and rendering the  chip less sensi- 
tive to  process  variations. 

Two additional  design features used in the  chip are con- 
trol of the overdrive  at  the charge output of the 4K-bit 
SPS loop by using a dc voltage generator,  and  the use of 
delayed  clock timing for charge transfer  at  the  end of the 
output shift  register to  enhance charge  sensing by the 
sense amplifier. 

An additional important  feature,  the ability to switch to 
64K x 4 mode of operation, is provided to  reduce  the 
overall  chip test time. 

This paper will describe the  design of the 256K-bit CCD 
memory. In the  sections following this  introduction  the 
chip  organization, chip functionality, chip  layout, and de- 
sign of peripheral circuits will be described, including de- 
tails of the chip architecture,  characteristics of chip oper- 
ation, and  key circuits  used. Following this,  the  array or- 
ganization  and the CCD  design fundamentals  are 
presented.  These  sections will examine the various 
tradeoffs in the CCD  array  architecture  and  the device 
characteristics of the buried-channel  charge-coupled de- 
vices. Test  data  are given in the  last  section, which also 
contains  a  preliminary  operating characterization of the 
chip as well as a  close  examination of leakage effects and 
characteristics of the 4K-bit SPS loop. 

Chip organization 
The 256K-bit chip is organized as  four  columns of sixteen 
loops (Fig. I ) ,  with each loop  containing 4K (4096) bits of 
storage. Each  column contains 64K bits of storage  and is 
divided into two halves or octants of 32K bits each by a 
strip of eight parallel clock  pre-drivers. The pre-drivers 
provide the clock signal to the  parallel  clock drivers of the 
array,  and  each  driver has  a separate  output  to  the  top 
and  to the bottom of each column.  This  arrangement is 
used to  ensure  that if a problem exists in the  top half  of a 
column the bottom half will still function.  This organiza- 
tion provides eight separate  octants of  32K bits of  mem- 
ory  on  the chip and  reduces  the loading on  each parallel 
clock driver.  This  enhances performance and also re- 
duces any coupling which could otherwise  cause charge 
to be lost or transferred  prematurely.  In addition,  this ar- 
rangement  isolates the eight octants so that if there  are 
any  problems in one  octant ( e . g . ,  shorts  between first and 
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Figure 1 Organization of the 256K-bit CCD chip. Each octant 
is a 32K-bit  array  and is driven by one side of the  dual-output 
parallel clock drivers. The four columns are indicated by C-1 to 
c-4. 

second polysilicon gates) the  other  octants will not be af- 
fected. This  allows the usage of fractionally good chips 
such  as  one-quarter, one-half, three-quarters, or seven- 
eighths. 

Separate data-in and data-out buffers are used for  each 
column, thereby allowing the  chip to be tested in a 64K x 
4  mode in order  to  reduce  test time. Also, applications 
which require  a 64K x 4  organization, rather  than 256K x 
1 ,  can make  use of the chip in this  manner. 

Functionality description 
For the 64K x 4 organization,  there will be a total of  24 
active  chip inpuvoutput (VO) connections (Fig. 2). These 
include the  four  power supply connections of VDD, Vcc, 
Vsx, and V,,  (GND). All inputs  except chip enable (CE) 
and  the two system clocks and +J required to  operate 
the chip are TTL-compatible. All support circuit timing 
signals,  namely the  read and write timing clocks,  are gen- 
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c- VD,(+8.5V) - Vcc (+S.OV) - v,, (OV) - vsx (- 2.2 V )  

Data-out 
( l o f 4 )  

Data-in 
(1 of 4) 

Figure 2 Functional block diagram of the 64K X 4 CCD memory chip. 

erated  on  chip by using the CE and  RIWinputs.  The CCD 
array timing is also  generated on chip by using the 41 and 

clocks. The 4, and $z signals are nonoverlapping 
clocks, which together with CE provide the  base timing 
for the entire  chip logic. 

The chip can  be  operated in read,  write, or recirculate 
modes. When the  chip  enable signal is deactivated (low, 
or down, state) no read or write operation is allowed; in 
this  condition the  chip  is in the recirculate mode. 

The chip  select signal (a) enables  both  the data-in and 
data-out circuits  when  it  is  deactivated.  To select the 
chip,  must  be  deactivated before the activation of the 
CE input. To  select a read or a write operation,  the RIW 
input is used and must  be timed appropriately with the CE 
signal and the  input  address bits. 

A unique feature is the column  block enable control 
330 (CBE),  which is used to  reduce  the  overall  chip testing 

time. The CBE pin is either tied to V,, or to  ground, at the 
module level, to select  the  appropriate chip  organization. 
When CBE is set high, four 4K SPS loops corresponding 
to a given row address  are enabled. The  four data-input 
and data-output  buffers are logically isolated for this con- 
dition  and data  can be  written or read  four bits at a time; 
thus, the  chip functions in the 64K x 4 mode.  When CBE 
is set  at ground level,  the chip operates in the 256K x 1 
mode, in which case  the  four  data  inputs and outputs  can 
be shorted together. 

Chip layout and peripheral circuits 

Chip layout 
The chip is laid out by using a set of 2.0-pm minimum- 
feature-size  photolithographic  design  rules. In  order  to 
simplify fabrication of engineering parts, this  design  was 
scaled  up  by a factor of 1.2 to 2.4 pm.  The chip  uses a 
total of 11 mask  levels and  has  an  active  area of 43 mm2, 
of which 70% is array. 
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Peripheral circuits 

Sense arnplijier 
The  sense amplifier is a three-stage, balanced, cross- 
coupled latch.  The first  stage is a  pre-latch  which is set by 
the CCD input  from  the  4K loop and  also by the reference 
generator.  The  function of the  pre-latch is to  prevent  the 
CCD output node from discharging. To bring any  CCD 
output node to Vss would cause  errors in the  array, since 
the node  could act  as a source, allowing charge to  transfer 
back  into the last storage location in the  array. This prob  
lem is overcome by the pre-latch; however,  the small gain 
of such a latch and  the small charge levels that  are de- 
tected  are insufficient to achieve the  necessary chip volt- 
age levels. Therefore,  the pre-latch is followed  by an am- 
plifier and  transfer  stage which provides additional ampli- 
fication as well as isolation between  the pre-latch  and the 
final latch to  prevent signal mixing. This is necessary be- 
cause one  bit is entering the sense amplifier at  the  same 
time  the  previous one is being gated  out;  therefore,  the 
bits  must  be  isolated between  these  stages.  The final latch 
stage  gives  some  more amplification and  standardizes  the 
outputs  to  acceptable MOS signal levels. 

Inputloutput decoding,  write, and recirculate circuits 
The basic block decoder  circuit, which  functions as  the 
row decoder, is shown in Fig. 3. This  decoder, in con- 
junction with the  column  decoder,  selects  the particular 
block that is to be addressed.  The  data reading and writ- 
ing scheme utilized is illustrated in Fig. 4. When data  are 
recirculating, the  read/write  clocks  and  the  address bits 
will not be active and  the  data will pass  through  the circuit 
to the  CCD  input. In  order  to write data, a block  selection 
is made  by the  address bits  and the c # ~ ~ ~  (write)  clock. The 
information on  the data-in node is  then  presented  to  the 
gate of the  device  that drives the  CCD  input. During the 
42 clock time,  the information is gated to  the CCD  input 
circuit  (launcher). In  order  to  read  data,  the  address bits 
allow the  information  coming from  the  sense amplifier to 
be presented  to  the data-out bus  as  the complement of the 
data from the  sense amplifier. 

Parallel clock generator 
The parallel clock timings are  derived from  a  clock gener- 
ator containing a divide-by-32 counter which provides the 
input to  the parallel clock decoders  and  drivers. All cir- 
cuits  are  synchronized with the 4, and 42 clocks  to elimi- 
nate clock skews  between  the serial and parallel  section. 
Each eight-phase  parallel  clock runs  at 1/32  of the  system 
clock frequency,  and  stays  active  for  two  cycles  and in- 
active for thirty  cycles of the main clocks. 

Array organization 
The CCD array  consists of 64 4K-bit SPS loops, in which 
the 4K loop organization  formed is based  on  the latency 
of the loop operation, which is  the  average time to  locate 
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Figure 4 Data  read  and  write circuit. 

a  particular  bit in a  given loop  and is dependent  on  the 
mode of system  operation.  Furthermore,  the maximum 
number of bits in a loop is a function of the maximum 
allowable latency. At a  given frequency,  the larger the 
loop size the longer the  latency,  and  thus  the greater the 
process  and package constraints. 

In addition, other performance considerations must  be 
included in structuring  the loop  organization.  The loop 331 
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organization of  32 X 128 that  was  selected was chosen  on 
the basis of optimum chip area (Tables 1 and 2), power 
dissipation on  and off the chip  (Table  3), and  the number 
of charge transfers.  This organization  provides  approxi- 
mately equal  on-chip  and off-chip driver  power, making 
the power  dissipation uniform within the package. 

With this  organization there  are 32 cells in each of the 
serial  registers  (input and  output) of the interlaced 4K 
SPS loop. The 32-cell length of the serial  registers  lends 
itself to a  practical  geometry for  the sense-amplifier and 
VO circuits  placed  beside an SPS loop,  thereby mini- 
mizing the array  area  for  an efficient layout.  There is one 
sense amplifier and I/O data  control logic circuit for  each 
4K SPS loop. The 64 (16 x 4) SPS loops  are organized on 
the chip as 16 high and 4 wide. An off-chip driver driving 
32 serial  cells in a loop drives the load of the 64 x 64 
organization,  resulting in faster rise and fall times for  the 
high-frequency operation. The 32 x 128 organization allows 
efficient timing generation  for  the eight-phase  clocks of 
the parallel section of the SPS loop. The circuit  schematic 

332 of the 32 X 128 interlaced SPS loop  is given in Fig. 5.  

Table 1 Dependence of total loop area A ,  on 4K SPS  loop or- 
ganization. 

Array  organization 16 X 256 32 X 128 64 X 64 

No. of serial  bits 16  32 64 
Total loop area 

A ,  (mm2) 18.5 19.2 20.4 

Table 2 Dependence of 256K CCD chip area on 4K SPS loop 
organization. 

Array  organization 16 x 256 32 X 128 64 X 64 

No. of serial bits 16 32 64 
Total  chip area (mm') 24.1 22.7 23 .O 

Table 3 Dependence of on-chip and external-to-chip power 
dissipations on 4K SPS loop organization. 

Array  organization 16 X 256 32 X 128 64 X 64 

No. of serial bits 16  32 64 

Power (mW): 
Serial  register 

(off-chip) 120  240  480 

Power (mW): 
Parallel  register 

(on-chip) 600 300 150 

Additional density  improvement is achieved  by  elec- 
trode-per-bit (E/B)  operation [7] in the parallel section. In 
the E/B operation,  there  are n cells driven by n clocks and 
the information (bit) is stored in (n  - 1) cells with one cell 
empty.  The  number of cells  required in a 32 x 128 organi- 
zation is  128 x [ n / ( n  - l)] and decreases with  increasing 
number of clocks.  The 8/7 value for n / ( n  - 1) gives the 
best tradeoff for EIB operation considering the timing, the 
loop area,  and  the  chip real estate to generate  and distrib- 
ute  the  clocks  for  the 32 X 128 organization. 

Buried-channel CCD design 
Certain key CCD design features will be described in this 
section. These  features include 1) the  CCD device  de- 
scription, 2) the definitions of buried-channel CCD  device 
design, 3) the poly 1 design criterion, 4) cell charge  capac- 
ity, and 5) charge transfer efficiency (CTE) and signal 
swing at  the end of the array. 

0 CCD device 
The CCD  cell is shown in Fig. 6(a). The cell has a dimen- 
sion of 8.9 X 8.9  pm2 in the scaled-up  design.  This is 
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achieved  by using a blockout mask and processing with a 
unique  blockout scheme in the  double polysilicon pro- 
cess.  There is no  contact hole used in the cell, except  at 
the  input and  output shift  registers, and  near  the  extreme 
edges of the  array  where  contact holes have been shared 
by a group of eight 4K SPS loops. The poly 1 gate is used 
for charge storage,  and  the poly 2 gate is used as a trans- 
fer  electrode which also  serves  as a barrier  between adja- 
cent charge storage wells. The buried-channel ion implant 
(blanket n-doping) sets  the poly 1 well potential,  and the 
barrier ion-implant (p-doping under poly 2 only) defines 
the poly 2 barrier potential. In Fig. 6(b), the potential  lev- 
els V,, and V,, represent the rest  channel potentials, un- 
der poly I and poly 2 respectively, for  the applied  gate 
voltage inactive ( V ,  = V,.). The  channel potentials of V,, 
and V,, with the gate voltage active ( V ,  = VGH) on poly 1 
and poly 2 gates  are  also shown in Fig. 6(c), which illus- 
trates the case when a charge transfer is taking  place. 

0 Buried-channel device  design 
Buried-channel CCD device  design demands a knowledge 
of the  channel potential as a  function of process variables 
and  circuit  design constraints. A fundamental design 
curve is the  channel potential V,  vs. gate voltage V ,  [8]. 
This curve is obtained by solving Poisson's  equation. 
Several techniques  are available to  do so [9, lo], but an 
approximate  analytical approach will be  used  here to 
demonstrate  the design  methodology.  Figure 7 shows the 
doping and  potential profiles. The nonuniform  doping 
profile has been approximated by  a staircase profile, 
where  the channel  layer  has an effective  doping N ,  and an 
effective depth 2xg, where 

QN = N(x)dx = the effective channel  layer  dose, 

x y  = the junction  depth, and 

S t  

. O  

IS' xN(x)dx 
xg  = Jo 

QN 

= the centroid of the channel layer doping. 

Using this approximation and the depletion  approxima- 
tion,  Poisson's equation can  be  solved in closed form. 
The  results  are  as follows: 

where 

V,, = the flatband  voltage  (for a uniform p-Si substrate), 
VBI = the built-in p-n junction voltage, 

91 
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Figure 8 Sense node  design  specifications: (a) sense node cir- 
cuit; (b) voltage  specifications of the sense node. 

q = the  electronic  charge, 
esi = the dielectric  permittivity of the silicon, 
eox = the dielectric  permittivity of the  oxide, 
tox = the  oxide  thickness, 

and 

x D  = (bZ + c)," - b,  

x l = x z -  -, QcH 
q N D  

where 

b = x ,  + k t o x  - -, QcH 

cox N D  

and QcH = the  total  charge  per unit area in the channel. 
These  equations  approximate  the  channel potential as a 
function of gate voltage, channel  charge,  oxide  thickness, 

334 substrate doping, and channel layer doping.  Numerical 
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solution of the  exact Poisson equation  can  be used for fine 
tuning of these  parameters. One can  then  obtain  the  rest 
potentials (V,, and VM2) and  the  transfer potentials (VM3 
and V,,) by using Eq. (l) ,  with QcH = 0 and  appropriate 
process  parameters  for  the well and  barrier. 

These, in turn, specify the following: 

barrier height = AVM,L = V,, - VMz, and 

overdrive = AV,,,, = V, - VML. 

The storage charge  capacity is determined by the condi- 
tion VM,well > VM,barrier. The maximum channel charge is 
therefore  given by 

M,well(VGI,' QcH,maJ = 'MZ' (2) 
Using Eqs. (1) and (2) one  can  calculate QCH,max. 

For a  given drive voltage,  selection of the  barrier height 
determines  the  charge storage capacity  and overdrive. 
There is a  tradeoff between  barrier height and  overdrive; 
high overdrive gives faster  transfer  speed at the cost of 
lower  charge capacity.  The choice of the channel  poten- 
tial and storage  capacity  is  constrained by sense amplifier 
requirements on minimum senseable charge and maxi- 
mum senseable potential. The  overdrive is constrained  by 
the maximum clocking frequency. 

In addition to  the foregoing  circuit  design constraints, 
there  are  also  layout  constraints.  Since  the  array consti- 
tutes a  large  portion of the chip area,  one  seeks  to mini- 
mize the cell dimensions. Doing so will affect all the  de- 
sign variables  previously discussed; in particular, narrow- 
ing the  channel width reduces  the  channel potential and 
charge capacity [ 113 .  When 

we, 5 2 X D  + - tox , 2 i 
two-dimensional  effects will decrease  the potentials. Ta- 
bles 4 and 5 show  the  results of a numerical simulation 
performed for this structure using a computer program. 
Table 4 shows the  charge  capacity  per unit area depen- 
dence  on  barrier  height, and Table 5 indicates the poten- 
tial lowering as a function of width. Comparison of the 
one-dimensional  (1-D) and two-dimensional (2-D) data 
shows that narrow-width devices  have a charge  capacity 
60-70% of that  expected for an infinite-width device. 

e Poly I design  criterion 
The criterion for  the poly 1 potential well is determined 
by  the following relationships  (sense node design specifi- 
cations  are given in Fig. 8.): 
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Table 4 Dependence of charge capacity density QcH on barrier 
height AVM. (Modeled and  measured  under following conditions: 
V, = 0, Vsx = -2.2 V, T = 25°C.) 

QcH, I-D, calculated (fC/pm2) 0.57 1.13 1.98 
QcH. 2-D, calculated (fCIpm') 0.30 0.70 1.48 
QcH, measured (fC/pm2) 0.30 0.75 1.38 

Table 5 Dependence of channel potential V, on effective de- 
vice width w,,,, for the first polysilicon gate device. (Same con- 
ditions as listed in Table 4.) 

'M ('1 5.1 5.8  6.3  6.7  7.0 

'MZ + 'OG 'OD,rnin - 'RC - 'SlG - 'OD1' (5 )  

where 

'M 1 = rest potential of the poly 1 gate, 
'Mix = rest  potential of the  last storage  gate of the 

SPS loop  driven by the 4; clock, 
VOG = gate voltage (dc) on  the poly 2 gate, 
VL,*lI  = Lowest  gate voltage of 4; (below ground) 

(i.e., VSX,,,,,, approximately), 
VDD,rnin = minimum power  supply voltage, 

'RC = voltage coupling to  the  sense  node when the 
precharge device turns off, 

'SI, = signal swing due  to  charge  on  the  sense  node, 
'OD, = overdrive from  the VoG output  transfer gate 

to  the  sense node, 
'MZ = rest potential of the poly 2 gate,  and 
VODZ = overdrive  from the last poly 1 gate  to the 

poly 2 V,, gate. 

The poly 2 channel potential is determined by the 
charge  capacity of the  CCD cell. The charge  capacity of 
the  CCD cell as  a function of the  barrier height has  been 
tabulated in Table 4 for  the one- and two-dimensional 
analyses.  The  dc voltage Voc, applied to  the  last poly 2 
transfer gate  before the sense node, is chosen  to satisfy 
Eq. (5 ) .  

There  are  two  sense nodes  in the  sense amplifier. The 
one facing the 4K SPS is to be precharged  to  the V,, level 
at each clock cycle,  whereas  the  reference  sense node is 
to be  precharged to VREF at  the  same time. The VREF level 
is defined at  the midpoint of the signal charge  swing,  and 
is provided by a VREF generator which  utilizes a reference 
charge  from  a dummy 4K SPS loop [2]. This reference 

Storage well 

Figure 9 Charge capacity and signal charge specifications, in 
which: 
QL1 = leading-edge CTE charge loss, 
Q,, = trailing-edge CTE charge loss, 
Qs,, = signal charge, 
QRc = charge loss due to coupling, 
QREF = reference charge = 1/2 QIN, 
AQREF = tolerance of the reference charge, and 
QL = charge loss due to leakage. 
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Figure 10 Charge storage Q,, launched charges of QIN, and 
QREF vs .  barrier height AV, based on a one-dimensional model. 

charge is one-half the signal charge  by way of input 
charge  metering, and undergoes an identical  leakage 
mechanism as  the signal charge.  Therefore,  the reference 
and  the signal charges  track with each  other, compensat- 
ing for  average  process  and  temperature variations. 335 
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( a )  (b) 

Figure 11 The  two  primary  read clock pulses of 4R1 and +R3: (a) 
measured vs. (b) simulated waveforms. 

Cell charge  capacity 
Figure 9 defines the  charge capacity and signal charge  pa- 
rameters corresponding  to the  buried-channel CCD. The 
stored charge capacity  takes into account  four main fac- 
tors: coupling, leakage, charge transfer efficiency (CTE), 
and signal charge. 

The  worst-case coupling is  due  to voltage coupling of 
one clock phase  to  an  adjacent clock phase in the parallel 
section of the  array  for  the condition of minimum storage 
capacity. The serial  section CCD cells are designed to 
have  a  larger storage  area, resulting in larger  storage ca- 
pacity, and  hence are  less sensitive to  charge loss due  to 
coupling. However, this  has to be  carefully  balanced 
against the charge input  to minimize rise and fall time 

I penalties. 

The  leakage,  or  dark,  current  is a  function of the tem- 
perature and lowest operating frequency  of  the loop, and 
is allowed to be up  to 20%  of well capacity. 

Charge transfer  eficiency and  signal swing 
The charge transfer efficiency (CTE) is given by Q = 

QIJ1 - a)" = QIN(l - na)  for small a ,  where 

QrN = charge input  to  the SPS loop, 
n = number of shifts  through the SPS loop, and 
a = fractional charge  loss per  shift. 

The  effective signal at  the  sense node is Q,,, = 
QJl - 2na).  The  loss in the leading one  and  the gain in 
the trailingzero reduce  the  net signal handling  capacity  by 

336 20% due to  CTE  loss  (see Fig. 10). For a 4K  loop organi- 

A. TZOU ET AL. 

Figure 12 The  two  primary  write clock pulses of 4wl and qiw2: 

(a) measured vs. (b) simulated  waveforms. 

zation,  the  fewer  the  total  number of shifts, the smaller 
the transfer loss (Table  6), especially in the serial regis- 
ters. 

The net charge coming out of the 4K SPS loop is trans- 
ferred  to a  precharged  sense node.  The sense-node ca- 
pacitance C,, is minimized to  obtain  the maximum sense- 
signal swing VsIc, 

VsIG = eouT = 400  mV 
CSN 

The CCD loop and  the senseable output charge are de- 
signed (Fig. IO) to  operate  at higher temperatures  and 
at 3~ device  limits. 

Test results 
The 256K CCD chip has been tested  for peripheral cir- 
cuits,  the  chip  functionality, and the array.  The peripheral 
circuits consist of four major groups, namely the  read, 
write, and CCD timing chains, plus the I/O control cir- 
cuits.  For  the  array testing,  a comprehensive characteri- 
zation has been  performed  for the 4K SPS loop which is 
used in the 256K CCD  array. 

The read-timing chain provides $R1 and $= clocks, 
which in turn  control  the  address  input and the  data out- 
put buffers. The  inputs  to the chain  are CE and n. The 
measured data  and  the computer-simulated  waveforms 
are shown in Fig. 11. 

The write-timing chain  generates $wl and $w2, which 
together with the  address timing drive the VO logic cir- 
cuits. CE and R / v  are  the inputs for  the  chain. When CE 
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Table 6 Dependence of  charge transfer efficiency on 4K loop 
organization. 

Array  organization  64 x 64 32 X 128 16 X 256 

Total no. of shifts 

Charge transfer 
in the 4K loop 145 186 3 16 

efficiency (%) 86.0 82.5 69.0 

Table 7 Typical output charge  leakage dependence on ternper- 
ature for  the 4K SPS loop,  at 1 MHz frequency,  and with VCloch = 
8.5 V and V,, = -2 .2 V. 

Temperature ('C) 40 45 55 64 73 82 

Typical output 
chargeleakage(fC) 0.12 0.20 0.39 0.82 1.55 3.00 

is activated  and R / w  deactivated,  data  are written in the 
assigned 4K loop.  Figure 12 shows the measured data and 
the  computer-simulated  waveforms of both  output pulses, 

and +ws, respectively. 

The  data  output is shown in Fig. 13, in which the R / W  
timing has  been extended for  a  period of five 4096-bit 
cycles of read  time.  From  these data it  is clear  that  the 
same information is recirculated  during  the extra read 
cycles  and comes  out  at  the  data  output buffer. The eight 
parallel clocks  are  shown in Fig. 14, in which each clock 
must remain activated  for two cycles and  deactivated  for 
30 cycles of the main clock. 

The CTE  data of the 4K-bit loop  are  shown in Fig. 15 as 
a  function of the  number of zeros. The  test was  done at a 
clock frequency of 5 MHz and at nominal dc voltage con- 
ditions. A charge packet size of 15 to 20  fC is normally 
measured at the output of the SPS.  The leakage current 
for  the SPS loop is given in Table 7. This  measurement 
was performed by writing empty charge  packets at a clock 
frequency of 1 MHz. The  data indicate  that  the leakage 
builds up to  an  average level of I fC at 65°C and  its level 
doubles for  every 8.5"C. 

Summary 
A 256bit CCD  memory  chip has  been designed which 
uses buried-channel CCD technology for  both yield and 
performance enhancements.  The  chip  operation  and char- 
acteristics  have  been described,  and  test  results obtained 
on experimental hardware have been  demonstrated. 

Figure 13 Data  output under the  conditions of extended read in 
five 4096-bit cycles, with  nominal  applied  voltage  conditions and 
frequency equal to 3 MHz. 

Figure 14 The eight  parallel  clocks for  the 4K SPS array, with 
nominal applied  voltage  conditions. 337 

A. TZOU ET AL. IBM J .  RES.  DEVELOP. VOL. 24 NO. 3 MAY 1980 



a 
i? 

5 80- 

1 

LG 
0 - 
B 

$ 70 

I .- - 
I 1 I I 

0 1000 2000 3000 4000 

I Number of zeros 

Figure 15 The  CTE of the 4K SPS  loop.  The  data show  a  typi- 
cal output of 32 zeros followed by 32 ones,  measured  at 5 MHz. 

Figure 16 Photomicrograph of the 64K X 4 CCD memory  chip. 

A  photomicrograph of the chip is shown in Fig. 16. 
Power consumption is minimized by the use of dynamic 
logic for the peripheral circuits,  and  chip testing  time has 
been  reduced  by the use of the  column block  enable fea- 
ture.  The  array  area  has  been  reduced  to  less  than 30 mm2 
through  interlacing of the  data and  by using an 87.5% 
electrode-per-bit technique in the 4K SPS  octants. 
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Applications for CCDs were originally viewed as being 
in direct  competition with dynamic  RAMS. As familiarity 
with the design grows, many cost-effective new appli- 
cations  are  seen, including the benefits of RAM and CCD 
combinations. 
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