
Frank F. Tsui 

JSP-A  Research  Signal  Processor in Josephson 
Technology 

This paper  describes briefly the  main architectural and design features of the  Josephson Signal Processor (JSP), includ- 
ing its data flow, basic circuit arrangement, and packaging concept. Preliminary partitioning  has  indicated that, using a 
5 -pm “single turn logic” technology, the  JSP-consisting of about 5000 cells (each with four  Josephson  junctions) of 
logic, about 150K bits of nondestructive read out  (NDRO)  memory, 256K bits of destructive read out (DRO)  memory, and 
6 K  bits of read only memory (R0M)-can be packaged in about 20 modules, occupying about 60 cc and consuming about 
500 m W of power.  The target cycle time for the  JSP is 5  ns, with the  NDRO and DRO memories having an accesslcycle 
time ofubout 2.514 and 15/30 ns, respectively. Using a  2.5-pm “current  injection logic” technology,  the JSP-consisting 
of about 9000 three-junction and 5000 two-junction  interferometers-can be packaged in seven modules occupying  about 
12 cc and will consume about 250 m W of power. The  target  cycle time  for this  technology is about 2 ns, with the NDRO 
and DRO memories having accesslcycle times of 0.911.4 and 15/30 ns, respectively. 

Introduction 
The  Josephson Signal Processor  (JSP) discussed in this JSP,  the mapping of the  RSP circuitry into  Josephson 
paper is a  small,  special-purpose computer  to be built technology, the partitioning of the  JSP,  and finally the  es- 
with the  Josephson tunneling technology using the Re- timated  size  and  projected  performance of the  JSP. 
search Signal Processor (RSP) [l] as a precursor.  The 
main purpose of the  JSP is to  demonstrate  the feasibility RSP/JSP architecture  and  design 
of using Josephson technology to realize an ultrahigh- Figure 1 is a block  diagram  showing the  data flow  in the 
speed computer  system. RSPIJSP. The auxiliary store is included  only in the JSP. 

The  RSP was  conceived  and  designed  by Peled, and it 
was  developed and built (using semiconductor integrated 
circuits) at this laboratory.  Its design  has been specially 
optimized for signal processing  applications. While the 
JSP has the  same  basic  architecture  as  the  RSP, it will 
differ from  the RSP in mainly three  respects: 

1. It will be  provided with a serial-shift  capability for 
large-scale  integrated  circuit  testing  and diagnostic 
purposes; 

2 .  It will have  a  serialized V O  interface,  and 
3. It will have  an auxiliary store  as a  supplement to the 

data  store. 

This  paper describes briefly the  RSPIJSP architecture and 
design,  its operation,  the incorporation of the serial-shift host 

feature into  the JSP, serialization of the I10 interface,  the 
auxiliary store  attachment,  the packaging concept for the Figure 1 Block diagram of data flow in RSP/JSP. 
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Figure 3 Example  illustrating  use of CSDC representation  of 
multipliers. 

The RSP/JSP is designed  for  carrying out signal process- 
ing computations  economically and efficiently. This is 
achieved by using an  architecture intended to facilitate 
the execution of various Fourier  transform computational 
methods, including the new Winograd-Fourier-Transform 
(WFT) methods [2]. In general, for most signal processing 
computations,  the multiplications to be carried  out  can, 
since the  multipliers are normally coefficients known at 
program-assembly time, be  replaced by sequences of con- 
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(thus  avoiding the  need  for  an  expensive  fast multiplier in 
the hardware) without incurring appreciable loss in per- 
formance [l]. Accordingly, the following features  have 
been incorporated in the RSP/JSP design to optimize the 
execution of signal processing computations: 

1.  The multiplier coefficients known at program- 
assembly  time are  represented in the so-called canoni- 
cal signed digit code (CSDC) [3], and multiplications 
with such coefficients are  then programmed as  se- 
quences of special instructions (subroutines). 

2. A  shift-and-add-or-subtract subunit in the AU is de- 
signed to be operated upon  by such special  instruc- 
tions  directly. 

3. Some  special  functions (STACK, PROCEED, and 
RETURN) are  provided, which can be  invoked  either by 
issuing single instructions or combining  them in cer- 
tain  frequently used  instructions,  to allow fast to-and- 
fro  linkages between main sections of the program  and 
the  subroutines  for multiplication with  known coeffi- 
cients. 

4. An instruction address stack is provided in the instruc- 
tion sequencing control (ISC)  unit to accommodate 
nesting of such linkages in loops when  needed. 

There are  two  formats  for  the  instructions in the RSP/ 
JSP: 20-bit and 7-bit (Fig. 2). In the 20-bit instructions, 6 
bits are used to give the  operation  code,  and  the remain- 
ing  14 bits form  an  operand which can specify  immediate 
data,  an IS address, or a displacement in a DS address. 
The 7-bit format,  an abbreviation of the 20-bit one  and 
used  exclusively for  the shift-and-add-or-subtract  instruc- 
tions,  has a 3-bit operation  code  and a 4-bit operand,  the 
latter  to specify the number of shifts (0 through 15) prior 
to the add  or  subtract.  Thus,  the RSP/JSP instruction set 
has 64 instructions, including 8 special  shift-and-add-or- 
subtract  instructions,  and, accordingly,  the IS  has a 4K- 
x 20-bit and a 1K- x 7-bit section. 

The  data  paths in the RSP/JSP are mostly 16 bits wide 
(DS input  and output, computation result, UO). The 
ALU, a  right  and  a  left  shifter, and  an intermediate regis- 
ter in the  AU  are made 20 bits wide in order  to reduce 
accumulation of rounding off errors.  The  data storage ca- 
pacities in the JSP will be 4K X 16 bits for  the DS and 16K 
x 16 bits for  the  AUX.  Thus,  the effective widths of ad- 
dresses  are 13 bits, 12 bits, and 14 bits for the IS,  the DS, 
and the  AUX, respectively. The JSP will use also about 
6K bits of ROM for  operation  code decoding. 

Operation of the RSP/JSP 
The RSP/JSP is to be operated  as a subsystem  under  the 
control of a host  processor.  The  host will load the instruc- 
tion program  into the IS, set up pointer registers for pro- 
gram start  and DS accessing, set  up  routes for data VO,  
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and initiate the program  for  processing in the RSP/JSP. 
Once  initiated, the RSP/JSP will run with its  own  cycle 
timing independently of the  host. 

The RSP/JSP is organized to be operated  as a four- 
phased pipeline. At the beginning of each machine cycle, 
execution of an instruction is started, which will then take 
four cycles to be completed. Some instructions may have 
some idle phases during  their execution.  The pipeline or- 
ganization  implies, of course,  that  the  four  phases  can be 
operating  simultaneously, each  for  one  phase of one of 
four instructions  being executed.  The allocation of the 
phases to distinct parts of the RSP/JSP simplifies pro- 
gramming for  the pipeline operation; it can be accom- 
plished by  a  relatively simple set of single operand in- 
structions,  and  the writing of software  tools to aid pro- 
gramming can be considerably  facilitated. 

STACWPROCEED/RETURN for fast subroutine linkage: 

s = STACK: STORE NEXT-INSTR ADDRESS (NIA) BEFORE GOING  TO SUBROUTINE. 

2 = PROCEED STORE NEXT-MSTR ADDRESS BEFORE RESUMING SUBROUTINE. 

R = RETURN: GO TO STACKED ADDRESS AND STORE SUBROUTINE NIA. 

i : J M P S a  i + l - + S T K  a: ’ “  

i+l:  . . . . .  

‘ ’ ’ RETURN TO (i+ I), & p -, STK’ 

j : . . . p  j + I - S T K  /3: . . , 
j + t :  ’ ‘ ‘ . . .  

’ . . R RETURN TO ( j +  l), & y + STK’ 

Y :  “ ’  

STACK = 4 X 13 bits: 4-level loop-nesting. 

Figure 4 Use of STACK, PROCEED and RETURN instruc- 
tions. 

Figure 3 illustrates the use of CSDC representation  and 
shift-and-add-or-subtract  operation to  carry  out multipli- 
cations with predeterminable  multipliers.  Figure 4 in- 
dicates  the use of the STACK, PROCEED, and. RETURN in- 
structions to  achieve  fast  subroutine linkages. The in- 
struction address  stack provided in the RSP/JSP is four 
deep, allowing subroutine loops to be nested  up to four 
levels. 

The RSP/JSP is intended to be  used  for signal process- 
ing applications,  which are predominantly  “computation 
intensive.” For  processing efficiency, the  ratio  between 
the number of machine  cycles being used for computation 
(“number  crunching”)  and  the  number  for YO should be 
high (in excess of 50). For simplicity in design, the RSP/ 
JSP does not have  the conventional interrupt provisions. 
Transfer of I/O data  to  and from the  DS in the RSP/JSP 
takes place by means of cycle  stealing. During a stolen 
cycle, the pipeline is stalled and  the  DS  is allowed to be 
accessed for  an VO data transfer. The  actual timing for 
the data VO is under  the control of the RSP/JSP. This is to 
ensure  that the  acquisition of input  data ( e . g . ,  by sam- 
pling through an A/D converter)  or  the delivery of output 
data ( e .g . ,  to a D/A converter  for display) will be at a 
constant  rate, independently of the  cycle stealing. 

A load pointer, a compute  pointer,  and a mask register 
are provided in the ICDAC unit to allow data  to be writ- 
ten into  and read  from  the DS in a “circular” mode 
(where  the  addresses will wrap around  to  keep the  access- 
ing within a  section of the DS). This  gives the RSP/JSP, 
despite its limited DS  capacity,  the capability of process- 
ing data in a “continuous” mode of operation, which will 
be useful for  applications such  as monitoring signal 
sources. 

AC (clipped-sinusoidal) power supply in JSP 
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Active logic time 

-1 k- I Info processed through 
‘0 
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Figure 5 Basic arrangement of logic circuitry in RSP/JSP. 

Figure 5 shows  the basic arrangement of the logic cir- 
cuitry of the RSP/JSP. At the beginning of each machine 
cycle,  data  stored in registers or  latches (Ls) are gated out 
and  fed into combinatorial networks (CNs), whose out- 
puts are  subsequently  stored into other  latches before the 
end of the cycle.  This is prescribed by the  use of an alter- 
nating current  power supply  and  a  latching  mode of logic 
circuit operation in the JSP (see  description below and 
also [4]). In  the design  and construction of the JSP, with a 
view to ensuring that  the RSP can  later  be used as  an aid 
in debugging and bringing-up the JSP, register-to-register 
compatibility  with the RSP is being maintained. 245 
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Figure 7 Environment  for JSP operation. 

Incorporation  of  serial-shift  feature in JSP 
The serial-shift feature  is  an arrangement to provide,  un- 
der the constraint of I/O limitations, a means  for  testing 
and diagnosing LSI circuitry at  the  chip, module, and/or 
system levels.  It  consists essentially  (Fig. 6)  of con- 
necting all the  latches in  a chip, in a module, or in the 
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controls for a test mode of operation which utilizes such 
chains. In  the  test  mode,  the registers will first be set, 
through serial-shift input,  to hold certain  contents;  then 
the circuits will be allowed to run  through one  or more 
machine cycles,  at  the  end of which the  outputs of the 
combinatorial networks will be stored in registers  and fi- 
nally shifted out  to be  analyzed. 

Obviously,  the  serial-shift feature  requires  the use of 
additional timing and operational controls.  The choice of 
the  number of shift-register  chains into which the  latches 
in a chip,  a  module, or the  system are  to be connected is a 
matter of tradeoffs among (a) the  number of extra  I/O 
ports  (chip  pads or module pins) used for  the serial-shift, 
(b) the required probable availability and reliability (non- 
failure rate) of the register elements  and serial-shift con- 
nections, and  (c)  the  ease of use of the testing  arrange- 
ment (relative simplicity in generating test  patterns  and 
shift controls  and  the economy  in  computing  time for  ana- 
lyzing test results). 

In all known  technologies, because of advances in the 
degree of miniaturization  and the density of packaging, 
LSI circuits  have become increasingly  inaccessible to di- 
rect probing for testing  and  diagnostics. The need for  Jo- 
sephson  technology circuits  to  be  operated within a cryo- 
genic enclosure makes  the  JSP circuitry  inaccessible to 
external probing in a  less conventional manner. The pro- 
vision and use of the serial-shift feature in the  JSP is 
therefore  indispensable. 

In  the  Josephson circuit  design, the  latch always in- 
cludes  (besides  a flip-flop as  the storage  element  and  a 
self-gating AND output [5 ] )  input  gating. Thus,  the serial- 
shift  paths can readily  be incorporated in this  input gating 
design without  requiring much additional  hardware. 

For testing purposes,  the serial-shift feature need  not 
be operated  at  very high speed.  In  fact  the maximum 
shifting speed is limited to  that of the  circuits on the 
room-temperature  side of the  interface. As will be seen 
later,  the shift  chain paths  can  also be  used for UO inter- 
face serialization. The design of the shifting controls in 
the JSP  takes this into  account, which is discussed in the 
next section. 

Serialization of I/O interface 
Figure 7 is a schematic diagram showing the environment 
for JSP  operation.  The  JSP, with all its logic circuits and 
memories (IS, DS, and AUX), will be kept in a cryogenic 
enclosure. Its 1/0 interface  across  the cryogenic/room- 
temperature  boundary will comprise, besides  some 20 
control signal and  power supply  lines, data signal lines 
(72, if furnished for bit-parallel transfers). 
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In the  early  days of Josephson technology  experimen- 
tation, it may have  been  feared  that  heat influx through 
the interface into  the cryogenic enclosure could cause un- 
solvable  problems for  the refrigeration  and packaging. 
Developments since  have indicated that transmission 
lines can be fabricated  on a polyimide substrate, which 
will admit a heat  leak into  the  enclosure  at a rate of less 
than 1 mW per  line. Thus,  even if the  JSP VO interface 
were to require 100 lines to allow fully parallel data trans- 
fers, the  heat influx would still be  tolerable. 

On the room-temperature side of the interface, the  lines 
have to be equipped with semiconductor circuits for 
power  level translation, buffering, timing synchro- 
nization, etc.  Thus,  even though a fully parallel YO inter- 
face will not pose any heat influx problems, it is never- 
theless desirable  to  have serialization in  the  JSP YO inter- 
face  for  the following reasons: 

1. Considerable  savings can be made in the semiconduc- 
tor interface circuits.  For the  serial-shift feature men- 
tioned earlier, all latches in the  JSP will already  have 
been connected to form  more than  one serial-shift 
path. The  interface serialization can easily share  the 
use of such  paths  and their  shift controls without ne- 
cessitating  a large amount of additional hardware. 

2 .  The serialization will also  result in savings in the  use of 
chip pads and  module pins. 

3 .  Since the  RSP/JSP is intended for applications  with 
high computation-to-I/O  ratios,  the required  average 
data  rate will not need  a  very fast YO interface. 

4. With the  speeds of Josephson technology  circuits  ex- 
pected to be very much higher  than those of other 
technologies, it seems expedient  not to place  exces- 
sive demands  on  the non-Josephson  circuits on the 
room-temperature  side of the  interface. 

5. To prepare for potential future use of the  Josephson 
technology in large ultrahigh-speed  computing  sys- 
tems, it will be useful to  gather practical  experience 
through  the JSP  on  the design and  operation of serial- 
ized I/O  interfaces. In a future  Josephson technology 
large system, with all its logic, cache and main memo- 
ries,  and  backing store realized within the cryogenic 
enclosure,  the YO interface will be used  only for com- 
munications with very slow devices  (compared with 
the Josephson technology circuitry), so that it will be 
even more  profitable to have the I/O interface serial- 
ized. 

The 72 data signal lines that would be  needed for bit 
parallel transfers  pertain  to five registers: the 16-bit IDB 
and ODB (input  and output  data buffers), the  HDBI  and 
HDBO (host  data buffers for input  and output), and  the 8- 
bit HCB (host  command buffer). The serialization of 
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Figure 8 Principle of AUX attachment. 

these  registers reduces  the number of lines to  about ten: 
five signal and five shift-control  lines (one  for  each of the 
registers). 

Auxiliary  store and its attachment to JSP 
As mentioned earlier,  the  JSP will include an auxiliary 
store (AUX) with a  capacity of 16K bits x 16 bits. The 
AUX will be implemented by using SFQ (single-flux- 
quantum)  DRO  memory  cells [6] ,  whereas  the  DS and IS 
will be NDRO memories using persistent  current  loop 
cells [7]. 

Figure 8 shows  the AUX attachment  to  the  JSP. Theo- 
retically, the AUX, which is intended for use as a supple- 
ment to  the  DS,  can be looked upon as a backing store 
and accordingly  be treated  as  an  I/O device. In the attach- 
ment,  however,  the AUX (with its  data in and data  out 
buffer registers, AUDI and AUDO) is  connected, for data 
transfers with the DS, not via the IDB and ODB registers, 
but rather via multiplexors directly to  the DS.  This design 
was chosen  because  the IDB and ODB, being  registers at 
the V O  interface subject  to serialized data  transfers,  are 
relatively slow registers. It will take a time bT to  set  or 
unload them by serially shifting data  into  or  out of them, 
where b is the number of bit positions in each of the regis- 247 
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Single Turn Logic  (STL): Current  Injection  Logic  (CIL): 

2-input OR 0.25 cell 2-input OR 1 (3411) 

2-input AND 0.5 cell 2-(2-in OR)-AND 2 (3-Jn) + 1 (2411) 
4-input AND 1.5 cell C(2-in  OR)-AND 4 (3-Jn) + 3 (2411) 
Inverter 0.75 cell Inverter 2 (3-Jn) + 1 (2-Jn) 
Latch 4 cells Latch 9 (3-Jn) + 5 (2-Jn) 

&input OR 0.75 cell Cinput OR 2 (3-Jn) 

(1 cell = 4 junctions) 

Figure 9 Josephson  technology STL and CIL circuit  families. 

ters and T the period needed  for shifting the register  chain 
by one bit. Here, b = 16 for  both IDB and  ODB, and the 
minimum T is determined by the highest shifting speed 
obtainable in the non-Josephson  circuits on  the room- 
temperature  side of the  I/O interface. During the time bT,  
the register  IDB or ODB would be  busy and would not be 
usable for a fast bit-parallel transfer  between the  AUX 
and the DS. Connecting the  AUDI  and  AUDO via multi- 
plexors  directly to  the  DS will avoid such possible hin- 
drances  and allow data transfers between  the AUX and 
the DS to take place  at  speeds which will then be limited 
only by the  AUX  cycle time and not  by the IDB  setting or 
ODB unloading time. 

For simplicity in the design of the timing controls, the 
period  for the serialized I/O and serial-shift shifting will 
be chosen  to be a simple multiple of the  JSP  cycle time.  A 
counter with gating will be  used to  generate  the shift  con- 
trol  pulses. 

Mapping of RSP circuitry into Josephson technology 
Implementation of the logic circuits of the  RSP in the Jo- 
sephson technology has been  studied using the 5-pm STL 
(single turn logic) and  later  the 2.5-pm CIL  (current injec- 
tion logic) circuit  families, as described in [4] and [8] and 
listed in Fig. 9. This is done by mapping out in detail 
(down to  the OR and AND gate level) the  Josephson tech- 
nology circuits needed to perform the  same logic func- 
tions as  done in the  RSP  and  then adding the functions 
needed  for the serial-shift  capability, the VO interface se- 
rialization,  and the  AUX  attachment. Certain differences 
in the way the  functions  are implemented  naturally arise, 
prescribed  by some differences  in  circuit  operation  be- 
tween the  Josephson  and  the  semiconductor tech- 
nologies. 

Josephson technology  circuits, being configured to be 
used in the so-called  “latching”  mode of operation, will 
be  driven  by an alternating current power supply, which 
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form  with  alternating  polarities (see [9]). In  the time dur- 
ing which the  power supply reverses  its polarity, all logic 
circuits  (except the flip-flops which are built with per- 
sistent current loops) will be  “reset,” in that  the inter- 
ferometer  junctions in  them will be allowed to  return  to 
the superconducting state. This  latching  mode of opera- 
tion has  the following implications: 

1 .  The  machine cycle time  (the duration of the trapezoid) 
for  the JSP will in effect be  split into  two portions: an 
active logic time (the flat top  part of the  trapezoid, plus 
a later  fraction of the rising edge) and  an inactive time 
(the falling edge, plus an  early fraction of the rising 
edge). The  present design aims to use  a  power supply 
with a duty  cycle (ratio of the  duration of the trape- 
zoid’s flat top  to  that of its  base) of approximately 
80%. 

2. Flip-flops have  to be  used to  store  data  at least over 
the  duration of the inactive time, in order to prevent 
any information  in the system  from  becoming  lost. 

3. Built with  latching logic circuits,  the combinatorial 
networks (CNs)  must, in order  to  get  their results 
safely stored, deliver  them to  the flip-flops in the 
latches  (past  the  latch’s input gating) before the  end of 
the active logic time. 

4. Since the  interferometer  junctions in all logic circuits 
(including those used for the input gating in the 
latches) can  be  reset only once in every  cycle, all flip- 
flops can  change  their  state not more than  once in each 
cycle. 

5 .  Since flip-flops can be made to change their  state any 
time (including early)  during the  active logic time, 
each  latch circuit [lo] must be equipped with output 
gating (self-gating AND), in order  to synchronize the 
outputs with the  ac power  supply cycle  and  to  ensure 
that  they  (both  the  true  and  the complement)  remain 
stable over  the  active logic time, independently of 
whether  its flip-flop changes state during  that time. 
This  means in effect that,  seen  at its output, a latch  can 
show a  change  in its  contents at most  once each  cycle, 
and this only at  the beginning of the  active logic time. 

6. In the  Josephson CIL circuit  design, the  inverter con- 
sists  essentially of a negation device  and a summation 
gate,  connected  together in series, where the former is 
controlled  by the signal to be  inverted  and the  latter 
sums the  former’s  output  and a strobe signal input. 
Because of the latching mode of circuit operation,  the 
strobe signal should  always arrive after the  data signal 
input.  This means  that  each  inverter circuit may indi- 
vidually need an additional timing signal for its proper 
operation. 

Due to  the special properties of Josephson circuit  opera- 
tion,  the differences  in the ways of implementing the  RSP 
and  the  JSP will mainly be  the following: 
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1. Josephson logic gates  are current-controlled  devices, 
which are  switched by currents through their control 
windings. A number of gates can be  controlled by a 
common current signal flowing through  their  control 
windings joined in series. Thus, in contrast  to most 
semiconductor circuits (which are voltage-controlled 
and  can be driven in parallel), the  Josephson logic cir- 
cuits  use the serial mode of input control. This  consti- 
tutes a major alteration in the mapping from  the  RSP 
to the JSP  circuitry.  In  cases  where a large number of 
gates are  to be driven by a common signal, care has to 
be taken  to  ensure  that  the propagation  delays in the 
serial  input lie within tolerable  limits, and, if need be, 
a parallel-serial mode of input control may be used in 
order  to  prevent  any of the critical paths in the  system 
from being excessively  aggravated  through  delays  in 
the  inputs. 

2. The  Josephson technology circuits, operating at ul- 
trahigh speeds,  have  to use properly matched  trans- 
mission lines for  their  interconnections. Because of 
this requirement,  certain circuit arrangements used in 
the RSP  (such  as simple dot ORS, multiplexors using 
dot ORing of tristate  outputs,  etc.)  cannot be taken 
over in the JSP.  The dot OR is possible  also in the Jo- 
sephson circuit  technology,  but it is sometimes  subject 
to certain constraints.  Therefore, some of the  dot OR 

arrangements in the  RSP will be  implemented in the 
JSP by actually using OR gates. 

3. Due to  circumstances discussed in ( 5 )  above, all 
latches in the  JSP must be operated in accordance 
with the basic  arrangement  mentioned  earlier  and 
shown in Fig. 5 .  Certain measures  taken in the  RSP 
(such  as  the use of mid-cycle timing to gate out the 
contents of registers) cannot be adopted in the  JSP. 
Nevertheless,  as mentioned earlier, with a view to us- 
ing the RSP later  as  an aid in the debugging and bring- 
ing-up of the  JSP, compatibility between  the  RSP and 
JSP with respect  to all the important  and relevant reg- 
isters is being maintained in the  JSP design. 

4. The requirement for  an additional timing signal in the 
inverter operation,  as mentioned in (6) above, may in- 
troduce  problems in the design for timing signal gener- 
ation. For reliable  inverter operation, a  safety margin 
has to be allowed to  accommodate temporal toler- 
ances in the timing signal generated.  This margin will 
appear  as an added delay in the  inverter.  In a  circuit 
arrangement  where  inversions of signals are needed in 
cascade , the cumulative  delay  given by the sum of the 
margins may become too large to be acceptable,  espe- 
cially if the  circuit  arrangement in question constitutes 
a  part of a  critical path in the  system.  In  such  cases, it 
will be preferable to use dual-rail logic instead of 
single-rail. By virtue of the fact  that  the  latch circuit 
design [5] provides  dual-rail outputs, only  a small por- 
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Figure 10 Packaging concept for JSP. 

tion of the  CNs  on  the average have  to be furnished 
dual-rail in order  to realize all the functions  needed in 
the  JSP. It is estimated  that implementing the  JSP us- 
ing dual-rail logic without inverters will cost only 
about 5 to 6% more  hardware  than using single-rail 
logic with timed inverters.  Therefore, most of the add- 
ers and counters in the  JSP will be built with dual-rail 
logic. 

5.  One interesting characteristic of the  Josephson  CIL 
circuit  design [8] is that it uses one two-junction  and 
two  three-junction interferometers  to realize the AND 

gate; the  two-junction interferometer is used  for its 
current summing  and  threshold detecting capabilities, 
the three-junction interferometers  to  standardize  the 
amplitude of the  two  currents being summed.  Since 
each three-junction interferometer provides  a two-in- 
put OR without extra  cost,  the two-input AND gate is 
actually  a  two-(two-input OR) AND, and similarly, the 
four-input AND gate a  four-(two-input OR) AND. Thus, 
in CIL  technology,  the OR-AND function costs much 
less to implement than  the AND-OR. To  take advantage 
of this relative economy, in the JSP built with 2.5-pm 
CIL, multiplexor  functions will be  realized using OR- 

AND gates in NIDIC  (noninverted-data inverted  con- 
trol) arrangements. 

Packaging  concept for the  JSP 
Figure 10 shows  the packaging concept  for  the  JSP  (see 
also [IO]). 

In  the  case of 5-pm  STL technology, the devices on a 
chip for implementing logic will be arranged into about 250 
cells, with each cell  capable of realizing four two-input 
ORs or two  two-input ANDs or with three cells  for four 
inverters or  four cells for a latch. An NDRO  array  chip 
(for IS and DS) will contain 2K bits, organized as 1K x 2 
bits, and a DRO array  chip (for  AUX) of 16K bits, orga- 
nized as 16K x 1 bit. 
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In  the  case of 2.5-pm CIL technology,  the  basic 
devices for implementing logic will be three-junction  and 
two-junction interferometers [ 111. About 1536 three-junc- 
tion and 768 two-junction  devices will be placed on a  chip 
and arranged  in an  array of 64 rows of 24 three-junction 
and 12 two-junction  devices each. For memory, an 
NDRO array  chip (for IS and DS) will contain 4K bits, 
organized as 1K x 4 bits,  and a DRO array chip (for 
AUX) of 16K bits, organized as 16K x 1 bit. 

The cells or  interferometers  on a logic chip will be  con- 
nected together by  superconducting  metal  lines to  form 
the logic circuits  as needed [ 121. Arranged  in  double rows 
along the  periphery of the  chip, 228 pads will be available 
for connections to  parts  external  to  the logic chip. For  the 
memory chips, 118 (instead of  228) pads, arranged in a 
single peripheral row, will be  provided. The size of the 
chips will be about 6.5 x 6.5 mm’. 

Up  to eight chips  in the  5-pm technology and up to 20 
chips (10 on  each side) in the 2.5-pm  technology will be 
mounted on a carrier by solder-joining their  pads  to coun- 
terpart  pads on the  carrier. The sizes of the  carriers will be 
about 30  mm x 18 mm and 40  mm x 18 mm,  respec- 
tively. Via holes through  the  carrier will be  provided to 
make connections  between its two  sides.  The  pads  on  the 
carrier for chips will be connected by  superconducting 
metal lines to fillets along an edge of the  carrier.  The fil- 
lets, in turn, will be solder-joined to  counterpart fillets on 
a  pedestal foot  about 4 mm wide and 30 or 40 mm long; a 
multitude of micro-pins will be affixed to  the  foot.  Thus, 
the  foot and the  carrier (with the chips on it) will form a 
module. 

A board,  about 0.4 mm thick and provided with an  ar- 
ray of micro-cavities each filled with a mercury drop, will 
receive the micro-pins  from logic and memory modules 
into  one of its  sides.  Inserted  into  the  other side will be 
micro-pins from wiring modules  furnished  with  super- 
conducting  metal lines  to  connect  the micro-pins with one 
another.  The micro-pins  from  the logic and memory mod- 
ules on  one side of the  board  and  those  from  the wiring 
modules on  the  other will protrude  into the micro-cavities 
and make contact with one  another through the mercury 
drops.  Thus, all the logic and memory  modules will be 
electrically connected  together through the board and the 
wiring modules. Retention  hardware will be  provided, 
which will hold, after  their  assembly,  the  parts of the 
package together  at  room  temperature. When the assem- 
bled package is placed in the cryogenic enclosure,  the 
mercury drops will become solid and, in addition to pro- 
viding electrical contacts, will also hold the modules and 
the board together mechanically. Thus,  the packaging 
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“pluggability,” and  the use of pluggable wiring modules 
will provide the flexibility for accommodating engineering 
changes in the wiring if needed later. 

Partitioning of JSP 
Based on  the  Josephson technology  circuitry  mapped out, 
preliminary studies  for  the possible  partitioning of the JSP 
have been  made. 

In the case of 5-pm  STL technology, 24 logic chips 
(with 250 cells per  chip and  usage of about 80%), 76 
(1K- X 2-bit) NDRO  array  chips, 16 (16K- x 1-bit) DRO 
array  chips, 12 memory support  chips, and  2 ROM 
chips-a total of  130  chips-will be  needed.  These  can be 
packaged into 20 modules:  6 logickontrol modules,  6 IS 
and  4 DS  NDRO memory  modules,  2  AUX  DRO memory 
modules, 1 ROM module,  and 1 power-distribution mod- 
ule. 

In  the  case of 2.5-pm CIL technology, about 8 logic 
chips (with about 1500 three-junction  and 750 two-junc- 
tion devices per  chip  and usage of about 85%), 38 (1K- x 
4-bit) NDRO array  chips, 16 (16K- x 1-bit) DRO array 
chips, 6 memory support  chips,  and 1 ROM chip-a total 
of 69 chips-will be needed.  These  can  be packaged  into 
about  4  modules:  2  modules  containing the logic and IS, 1 
DS module,  and  1 AUX module. 

Generally, our studies  have confirmed that partitioning 
depends critically on  the following factors: 

1 .  The device density  (total number of devices  available 
for use) in a  packaging unit (chip or module); 

2. The intended  percentage  usage of the devices in the 
packaging unit,  after allowing a margin to  ensure wire- 
ability and  to  accommodate possible changes and con- 
tingencies; 

3. The  number of UO ports  (pads or pins) available for 
use in the packaging unit; 

4. The intended percentage usage of the I/O ports for  the 
packaging unit,  after allowing a margin to accommo- 
date possible changes and  contingencies; 

5.  The principal approach  chosen  for  the partitioning: 
whether by functional  grouping or by bit group slicing 
or by a  mixture of the two; 

6. Packaging objectives,  such  as choosing to achieve  a 
minimum number of parts or a minimum number of 
part numbers,  etc.;  and 

7. Packaging constraints,  such  as  the need for choosing  a 
certain  partition and placement of parts in order  to 
minimize the lengths of certain critical paths in the 
system,  etc. 

In particular, the  studies seem to give the following in- 
dications: 
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1. Whenever feasible,  the bit-group slicing approach is 
preferable to  the functional  grouping approach, since 
it often helps to  reduce the number of I/O paths  (pads 
or pins) needed as well as  the  number of part numbers. 

2.  It would be advantageous  to  try to place,  as much as 
feasible,  the  circuitry  pertaining to a JSP pipeline 
phase (i.e., entire lengths of a CN’s paths, from latch 
outputs  to  latch inputs) within the  boundary of a  pack- 
aging unit,  since this will be the simplest way to mini- 
mize the packaging  delays  (propagation delays  due  to 
interconnections among packaging units). 

3. In the  case of a control being common  to many chips, 
to avoid excessive delays due  to  the serial  mode of 
input control,  and also to save  the use of VO pads, it 
would be  preferable to distribute the control to  the 
chips in parallel by using a fan-out driver. 

Estimated  size and projected  performance of the JSP 
In  the  5-pm  STL technology,  with the JSP comprising 20 
modules, the size of the  board will be about 60 mm x 
60  mm and  the  volume of the  package will be about 60 cc 

ology; (b) 2.5-pm CIL technology. 

f ROM 
Logic AUX 

[Fig. 1 I(a)]. Altogether about 5000 cells will be  used in the 
JSP. The target JSP cycle time is about 5 ns.  The NDRO 
memories for  the  IS  and  DS will have  an accesslcycle 
time of about 2 3 4  ns;  the DRO  memory for the AUX, 
about 15/30 ns.  Total  power  consumption will be about 
500 mW. 

In the  2.5-pm CIL technology, with the JSP comprising 
4  modules, the size of the board will be about 40 mm x 
17 mm in size and  the volume of the  package will be  about 
12 cc [Fig. Il(b)].  Altogether about 9000 three-junction 
and 5000 two-junction interferometers will be used in the 
JSP. The target JSP cycle time is  about 2 ns.  The NDRO 
memories for  the IS and DS will have an access/cycle 
time of about 0.9/1.4 ns;  the DRO  memory for  the  AUX, 
about 15/30 ns.  Total power consumption will be about 
400 mW. 

In  both  cases,  an 1/0  data  rate of about 2 megabytes (16 
megabits) per  second will have to be provided.  The shift- 
ing speed  needed at  the serialized VO interface will there- 
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fore be about 1 bit every 64 ns.  Thus,  the shifting control 
pulses can  be easily generated by  counting down  the JSP 
clock at the ratio of 12: 1 for the 5-pm STL technology  and 
of 32:l for the 2.5-pm CIL technology. 
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