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Overview of Josephson  Technology  Logic  and Memory 

This  paper  serves  as an introduction to  the other logic and memory  papers in this issue. Basic concepts of super- 
conductivity and electron tunneling underlying the  operation of Josephson  devices are  outlined and an  overview  of  the 
literature on the subject is presented, with emphasis on work performed at  the  IBM research  laboratories since the 
beginnings of the  Josephson  computer technology  program in 1965. 

Introduction 
Josephson logic and memory circuits make use of essen- 
tially conventional  passive components and a rather  eso- 
teric  active device, all made in an integrated  manner as 
described by Greiner et al. [ I ]  in this  issue. The passive 
elements, resistors,  capacitors,  inductors,  and transmis- 
sion lines, while conventional, approximate  the ideal 
components seen in textbooks  because of the essentially 
lossless nature of superconducting  metals. 

The  two  phenomena underlying the  operation of the ac- 
tive device are superconductivity and electron tunneling. 
The first of these,  superconductivity, discovered by Kam- 
merlingh Onnes, was explained in detail  by Bardeen, 
Cooper, and  Schrieffer. All four  received Nobel prizes in 
physics for  their  work; Kammerlingh Onnes in 1913, and 
BCS in  1972 for  the microscopic theory. Electron tunnel- 
ing received its first practical  application  with the inven- 
tion of the semiconductor tunnel  diode  by Esaki in 1957. 
The second  important tunneling discovery was  that of su- 
perconductive  tunneling by Giaever. Lastly, Josephson 
predicted that magnetic field-sensitive supercurrents 
should flow through a tunnel junction with  a  frequency 
proportional to  the voltage across  the  junction.  The tun- 
neling discoveries of Esaki and Giaever and the predic- 
tions of Josephson led to a “tunneling”  Nobel prize in 
physics,  awarded in 1973. 

That  the superconductive tunnel junction, combined 
with a  means of controlling  the magnitude of the  zero- 
voltage current,  forms a fast, low-power logic and mem- 
ory device  was  recognized in  1967 by Matisoo [2]. 
Matisoo designed and fabricated such  devices and estab- 

lished their static [3] and dynamic [4] properties in simple 
circuits [5 ] .  The switching speeds and power levels,  when 
combined with superconducting  transmission  lines,  make 
extremely attractive  devices for computer applications. 
Studies by Anacker [6] led to  the undertaking of a  coordi- 
nated research program which has  evolved  and  pro- 
gressed to  the point where  the design  and  construction of 
a small prototype  computer  system is currently  under- 
way. The  computer, a Josephson Signal Processor (JSP), 
is described  by Tsui [7] in this  issue. 

Basic  concepts 
This section will introduce  the  reader  to  some of the basic 
concepts of superconductivity  and electron tunneling. 
The literature on  both of these  subjects is vast, with many 
books  and  review articles; the reader is referred to a par- 
tial bibliography at  the  end of this paper  for more  com- 
plete descriptions. 

0 Superconductivity 
Most metals, particularly  those which are poor con- 
ductors  at room temperature, exhibit  the  superconducting 
state provided that  certain conditions are met. These  con- 
ditions, characterized by critical parameters,  are  that a) 
the  temperature be below the transition  temperature T,; 
b)  the applied magnetic field be below the critical field 
strength H,; c) the current through the  superconductor be 
below a  critical value;  and  d)  the fields (or currents)  have 
time rates of change below some  critical  value we. These 
critical parameters  are all temperature-dependent, hav- 
ing their  largest  numerical  values at 0 K  and vanishing 
at Tc.  The transition temperature  and  the  zero temper- 

Copyright 1980 by International  Business Machines Corporation.  Copying is permitted without payment of royalty  provided that (1) 
each reproduction is  done without alteration  and (2) the Journal reference  and IBM copyright  notice  are  included on the first page. 
The title  and abstract may be used without further permission in computer-based  and  other information-service systems. Permission 
to republish other  excerpts should be obtained  from  the  Editor. 113 

1. MATISOO IBM 1. RES. DEVELOP. VOL. 24 NO. 2 MARCH 1980 





o'"+ = - (H X n), 
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where e and h are  the fundamental constants, electron 
charge  and Planck's  constant divided by 27r, respec- 
tively, d is the distance over which the field pene- 
trates, H i s  the magnetic field, and n is a unit vector. 

The  equation  is a close  relative of flux quantization, 
arising from the same requirements of gauge invariance 
and single-valuedness for  the  superconductive wave func- 
tion.  Through  the first relation, it makes the  current flow 
between  two  points of the weak superconductor a peri- 
odic  function of the magnetic field also. 

The nature of the  current  between  these  two points also 
depends on  the  electric field through the equation 

d+ 2e 
dt ii 

where V is the voltage between the points  and t is time. 
Again, through  the first relation, the  current between 
these  two  points is a periodic function, but now  of time, 
whenever the voltage is nonzero.  This is a most inter- 
esting  nonlinearity and has been of considerable scientific 
and practical interest. For example,  the legal United 
States volt is now expressed in terms of this  equation. 

" " V ,  

These three relations are the so-called Josephson equa- 
tions  and are  the natural  response  functions of the super- 
conductor to impressed  electric  and magnetic fields; their 
practical manifestations are most readily observed in the 
Giaever  tunnel junction. 

Tunneling 
A metal tunnel junction is a simple structure consisting of 
a  sandwich of two metal electrodes  separated from one 
another by an insulator thin enough to permit electrons to 
tunnel with a reasonable probability.  Most  frequently, 
and this is the  case in this  technology, the insulator is an 
oxide grown on  the  lower, or base  electrode. At room 
temperature the  current I can be written as 

dV 
dt 

I = G",V + c - , 

where Gnn is the conductance  and C is the capacitance of 
the oxide structure, corresponding to  that flowing in a 
leaky capacitor, which is what  the structure most nearly 
resembles. Indeed, if the oxide is sufficiently thick there 
is very little conduction  and we have  just a parallel plate 
capacitor; at the other  extreme, a metallic contact having 
some  resistance. What distinguishes this structure is that, 
if electron transport from  one electrode  to the other is 
indeed by electron tunneling, the  conductance G,, de- 

I1 I 

I = I,  + zqp + z, 
dV 
dt 

zc = c-  

Zqp = Gn, /e   N(E - eV)N(E)[  f ( E  - e v )  i 
I ,  = Aj, sin + where + = - 4, 

at h 

d = A, + A, + tox 

1 '  
f 
1 

Figure 1 Currents in a tunnel  junction  and  their dependence on 
electric and magnetic fields. 

pends  strongly on  the magnitude of  the potential  barrier 
formed by the oxide and  its  thickness.  The thickness  de- 
pendence is of particular  interest, since it is through the 
control of this parameter  that the conductance is in turn 
controlled. The  dependence is exponential with the con- 
ductance  decreasing  exponentially as  the thickness of the 
oxide  increases [9]. Greiner et al. [ I ]  discuss the  tech- 
nological problems  involved in controlling this quantity. 

As this  sandwich is cooled to a temperature well below 
T, of the electrodes,  the I-V characteristic of the junction 
becomes highly nonlinear and  therefore useful. As shown 
in Fig. 1, a  third current  contribution,  the  Josephson  cur- 
rent Z J ,  has also  appeared;  the ohmic current Iqp has  be- 
come  nonlinear in voltage.  This  nonlinearity is simply the 
result of the metals having  become  superconducting  and 
having developed an  energy gap 2eVg. In  the gap  there are 
no available electron  states;  consequently, no current 115 
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Figure 2 Equivalent  circuit of a tunnel junction and nonlinear 
partial  differential  equations  which describe its behavior: (a) for 
C 2 3h, and 

(b) for e 5 3 h ,  and 

flows until the voltage across the junction is equal to Vg,  
at which time the  electrons from one  electrode  can tunnel 
to  states  above  the  gap in the  other  electrode. 

The  Josephson  current  term  appears  because  the inter- 
actions  responsible for superconductivity extend, albeit 
attenuated,  across  the oxide. The  attenuation,  however, 
is sufficient in most cases  to  render  the oxide region 
"weakly" superconducting and yet magnetic fields and 
electric  potentials can  be applied to  the oxide-precisely 
the conditions postulated by Josephson  for observing  the 
response of the superconducting state. 

Note, in Fig. 1, that  apart from the displacement cur- 
rent I,, the entire  current scale of the tunnel junction is 
determined by Gnn. The voltage scale is fixed by the su- 
perconducting  energy  gap voltage V,. 

This  picture of currents in a tunnel junction can be 
translated to familiar engineering terminology, resulting 
in an equivalent  circuit shown in Fig. 2 .  The partial dif- 
ferential equation  describes  the time and spatial  variation 
of voltages and currents in a  tunnel junction. Since it is 
nonlinear, the  solution of this  equation, particularly in the 
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Figure 3 Z-V characteristic  calculated on the basis of model il- 
lustrated in  Fig. 2, with  typical parameters. 

presence of boundary conditions, can be performed  only 
numerically. However, for a point junction (when spatial 
variations can be  neglected) the linear  portion of the 
equation is familiar and simple,  the  time response being 
determined  by an RC time constant in the familiar way. 
Typical  values of R and C are  such  that time constants  on 
the  order of a few tens of picoseconds arise. 

The differential equation displayed in the  caption of 
Fig. 2 is approximate, with certain  assumptions and sim- 
plifications having been made in its  derivation,  and with 
certain  known current  terms not included.  Nevertheless, 
the  equation  has  been tested in many and diverse  ex- 
perimental  situations and  has been  found to  represent the 
real world with remarkable  accuracy,  to time scales on 
the order of a few picoseconds. 

Two simple examples of tunnel junction properties cal- 
culated on  the basis of the model are  shown in Figs. 3 and 
4. Figure 3 shows a computed I-V characteristic of the 
junction  as it might be  measured with an oscilloscope of 
very large bandwidth.  Apparent are  the key  features of 
the Z-V characteristic:  the zero-voltage current of maxi- 
mum value, Zm(0), the  nonlinear I-V characteristic with 
the gap voltage Vg, and  the  superposed oscillating cur- 
rents whose frequency  decreases  as  the voltage across 
the junction is reduced. A time-averaged  version of this 
I-V characteristic is commonly observed in practice. 

Figure 4 compares experiment  and  calculation for  the 
magnetic field dependence of the maximum  zero-voltage 
current I ,  in a specific junction  configuration with the 
electrical  length of the  junction in terms of the  Josephson 
penetration depth h, as a parameter.  This penetration 
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depth is analogous to h, the  superconducting  penetration 
depth, and A, is the measure of distance  over which the 
fields and currents  penetrate the  tunnel junction.  Here Z, 
is defined as  the  current through the  junction and Z, as  the 
current through the  control line. 

Devices 
There  are a  number of ways in which practical switching 
devices can be configured  from the basic  tunnel junction. 
In each  case,  however, the  operating  principles are  the 
same. All devices exhibit an I-V characteristic similar to 
that of Fig. 3. The  two  states of the device are the  zero- 
voltage state  and  the resistive state. In operation, the de- 
vice is current biased in the zero-voltage state with Zg < 
Im(0) and is caused  to switch under  the influence of an 
input (or control)  current Z,, which either adds  to Zg or 
reduces Zm(0) so that  the threshold is exceeded,  and  the 
device  switches  according to  the  external load to the re- 
sistive state. Switching from the resistive state  to  the 
zero-voltage state  can  occur in one of two ways. Either 
the device switches  to  the zero-voltage state upon the re- 
moval of the  input (operation referred to' as nonlatching), 
or by reducing the  bias current Z, such  that  the voltage 
across  the device becomes  less than  a characteristic volt- 
age Vmi,. Either device  operation  can be obtained by ap- 
propriate  choice of device  and  circuit  parameters. A thor- 
ough discussion of the relevant  considerations for this 
latching and nonlatching  operation is given by Zappe [lo]. 
For present-day  technology,  nonlatching  operation can 
be obtained  only for very small load impedances.  Con- 
sequently,  the majority of logic circuits are latching. This 
mode of operation places special requirements  on  the 
power  supply. These will be discussed subsequently. 

A very significant design feature of the device is the 
threshold characteristic,  the locus of points in the Ig and 
magnetic field plane which forms the boundary  between 
the V = 0 and V # 0 states of the device. It is essentially 
this feature  and  the operating current levels which form 
the distinction between various classes of device. 

There  are  three  types of devices. The  oldest of these is 
the in-line gate with single or multiple controls [ 2 ] .  This 
device  was  in  use as  the basic logic and memory device 
from its  inception in 1965 until superseded by multi- 
junction devices in 1974. The device structure consists of 
a tunnel junction with an overlaid in-line control, or set of 
controls, which couples magnetic field to  the junction, thus 
providing control of the zero-voltage current.  To obtain 
current gain (loosely defined here as  the  current supplied 
to  the load,  divided by the input current),  the device  cur- 
rent levels  have to be sufficiently large that A, 5 f / 3 .  This 
requirement restricts  the devices for optimally driving rel- 
atively low-output  impedances. 

2.0 :i 1 .o 

Figure 4 Threshold  curves  for  in-line devices with e / h ,  as a 
parameter. 

As the technology has evolved  from 25-pm minimum 
linewidths to  the  current 2.5-pm linewidth, the  output 
impedances Z ,  have  increased, leading to incompatibility 
with the in-line device  properties  and the introduction of 
multijunction devices. This  incompatibility  arises  be- 
cause the  natural current scale is roughly V,/Z,  and 
since V ,  is a fixed material constant,  as Z ,  increases,  the 
current levels decrease. In-line devices still find use, how- 
ever, in applications in which large current levels are nec- 
essary, for example,  as drive  and logic devices in the 
DRO main memory chip described  by Gueret,  Moser, 
and Wolf in this issue [l 13 .  

The second class of device consists of the modern mul- 
tijunction devices, which  came into being in response to 
the need for  device  structures whose  threshold currents 
were  sensitive to smaller current levels. It was known 
through the work of Jaklevic et al. [12] that this could be 
achieved  by  interconnecting  two  point junctions with  a 
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Figure 5 Generalized  equivalent circuit for multijunction  de- 
vices. Each cross  represents a tunnel junction with its own 
equivalent  circuit,  as  for  example in Fig. 2. Note: the 1,s are  the 
zero-field  critical currents of the  individual junctions. 

-1.5 0 1.5 

I I I I I  
- 2 0  2 4 6 8 1 0 1 2  

I lch0 

Figure 6 Threshold characteristics for  multijunction devices: 
(a) two-junction device, Qo/LZ0 = 0.94; (b) three-junction  device, 
~ o / L l o  = 7. 

superconducting line and maximizing the  area of this loop 
or ring through  which the field could penetrate. They had 
shown that  the  total  supercurrent through  this parallel 
structure is reduced  to a small value whenever half a flux 
quantum is enclosed in this area. Since the flux is propor- 
tional to  the  area, it is clear  that magnetic field sensitivity 
is increased by increasing the enclosed area. Such  two- 

junction devices carry  the acronym “dc SQUID” (dc 
superconducting quantum interference  device)  and  have 
been  used  extensively as sensing elements of uniquely 
high-sensitivity instruments, magnetometers,  gradiome- 
ters, and voltmeters.  To make practical switching devices 
the  magnetic field is coupled via an overlying  control line 
as in the in-line gate. 

The  idea of two-junction  devices can be generalized to 
three-,  four-, five-junction and so on. A generalized 
equivalent  circuit for  such  structures is shown in Fig. 5 ,  in 
which each  cross  represents a  point junction which in 
turn  has the  equivalent  circuit shown in Fig. 2 [13]. The 
interconnecting inductances  represent  the inter- 
connecting superconducting lines. The  control line which 
carries  current I ,  is transformer-coupled to  the loops. The 
bias current Ig can be fed to the device through  a  number 
of points. The  two device structures of primary interest 
are  the center-fed  two-junction  device  and the split-feed 
three-junction structure, in which the point junctions 
have a zero-voltage current ratio of 1:2: 1. The threshold 
characteristics of these devices are shown in Figs. 6(a) 
and 6(b), respectively. The threshold curves  are  deter- 
mined by the L and Z values and the injection points A, B, 
C,  D. The lobe-to-lobe separation AZ, is given solely by 
@.,/Lm, where Lm is the  inductance which  couples to I , .  
The fact that the  lobe-to-lobe separation is solely and 
uniquely related to Lm permits the measurement of 
unknown inductances by incorporating  them as the  inter- 
connecting inductance in a two-junction SQUID. This 
technique,  pioneered  by  Henkels [ 141, was used by Jones 
and  Herrell [15] in a beautiful set of measurements to 
determine the  inductance matrix associated with the  chip- 
carrier interconnections. 

The  threshold characteristic of the two-junction 
SQUID of Fig. 6(a) shows overlapping  modes. Under the 
central  lobe, no circulating current is present in the  loop 
formed by the two  point junctions  and  the interconnecting 
inductances,  whereas in the two adjacent  lobes a circulat- 
ing clockwise or counterclockwise current,  correspond- 
ing to a flux quantum, is present in  addition to the 
externally applied currents.  The  fact  that  the modes  over- 
lap  about the origin means  that +@., or -@., can  be  stored 
in the  two-junction SQUID with no bias.  This  device is 
utilized as  the main memory cell of the DRO (destructive 
read out) memory being  designed  in the IBM Zurich 
research laboratory  and described by Gueret,  Moser, and 
Wolf [ 111. 

For logic applications the mode overlap limits the use- 
fulness of the device.  For this  purpose the three-junction 
SQUID with the  threshold curve  shown in Fig. 6(b) was 
introduced  by  Zappe in 1975 [16]. 

IBM 1. RES. DEVELOP. VOL. 24 NO. 2 MARCH I 980 



The use of this  split-feed  three-junction  device with 
current ratios of 1:2: 1 in the individual junctions, coupled 
with the proper  choice of the LZ, and feed points, leads to 
a large open  area  between lobes  which is desirable for 
large operating  margins of the  device  when used in logic 
circuits. 

The third type of device is a  two-junction SQUID in 
which the input currents  are directly  injected, rather than 
the control signals being  transformer  coupled  through an 
insulated  overlying control line. These  are  the nonlinear 
current injection devices.  The device is basically an  adder 
of inputs A and B ,  in such a way that if either input is 
present singly it requires a relatively large signal level for 
the device to  switch,  but when the  two signals are present 
simultaneously a low threshold to switching exists.  This 
approximates well the ideal AND function.  These devices 
are described by Gheewala in this  issue [17]. 

A major distinguishing feature  between  the  current 
injection device  and the previous two  types is that those 
have excellent  isolation  between input  and  output, where- 
as in current injection the isolation between input  and 
output is poor. Consequently,  the injection  devices are 
always used in combination with the electromagnetically 
coupled  multijunction  devices to provide the required iso- 
lation between  input  and output. 

All of the multijunction device structures can be realized 
in at least two  ways,  the “bridge” structures and the 
“planar”  structures.  In the bridge devices,  the inter- 
connecting inductance forms  a “bridge”  between  the two 
junctions; i.e., the  counter electrode which is common to 
both point junctions is lifted away from  the ground plane 
by interspersing  a layer of relatively  thick  insulation. The 
junctions  can  be defined entirely by the insulation win- 
dow or only on  two sides. The major  advantage of the 
bridge structure is that it occupies a relatively small area. 
However,  the interconnecting inductance between the 
junctions is formed about equally  by both the base and 
counter  electrodes, which makes the  structure difficult to 
damp should resonances pose a problem. 

The parallel RLC circuits, which the multijunction 
devices  clearly are,  can resonate at  discrete frequencies. 
A two-junction  device  forms  a single mesh  circuit and 
thus  has a single resonant  frequency,  whereas the  three- 
junction logic device has two resonant frequencies. The 
significance of these  resonances is that, through the first 
and third Josephson  equations,  these voltages are  fre- 
quency  modulated with resulting zerozfrequency side- 
bands. These manifest  themselves as  steps in the  device 
I-V characteristic. If their amplitude is sufficiently large, 
an output load line may intersect the  steps and  result in 

incomplete current  transfer. The  solution to this  problem 
is to  damp  the RLC circuit  appropriately.  Zappe and 
Landman have  analyzed this  problem in general for a 
simple but practically  interesting case of the symmetric 
two-junction device [18]. They find that  the resonance 
amplitude depends strongly on circuit Q. The amplitude 
increases  as Q increases and reaches a maximum of 0.6 
Zm(0) and subsequently  decreases.  In  the high-Q region, 
although the  resonance amplitude is statically  small, it is 
found to be a  function of the device current rise time hav- 
ing the same 0.6 Zm(0) maximum for sufficiently rapidly 
rising device currents.  In  the  low-Q region, however,  the 
resonance contribution  to  the  current is broad in voltage 
and low in amplitude.  Zappe  and Landman derived the 
optimum damping  conditions for  the low-Q case and veri- 
fied the  analysis  experimentally [ 191. 

The necessary  damping conditions  can  be  achieved  in 
practice by a resistor in parallel with the interconnecting 
inductance. To  achieve this in practical  device structures, 
the planar interferometer  structure was  devised in which 
the interconnecting inductance is formed  almost  entirely 
by a  strip line of the  base  electrode  over  the ground plane 
[19]. Properly  damped  three-junction devices  for logic 
have been  designed  by  Geppert et al.  in a 5-pm tech- 
nology [20]. That paper contains  a  detailed  device  model, 
enumerates the device parameters, and makes a detailed 
comparison between  the calculated  threshold character- 
istic  and the actually  measured one. Excellent  agreement 
is obtained, implying highly accurate modeling. An 
advanced  2.5-pm minimum linewidth  design, in which 
ground plane  holes are utilized to  increase  the base  elec- 
trode  inductance per unit  length, results in a very small 
device.  It is described by Gheewala [17, 211. Gheewala’s 
paper also contains a  description of the injection gates 
and  shows that  they  are also well modeled. 

The important  device  parameters are, of course,  the 
threshold characteristic (determined by the LZ, and the 
injection points), the device Z-V characteristic from which 
Zm(0), R,, and V ,  can readily be determined, and the 
device capacitance, including parasitics to ground. All 
parameters, with the  exception of the inductances  and the 
capacitances, are readily  measurable. The device  capaci- 
tance is most  readily  determined as a fitting parameter  to 
the analysis of resonance  structures. 

The major parameters  to be calculated are  the self- and 
mutual inductances of various  superconducting films dis- 
posed over a continuous or discontinuous super- 
conducting  ground plane. For large aspect ratios (films 
close to  the ground  plane  as compared with their width), 
the  inductance per unit  length is given as poD/w,  where D 
is  the oxide thickness plus the sum of the penetration 
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depths of the ground  plane  and the superconducting film, 
w is the width of the film, and po is the permeability of 
free space. For small aspect  ratios, analytical formulae 
and numerical procedures have been developed  by  Chang 
[22] and  by  Alsop et  al. [23]. The numerical  analysis pro- 
grams for self- and mutual inductances of such  structures 
can also be  applied to the modeling of package  com- 
ponents, as  demonstrated with considerable success by 
Jones and Herrell [ 151. 

Overview of logic circuits 

0 Introduction 
The earliest example of a logic circuit  was the flip-flop 
circuit of Matisoo [ 5 ] .  This circuit  consisted of two two- 
input in-line gates  interconnected in  parallel with a  super- 
conducting line. This simple circuit can  serve a variety of 
functions and  can  be  operated in a number of different 
ways. For example, with a dc supply current, loop cur- 
rent  can  be flipped back and  forth  between  the two  paral- 
lel branches on  the application of inputs to  one or the 
other  device.  Under  these conditions it forms a  common 
storage element,  the flip-flop. 

With two inputs  present  at  each  device,  the circuit can 
perform the two-input OR and two-input AND functions. 
This simple circuit can be used either in the “dynamic” 
or in the  “clamped” mode. In  the  “dynamic” mode, cur- 
rent transfer to  the  inductive load is initiated by the  first 
device  crossing  its  threshold  and current  transfer  pro- 
ceeding  according to  the RLC dynamics,  either in an un- 
derdamped,  overdamped, or critically damped  mode. The 
usual design choice is for  the critically damped  operation. 

In the “clamped” mode of operation  such a large input 
signal to  the driving  device is provided that it is essen- 
tially clamped into  the resistive state  and held there until 
current  transfer is complete. To achieve this latter mode 
of operation,  an additional  device  design constraint is  im- 
posed;  namely, that  the zero-voltage Josephson  current 
can be suppressed  to  zero with reasonable input currents. 

In the only present use of this  circuit it operates in the 
“clamped” mode.  The  address  driver  and  decoder cir- 
cuits of the DRO memory utilize these  circuits with spe- 
cially shaped in-line devices to  achieve  the zero-voltage 
current suppression [ 111. 

By switching the supply  current on  and off as  needed, 
this same circuit can be made to  trap a circulating current 
of a polarity determined by the polarity of the supply cur- 
rent, and thus  store information as  the prototype of 
a  memory  cell. The  early memory  cells designed by 
Anacker [6] and experimentally  investigated by Zappe 

[24] were of this type.  In each of these circuits a fan-out 
or a read-out device  must be present in order to usefully 
obtain the functions  described. 

This  class of circuit  has not  found use in  a  random logic 
environment because circuit  dynamics in the “dynamic” 
mode must  be customized  for  each circuit configuration; 
conversely, if these circuits  were operated in a 
“clamped” mode, very large current gains would be re- 
quired. These  are unavailable. Furthermore, when com- 
pared with circuits  about  to be described, it is slow in 
operation (current  transfer times are  on  the  order of 100 
or more ps, depending on  the size of the circuit). These 
circuits are,  however, very  low-power  circuits, which is 
the motivation for using them in the DRO memory. 

To  overcome  the shortcomings of this  type of circuit, 
Anacker and Matisoo [25] invented  a class of circuits in 
which the devices  drive  a  superconducting  transmission 
line terminated in its  characteristic impedance. 

Terminated  transmission line logic  circuits 
The principles of terminated transmission line logic are 
simple. A  device (or devices)  is (are) loaded by a super- 
conducting  transmission line of characteristic impedance 
Z,.  The transmission line is terminated  resistively with a 
resistor R = Z,,. Fan-out devices are  distributed along the 
superconducting  transmission  line, which passes over  the 
fan-out devices  and  acts  as control or input  to these de- 
vices. The major advantage of this circuit  arrangement is 
that it represents  the  fastest possible signal transmission 
between  devices,  because  the propagating current wave 
reaches its final value immediately. The fan-out is essen- 
tially unlimited. 

The  superconducting transmission  lines, which are 
formed by  the  ground  plane  and  the  overlying  super- 
conducting line separated from one  another by one or two 
dielectrics, Nb,O, and SiO, are  the ideal structures for 
transmission of signals. These lines have  zero  dc resis- 
tance and are nearly  lossless  and  dispersionless until the 
frequencies approach  the gap frequency. This  frequency 
for  lead is approximately 10” Hz, which  means that  for 
rise times  longer than a picosecond or so the transmission 
line can  be viewed as ideal,  Another significant feature of 
a  superconducting line over a  superconducting  ground 
plane is that  crosstalk  between  adjacent lines is minimal. 

The  characteristic impedance of the line is primarily de- 
termined by the dimensions and the dielectric properties, 
although the  superconducting  penetration  depth plays a 
role.  Similarly, the  delay per  unit  length T is determined 
primarily by the dielectric constant of the insulation, with 
the penetration  depth of the  superconductors entering 
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weakly. Complete expressions for Z ,  and T are given by 
Gheewala [17]. 

The transmission line is terminated with a normal metal 
resistor, AuIn,. For all rise  times of interest  the  ac and dc 
resistances are  the  same, so that  the terminating resistor 
can be chosen with no need to  account  for skin depth ef- 
fects. 

In-line multicontrol  circuits With this  circuit approach, 
several  ways of performing logic functions  have  been de- 
vised. The earliest of these utilized the multicontrol in- 
line gate with three  inputs.  The principle is illustrated in 
Fig. 7. Inputs A ,  B ,  and C are all designed to be  equiva- 
lent. Fig. 7(c) shows  that by proper choice of input polar- 
ity with respect  to  the  bias  current Zg, a single three-input 
device can perform the OR function and  the three-input 
AND and INVERT functions.  The  inverter  is formed with 
the data input  applied in the  antiparallel sense  as com- 
pared with the bias current followed by  a  timed “1” level 
in the parallel sense.  Thus a single device driving the  out- 
put constitutes  the  entire logic family needed to perform 
all logic functions. 

This type of circuit  was first investigated by Henkels 
[26], who carefully  designed the  output lines to have a 
constant  characteristic impedance, even when  they cross 
the  fan-out devices. Detailed comparisons were  made of 
the  current waveforms as simulated  and as measured with 
excellent results.  The  output impedance of the circuit  was 
very  low,  approximately 0.5 R. The circuit  rise time was 
measured to be 165 ps, very short  for a circuit  made with 
a minimum linewidth of 50 pm. 

These  circuits were utilized to  construct relatively 
complex logic functions by Herrell;  first,  a  one-bit adder 
circuit [27], and second, a serial  four-bit multiplier [28]. 
The  adder, fabricated with a 25-pm minimum linewidth 
technology, consisted of seven interconnected circuits 
with logic delays  per  stage of about 125 ps in this  environ- 
ment. The four-bit multiplier consisted of approximately 
50 interconnected circuits, fabricated  with a 25-pm mini- 
mum linewidth with loaded logic delays ranging from 236 
to 275 ps per gate  for  fan-outs of one and  four  respec- 
tively. The average power dissipation per gate  was 35 pW 
including the power  supply. The multiplication was per- 
formed  serially,  with a four-bit adder with ripple carry, 
and a four-phase  eight-bit accumulator shift  register. The 
circuit  functioned  properly  under all data conditions and 
operated with a minimum measured  add-shift  cycle of 
6.6 ns, giving a four-bit multiplication time of 27 ns. 
These results  were limited by the  external  test equipment. 
Simulations  suggested that the  add-shift cycle could be as 
short  as 3.0 ns  with a corresponding multiplication time 
of 12 ns. 

A B C  
1 1 1  

characteristic 

‘knee 

0 % 
V 

(b) 

(C) 

Figure 7 Principle of multicontrol circuits after  Herrell[27]:  (a) 
basic logic gate; (b)  [and (c)] typical I ,  versus V ,  [and I ,  versus I,] 
characteristics observed for nonlinear  in-line Josephson tunnel- 
ing gates. 

In both the  adder  and multiplier circuitry, bias currents 
were  supplied  externally to a group of serially inter- 
connected circuits.  This  somewhat unusual  power  supply 
arrangement was  subsequently found to be unsatisfactory 
for high-performance  machines [29], and  has been re- 
placed by a transformer-coupled, locally regulated volt- 
age supply. This will be  described  in somewhat more de- 
tail in a subsequent  section. 

The shift from 25-pm to  5-pm minimum linewidth 
technology, which occurred in  1977-1978, led to a  num- 
ber of significant changes in devices,  circuits, and power 
supply,  and  to  the definition of storage  register  elements 
and clocking philosophy. The latching nature of these 
logic circuits  permits  novel approaches  to  the solution of 
classical  high-performance computer design  problems; 
namely those  associated with power supply regulation 
and disturbance  and clock skew. 121 
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Figure 8 The 5-pm logic family as described by Klein and Herrell: (a) OR circuit; (b) AND circuit; (c) INVERT circuit. 

Multidevice  circuits As already  discussed in the con- 
text of devices,  the in-line multicontrol devices  do  not 
scale well. In a 5-pm linewidth  technology  they are  too 
large,  have too large a capacitance (device as well as 
parasitic), and  are  consequently  too slow to be desirable. 
This led to a shift to multijunction devices or SQUIDS. 
With a 5-pm linewidth  technology,  technological diffi- 
culties in linewidth control  are much  more apparent  and 
become a significant design  issue. The multicontrol AND 

circuit,  when scaled to  5-pm technology  and using 
SQUID devices, was  found to be marginal with  respect to 
current density tolerances. As a consequence, a new mul- 
tidevice AND circuit which had significant improvement  in 
margins was devised by Zappe [ 131. 

The complete set of the simplest members of this 5-pm 
technology logic family is shown in Fig. 8. Detailed  func- 
tional, delay, and dynamic power  supply analyses and ex- 
periments of this family have been performed by Klein 
and  Herrell[30]. The basic building blocks of this family 
are a two-input OR, a two-input AND, and a timed in- 
verter.  These  circuits utilize a  basic  three-junction 1:2:1 
device with LZ, of approximately (P0/4, where L is the 
loop inductance and Z, is the critical current of the smaller 
junction in the loop. These circuits operate with the sup- 
ply current initially shorted  to ground  through  the de- 
vices. When the  devices switch, the  “1” level current is 
transferred to the  load which consists of the  super- 
conducting terminated transmission line of Z, = 7 0 con- 
trolling the fan-out  gates. For  these  circuits  the “1” level 
is approximately 0.2 mA with Zm(0) = 0.4 mA and a nomi- 
nal supply current level Z of 0.32 mA. Logically,  the  cir- 
cuit of Fig. 8(a) is a two-input OR, for  the device will 
switch with inputs to either A or B.  

The AND gate in Fig. 8(b) has  two  devices in parallel, 
both of which  must switch  to  the resistive state in order 
for  an  output  to be developed  at  the  load. With two con- 
trol  lines  available at  each  gate, a logic function (A  or B) 
and (C or D) can be generated. Fig. 8(c) shows  the timed 
inverter  circuit. It is an OR and an AND combined in such a 
way that  the signal to be  inverted is supplied to input A ,  

l N V E R l  

2 .  T 
A beforc T )  

whereas the timing pulse is supplied to input T .  If a “ 1” is 
present at A ,  the AND is disabled and  the  subsequent tim- 
ing pulse generates  no  output, performing the inversion, 
and conversely. 

Klein  and Herrell designed  a series of experiments in 
which the  delays  and delay components of these circuits 
could be experimentally  evaluated and  compared with 
simulation results. A number of OR and AND gate  chains 
were  measured. The  results give an average OR delay of 
43 ps and an  average AND delay (with the B input  before 
the A )  of 105 ps.  The AND gate  delay depends upon 
whether  the signal is applied first to input A or B .  Only the 
slower  mode of B before A was measured.  The delays of 
the faster mode of A before B were obtained by simula- 
tion after the  experimental  cases were  found to agree with 
simulations. The simulated  fast  mode of A before B has a 
delay of 73 ps  per  stage.  In  these  measurements the logic 
was performed correctly. The fan-out was I .  Fan-out 
delay  was  measured  with  the OR gate  loaded with 1 1  OR 

gates having each pair of control  lines connected in se- 
ries, giving an effective  fan-out of 22. The crossing  induc- 
tance  was separately  determined.  The delay per fan-out 
was  measured to be 14.3 ps as compared with the pre- 
dicted  delay  (for  this  particular case) of 14.4 ps. In  these 
circuits the inductive  discontinuity  was  tuned out by 
means of matching capacitors Cm to ground at  the input of 
each fan-out  gate.  Provided that  the signal rise time is 
z3Lc/Z,, where LC is the crossing inductance, Z, is the 
characteristic  impedance of the  line, and Cm = L,/ZE, the 
inductive  discontinuity is tuned out, resulting in the  entire 
output of the circuit being a uniform matched  transmis- 
sion line in which no reflections occur. 

The delay measurements were compared with detailed 
simulations and yielded essentially  perfect  agreement. 
Careful  analysis of the simulation and experimental re- 
sults  showed that  the logic circuit  delay consists of essen- 
tially four  components.  These  four  components are: a) 
the rise time,  given  by  some  fraction of the CZ, time con- 
stant, where C ,  the  device  capacitance including the para- 
sitics to  ground,  was approximately  3 pF  for these de- 
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vices;  b) the propagation delay, which is approximately 
0.013 ps/pm;  c)  the fan-out delay, given by L, /Zo;  and d) 
the  turn-on  delay, which is the time lapse  between  the 
input signal crossing the threshold  and the time at which 
the  output signal begins its exponential  rise.  This  turn-on 
delay  has  been analyzed in detail  by Harris [31], who 
showed that it depends strongly on  overdrive, becoming 
small with large overdrives.  The  turn-on delay is propor- 
tional to (C/Z,,)”2, where C is the device capacitance. 

In these  experiments  the circuits  were  powered with a 
trapezoidal  bipolar ac power  supply generated exterrially. 
Because  these circuits  once switched to  the resistive state 
remain latched until the supply current is reduced, com- 
binatorial logic based  on these gates makes  a  transition 
from the “0” state  to a “1” state  only, followed by a 
reset of the complete combinatorial network. 

It is extremely important  to  note  that single logic levels 
are not clocked;  rather,  synchronization  occurs  at 
latches. Data are  read from latches  at  the beginning of a 
cycle, propagate asynchronously  through  the logic, and 
are again synchronized  at  the  output  latches.  The next 
few paragraphs describe  the  power  supply,  latches, and 
clocking concepts  and  experiments  carried  out  thus far. 

Power supply and network The power  supply  must pro- 
vide a well-defined, well-regulated current level to the 
logic circuits, minimize disturbs, provide for  reset and 
power-up at all portions of the  machine as simultaneously 
as possible, maximize the  duty  cycle,  keep  current and 
voltage levels reasonable throughout the  system, and add 
minimally to  the  total power  dissipation of the system. 
These requirements are met with  a power supply  system 
originally conceived  by  Fang and Herrell[32]. Design de- 
tails have  been  provided by Herrell,  Arnett, and Klein 
[33] and by Arnett  and Herrell [34]. This power distribu- 
tion scheme  provides switched, regulated power supply 
of alternating  polarity to the logic circuits. No rectifica- 
tion is necessary since the  devices  are symmetric with 
respect to the  supply current (and control  current) polar- 
ity interchange. The master  power  supply at room tem- 
perature  provides  sine wave power of one-half the ma- 
chine  clock frequency (inverse of machine  cycle  time) 
through  a tree of thin-film transformers with single pri- 
maries and multiple secondaries.  Use of such a tree main- 
tains low current levels throughout,  and  results in a small 
amplitude  and  phase skew for the  power  at  the  chip level. 
The sine wave power signals are clipped  on-chip to  the 
desired voltage level  (typically ~ 1 2  mV) by voltage regu- 
lators consisting of several large-area Josephson  junc- 
tions in series.  From  the regulators, voltage is distributed 
across  the chip by voltage busses.  The supply  resistors 

between  the regulated voltage bus and logic circuits de- 
fine the  operating  current bias. 

On-chip,  excellent  voltage  regulation and minimal dis- 
turbs  are a result of three principles  used in the on-chip 
power  system design. First, power  dissipation in the  sup- 
ply resistors is approximately an  order of magnitude 
larger than  that in the circuit “1” state.  This means that 
the overall change in the  power  drawn  from  the power 
system  as  the circuit  switches between “1” and “0” 
states is minimal,  leading to a small disturb. This is re- 
duced further by local regulation in which the inductance 
of the  power  bus  between  the regulator and  the circuits is 
kept small. The resulting  overall disturb is negligible. 

The power bus  impedance  and length are carefully  cho- 
sen  to give good frequency  response with minimum ring- 
ing, so that  the  power supply voltage can be established 
and removed  with no  overshoot or ringing. 

The obtainable duty  cycle is determined essentially  by 
the amount of additional  power one wishes to dissipate in 
the regulators. For  example, in the  circuits described by 
Klein and Herrell  the  power supply voltage was 8.2 mV 
with  a  supply resistor of  25 a. Thus,  the logic circuit dis- 
sipation  was ~ 2 . 7  pW. When operated  at 100 MHz fre- 
quency (for a 5-ns  machine  cycle  time), the average  dis- 
sipation per circuit including on-chip regulation is 
-4.5 pW with a duty  cycle of 0.75. 

The  transformers in the power tree  are formed by two 
overlaid superconducting lines crossing a hole in the su- 
perconducting  ground  plane. Transformers designed in 
the experiments described by Arnett  and  Herrell are one- 
to-one transformers with a mutual inductance of 325 pH 
and a coupling coefficient of 0.93. The  transformer length 
was ~ 7 0 0  pm with  a  width of 80 pm.  It should  be  empha- 
sized that a  key aspect of the power system design is to 
minimize phase  and amplitude skews of the power supply 
waveforms between different chips. Simulations of a JSP- 
sized power system indicate that amplitude  and  phase 
skews  are indeed negligible. However, this  remains to be 
confirmed experimentally. 

Given that essentially  simultaneous  power-up  and 
down of the logic circuits will occur throughout the 
machine, it is natural  to tie the clocking to  the power  sup- 
ply. This has indeed  been done. At the beginning of a 
machine cycle,  the machine state is contained in data reg- 
isters and control  latches. As the power  comes  up,  the 
data  are automatically  gated  from the  latches and regis- 
ters  to  the combinatorial  network and  thence  to  the  out- 
put  registers and  latches, which are updated if control sig- 
nals are  present. This  automatic  gating is achieved by a 
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circuit called the self-gating AND (SGA), which locks to 
the  data  state of the  latch  at  the beginning of the  power 
cycle  and  holds that  state regardless of subsequent 
changes in the  state of the latch,  permitting the  latch  to be 
updated as  required.  Thus, the logic is hazard- and  race- 
free. (An exception  to  this is the  use of the INVERTcircuit. 
It  is a timed inverter, in the  sense  that  the  data must  be 
known valid before inversion,  otherwise  an  error results. 
The timing pulse is appropriately delayed with respect 
to  the  data.)  Such  an  SGA, in conjunction with a dc- 
powered flip-flop and  input  circuits  to form latches,  has 
been  experimentally  investigated  by  Davidson [35]. 

A  condition to be satisfied by these latching logic cir- 
cuits when operated with a bipolar power supply is that 
they reset with certainty  to  the zero-voltage state  at the 
end of each  cycle.  It is well known [36, 371 that if the rate 
of change of the supply current  exceeds a  value Imin/r, a 
nonzero  probability exists  that  the circuit will not  reset to 
the zero-voltage state upon  transition of the supply cur- 
rent through zero to the negative portion of the cycle. If 
the circuits  indeed behave  as point junctions, Zmin is just 
given by the  Stewart-McCumber  formula [ 101 and T is the 
effective RC time constant consisting of the total junction 
capacitance and  the load resistance.  The measured limit- 
ing rate  for  the  circuits used by Klein and Herrell is great- 
er than 2-3 mA/ns, whereas  the  rate  expected  for a 5-11s 
machine cycle  operated with 80% duty cycle  and  a 330- 
pA current level is only 0.5 mA/ns. 

In  summary,  the  5-pm logic circuits of Klein  and Her- 
rell, when placed on a logic chip  with an appropriate num- 
ber of wiring channels, would result in approximately 3 0 0  
circuits per 6.35 x 6.35-mm chip. The  power dissipation 
per chip would be = 1.5  mW including power supply and 
power  supply  regulation. The resulting power density is 
well within the capabilities of direct  heat removal to heli- 
um, which would permit  the dense three-dimensional 
packaging described by Brown in this  issue [38]. It is esti- 
mated that  machines with a 5-11s cycle  time  could  be built 
with these circuits in which  power is supplied at 100 MHz 
frequency and  the operating duty  cycle is 80%. 

The package The package concept described by 
Anacker [39] and Brown [38] mounts  chips on  cards, 
plugs cards  into a board,  and  interconnects  cards via wir- 
ing modules.  Mechanically, all major parts  are made of 
silicon. Electrically, throughout the package  super- 
conductive transmission lines are used except at the  chip- 
to-card interconnection,  at the space  expander inter- 
connection,  and  at  the card-to-board-to-wiring  module 
interconnection. The  properties of the superconducting 
transmission  lines are  the same as  those  on-chip and are 
made with the  chip  technology.  The  three  classes of inter- 

connection,  however,  constitute electrical  disconti- 
nuities,  especially to  the  extremely rapid  rise times of the 
signals propagating from chip to  chip  on different cards.  It 
is essential that  the electrical properties of these inter- 
connections  be  carefully modeled and experimentally 
verified. Only then  can  the necessary noise tolerances of 
the intercommunication  circuits  be specified. 

The electrical characterization of the chip-to-carrier 
interconnections, i . e . ,  the so-called “controlled  collapse 
chip connector” (C4) connections,  for a single peripheral 
row of 84 C4s per  chip with  a  spacing of 200 pm between 
centers, has been  carried  out by Jones,  Herrell, and Yao 
[40] and is described in detail  by Jones and  Herrell [15]. 
Physically,  this connector is superconducting  solder of 
approximately  cylindrical  shape with a height of  30 pm 
and a diameter of  -120 pm.  These  rather gross physical 
structures have  a  self-inductance, as well as mutual 
inductances to all of the  other C4s on the  chip. The 
inductance  matrix can be  evaluated as a function of the 
placement of the ground connectors by programs  written 
by W. H. Chang [41]. Groups of four,  six,  and eight signal 
connectors  between  two grounds  were considered.  The 
analysis showed that grounds effectively isolate one group 
from another.  Measurements of self- and mutual induc- 
tance  were  made on groupings corresponding  to  those 
calculated, with essentially  perfect  agreement  between 
calculation and  measurement. 

The self- and mutual  inductances are a  function of the 
pin position between grounds. For example,  for  the 
grouping of six,  the self-inductance of the center pin has 
the largest value at approximately 23 pH, whereas the 
end connectors  closest  to ground have a  self-inductance 
of approximately 13 pH.  The mutuals  range  downward 
from about 20 pH. Having  established the inductance 
matrix, it then  becomes possible to calculate the delay 
through the  connector  as well as  the  crosstalk which 
should be experienced  under any set of experimental con- 
ditions. Jones and  Herrell  describe  in  detail the delay and 
crosstalk  measured for specifically chosen signal I/Os. In 
this  experiment  signals  were  generated on  one  chip, prop- 
agated  through three  others, and returned  to  the same 
chip. The measured delays and crosstalk were  compared 
with simulations utilizing the  inductance matrices mea- 
sured  for these  same configurations.  Essentially  perfect 
agreement  was  found here as well with a delay of about 
10 ps per connector  for the central  one in the  array of 
eight I/Os per  ground. A  worst-case crosstalk of 12% was 
measured in the  array of eight I/Os per  ground  when five 
signals arrived  essentially  simultaneously at the  con- 
nector  site.  Although specific to this  particular  experi- 
ment, these  results form the basis for  the  eventual phys- 
ical design of the  connector  structure  and for the determi- 
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nation of the ground  configuration necessary  to meet  a set 
of electrical  objectives.  It appears  that delay  through con- 
nectors is not  a significant factor, and one would have to 
focus  on  the  crosstalk  as the major C4 issue. 

The remaining package  discontinuities,  namely  those at 
the space expander  and the  card-sockeuwiring  module, 
remain to be characterized.  However,  based  on  the geom- 
etry of those  structures  as  compared with the C ~ S ,  it is 
expected that  they will form a more significant disconti- 
nuity to  the electrical signals than  the C4s. 

Current injection logic circuits Recently,  Gheewala  has 
devised a set of logic circuits  based on  the nonlinear  cur- 
rent injection device previously described [42]. Because 
of the  nonlinear  addition of inputs,  both  the OR and the 
AND gates  have excellent operating  margins. Additional- 
ly,  these logic circuits  have high gain and overdrive  capa- 
bilities. High gain results from  switching of two units of 
gate current  to  the  output (for a two-input  circuit).  This 
leads  to  shorter  delays  and  the possibility of parallel fan- 
out. The overdrive  capability, limited in the circuits 
described by Klein and Herrell, is large because in the 
CIL circuits the  control  current is applied only  after the 
supply current is established in the isolation  devices. 
Thus  the amplitude of the  control  current  has no upper 
bound. The  overdrive capability results in short turn-on 
delays. 

Detailed designs of these circuits  have been made in a 
2.5-pn technology and the  circuits have been  experimen- 
tally realized. Gheewala describes the design and  experi- 
ment in this  issue [17]. The logic circuits  are very fast, 
having an average nominal logic delay of  36 ps per  gate 
for  an average  fan-in of 4.5 and a fan-out of  3. The  corre- 
sponding  average power dissipation is 3.4 pW per  gate. 
Gheewala  has compared experimental measurements and 
simulations over a broad range of supply currents  for  both 
two-input and  four-input OR and AND gates of varying fan- 
out, with excellent  agreement  found  throughout. These 
experiments  also contain a  measurement of a 13-ps-per- 
gate delay, in  a  two-input OR circuit  when operated  at 
high bias. This  measurement is of considerable signifi- 
cance, because the fan-out delay and propagation delay in 
this  circuit are 7 ps, which means that  the delay  through 
the two-input OR circuit itself is only about 6 ps,  the first 
known instance in which circuit delays of under 10 ps 
have  been  experimentally  measured in any  technology. 
The  fact  that  the models still predict  measured  delays  cor- 
rectly  suggests that logic circuit  performance can be 
extrapolated to yet a faster speed  range as  the linewidth is 
reduced  from  the present 2.5-pm level. Indeed, Zappe 
[43] has  projected the performance of logic circuits as 
linewidths are scaled to  the submicron  level. He finds that 
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Figure 9 The basic NDRO memory cell idea. 

by  retaining the present-day  vertical structure, gate 
delays  can be decreased  to a few picoseconds with  power 
levels of less  than 1 p W  per gate. 

To take advantage of the very high logic circuit per- 
formance  already demonstrated by Gheewala, compatible 
packaging structures must  be devised, essentially  by 
extending the  present  5-pm packaging scheme so that 
self- and  mutual inductances of discontinuities are  corre- 
spondingly smaller.  Equally important,  the memory  tech- 
nology must keep  pace. 

In what  follows, we present  an overview of the NDRO 
(nondestructive read  out) memory work  aimed at high- 
speed cache  and  the DRO (destructive  read out) dense 
memory chip aimed at a main store. 

Overview of NDRO cache  memory 
As  already indicated,  the fundamental idea is to  store in- 
formation by means of circulating, quantized, persistent 
currents in superconducting rings. It  remains only to pro- 
vide a  means of selectively writing and reading the infor- 
mation. The basic  principle for a bit-organized NDRO 
memory array is shown in Fig. 9. Here  the memory cells 
are arranged in a rectangular  array of rows and  columns. 
The column  line constitutes  the word  line, the upper  row 
line the bit line, and the lower row line the sense  line. 
Information is stored with a clockwise  circulating current 
representing a “1” and a counterclockwise circulating 
current representing a “0.” Information is carried ac- 
cording to  the polarity of the word current.  The bit-line 
current is unipolar, as  is  the sense-line current. Writing is 
performed  by  coincidence of the bit- and word-line cur- 
rents, and  reading is performed  by  coincidence of word- 
line and sense-line currents. Reading is nondestructive in 125 

1. MATISOO IBM 1. RES. DEVELOP. VOL. 24 NO. 2 MARCH 1980 



126 

I. MATlSOO 

that  the sense-line  device merely senses  the presence or 
absence of the  control  current immediately above it. In 
this  case the cell contains  three  devices, in reference to a 
relatively old in-line gate design. Modern NDRO  cells 
contain two  devices and have a somewhat  more  complex 
accessing arrangement  to improve  write and  sense mar- 
gins. 

The  early NDRO  cell  experiments,  such  as  those of 
Zappe [24], emphasized  important  questions concerning 
the individual  cells such as cell dynamics,  the ability to 
repeatedly read  nondestructively, and so on.  The  neces- 
sity for critically damping  the cell was  demonstrated, 
along with the capability of repeatedly reading with no 
diminution in the  quantized circulating persistent  cur- 
rents.  In some experiments  attempts were  made to em- 
phasize cell density [44, 451. However,  these  early cells 
utilized the in-line device  for  both writing and sensing. 
Consequently, with miniaturization the  current  densities 
were  driven to  extremely large  values,  in some  cases in 
excess of 20 kA/cm2. Nevertheless,  the  basic cell was 
found to behave properly,  store information as  required, 
read nondestructively,  and  have very short (approxi- 
mately 100-ps) current  transfer  times.  Thus  the cell itself 
was clearly shown to be a building block  for a  very high- 
speed  memory. 

NDRO memory development using in-line devices cul- 
minated in the design and testing of an  experimental, fully 
decoded 64-bit random  access  memory  chip, described in 
detail  by Henkels  and  Zappe [46]. In this  memory  the cell 
is a ring containing a single diamond-shaped in-line write 
gate. The shaped  devices  suppress  resonances which are 
observed  to  cause  erratic  current  transfer [24]. Informa- 
tion is still stored  as clockwise  and counterclockwise  cir- 
culating currents.  The  stored flux is ~ 1 0 0 @ ~ ,  so quan- 
tization effects are small. With the elimination of one 
write gate, the bit current  also  becomes bipolar. The cell 
area is large,  with no effort made  to minimize it. Selection 
is with  coincident current along the word and bit lines. 

The  two  decoders, a word  and a bit/sense decoder,  are 
tree  decoders. A decoder  section  consists of two 
branches,  each  containing  four series-connected decoder 
gates.  The  gates  are controlled  by two  lines, a  dc-bias line 
shared by all the  gates  throughout  both  decoders, and  a 
bipolar address line unique to  each  decoder stage. The 
idea in each stage is to always have  one  branch super- 
conducting, with the application of the  address  current, 
which adds  to  the  dc-bias line current, maximizing the 
control  signal, and  the  other  branch  superconductive, 
where  the address  current  subtracts  from  the  dc  bias, 
eliminating any  control.  The  four  gates  per  branch  are in- 
tended to increase  the  resistance in the resistive branch, 

leading to a smaller LIR time constant  for  each  decoder 
stage. Even so, the  decoder  turns  out to be the weak link 
in these experiments.  The overall access time of this ar- 
ray fabricated into 25-pm  technology on  the usual 6.35 x 
6.35-mm2 chip  was  measured  to  be approximately 4 ns (a 
cycle  time of 5 ns) with full operating margins. With 
somewhat  reduced  sense margins the chip  was  operated 
at  an  access time of 2.3 ns and  a  cycle time of 3.5 ns. 
Simulation of the operation of the decoder and array lines 
with very simple models  gave a good  description of the 
decoder  dynamics.  Furthermore, it was  found that the 
diamond-shaped  in-line  devices utilized as write and 
sense  gates  successfully eliminated the junction reso- 
nance  problems  previously observed [24]. The experi- 
ments also revealed that tree decoders suffer from  leak- 
age problems,  which results in currents in nonselected 
paths. 

This  memory chip  was  for some  time the most  complex 
chip fabricated in that it contained  a  total of  322 individual 
devices. 

These  experiments did not emphasize cell density, 
memory access  time,  or cycle  time,  but rather demon- 
strated  overall principles. As the  technology  developed to 
the  5-pm  and  2.5-pm  level, design emphasis shifted to the 
design of memory  chips  potentially  usable  in actual ma- 
chines;  consequently, margins, density,  access time, and 
cycle time all became  important  design  parameters with 
the usual resulting  engineering  compromises  necessary to 
obtain a satisfactory  design. 

The major emphasis in the new designs was to improve 
the performance of the peripheral circuits.  In the 64-bit 
memory array  work,  the  decoder delay  was more than an 
order of magnitude longer  than the cell current transfer 
time. 

General considerations  are sufficient to indicate that 
small peripheral delays require low current levels. If ter- 
minated transmission  lines are utilized to perform periph- 
eral logic, the  arguments  are precisely the  same as those 
in logic circuits, suggesting that low current levels be uti- 
lized.  If, on  the  other hand, the peripheral logic employs 
simple current  steering,  the delays are to first order given 
by LIIV,, where L is  the  inductance of the  super- 
conducting loop, I is  the current transferred into the loop, 
and V, is  the  gap voltage. To  correctly utilize small cur- 
rent levels, interferometer devices  must be used; con- 
sequently, the memory cells utilize interferometers as 
write  and sense  gates. 

Detailed design considerations,  and  their experimental 
verification of small NDRO cells utilizing low current lev- 
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els, have  been described by Henkels [47]. Henkels’ cell 
contains a 1:2:1 bridge device  as the write gate, and  a 
two-junction  device as  the sense gate.  The cell stores 8@, 
in the clockwise  and  counterclockwise  mode. Cell dy- 
namics is controlled  by an external damping  resistor 
which results in a slightly underdamped cell. No initial- 
ization cycle is required. 

Writing is accomplished by a  triple  coincidence of I,, 
(bipolar), Zx, and I D ,  where Y ,  X, and D  refer to the Y 
line,  the X line,  and the Diagonal line,  respectively. Utili- 
zation of triple coincidence increases  the discrimination 
between the selected and unselected cells, because  the 
selected  cell sees  three  currents, whereas the unselected 
cell sees only one.  Further, the dual controls halve the 
total current, which implies the possibility of faster pe- 
ripheral circuits. 

Reading is accomplished in the usual manner of coinci- 
dence of I,, and I , .  Discrimination is maximized by an 
asymmetric cell in which the write  gate is contained in the 
smaller branch having roughly one-third of the total ring 
inductance. 

The experiments confirmed the design in detail. Specif- 
ically,  the margin evaluation  revealed that  the analysis 
based on quasistatic  threshold characteristics is indeed 
valid, that the  design approach  to minimization of Zmin by 
slight underdamping is indeed correct,  and  that provided 
@o/LZ,, z 12 is satisfied for the write gate, then the reso- 
nant voltage Vr > Vmi,. Under these  conditions, the write 
gate can switch  into the resonance  without erratic  current 
transfer  occurring. This was a  criterion  established on 
theoretical  grounds and was in fact  supported by experi- 
ment. 

In addition to verifying that the cell operated function- 
ally with no set-up  required, a  nondestructive read test 
was performed in which a “ I ”  was read 2 x 10” times 
consecutively. The  stored flux was 8@, before and after 
the test. 

An unexpected  and  interesting  phenomenon was dis- 
covered when performing a series of measurements of 
Imin as a  function of effective damping, when the write 
gate  control current level exceeded  the level at which the 
first threshold  lobe intersects  the minor lobe;  then there 
was no dependence of Imi, on damping, and its value was 
uniformly zero.  The  fact  that Zmi, = 0 regardless of cell 
damping is potentially  a  most useful phenomenon for in- 
creasing the cell tolerances.  The explanation for this ef- 
fect is that when the  operating  point of the write gate 
crosses the  threshold curve from the  central lobe,  the in- 
terferometer either  absorbs  or emits  a flux quantum. Dur- 
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ing this  transition  a  voltage is developed, destroying the 
circulating current and leading to Zmin = 0. 

In conjunction  with the memory cell design,  a  compat- 
ible decoder with  a  self-contained address register  was 
also designed and experimentally  investigated. Details of 
this  work  have  been reported by Faris [48]. The  decoder, 
called a “loop  decoder,” has  the following features.  The 
address register is formed from a series of super- 
conducting loops  into which the address  is first estab- 
lished. In this  design true and  complement address inputs 
are required. For  the  decoder realized in the  5-pm  tech- 
nology, the  address is established in 180 ps.  The  decod- 
ing, which is subsequently initiated by a start-decode 
pulse,  requires  =30 ps  per stage. The experimentally re- 
alized decoder  incorporated  address  loops sufficient for 
six-bit decoders,  but only three bits were actually utilized. 
The experiments clearly establish the compatibility of this 
decoder with the memory cells so that  an  access time esti- 
mate of 1.8 ns for a 2K-bit array has been made [49]. 

As with logic, the memory  technology has moved rap- 
idly from a 5-pm minimum linewidth to  one of 2.5 pm. As 
a consequence,  present activity centers  about the  design 
of a  4 x 1K-bit cache chip in the 2.5-pm  technology. An 
experiment which Henkels  executed [47] was to  operate 
the 5-pm  memory  cell in the 1,O mode. In this mode a “1” 
is a circulating current and  a “0” is no circulating current 
[50]. A  desirable feature of such  a cell is that all currents 
are monopolar; consequently, no polarity  inverter cir- 
cuitry is required. Also, the diagonal line can be  replaced 
by a  second Y line running  vertically, which simplifies 
decoding and  saves  space.  The undesirable feature of this 
mode is that the sense discrimination is inherently  smaller 
than it  is for  the 1 , -  1 mode. However, Henkels’  discov- 
ery, in which Imin = 0 independent of the damping resistor 
value (provided that  the conditions for this are met), par- 
tially overcomes this  inherent  disadvantage and has led to 
a  reconsideration of this mode of operation  and its  adop- 
tion as  the cell in the 2.5-pm  design. 

The basic design of the  cache memory chip is described 
by Faris,  Henkels, Valsamakis, and Zappe in this  issue 
[51]. The  design  objective is a 4K-bit cache chip with a 
nominal access time on  the chip  level of =500 ps. The 
basic design unit is a 1K-bit array.  It is intended to place 
four of these  on  one 6.35 x 6.35-mm chip. The cell is the 
1 ,O cell. The  decoders  are  the  loop  decoders modified for 
2.5-pm design so that  the requirement for  both  true and 
complement addresses is eliminated. A sense  bus, which 
collects  information  from  any  selected sense line, is de- 
scribed. The  sense bus detects  the decay of the sense-line 
current upon reading a ‘‘ 1” and transmits  the signal to the 
memory-to-logic interface driver.  The  current levels in all 



components  are nearly those used in logic with corre-  ory.  The technology is currently in transition  between a 5- 
spondingly short  delays and  the  elimination of the  need pm and  2.5-pm minimum linewidth  capability. The de- 
for amplifiers in the logic-to-memory  interface. The flux signs for  devices,  circuits, and  memory which were made 
stored in the cell  has  been further  reduced  to a value of for 5-pm technology and experimentally verified, when 
2Q0. The cell current  transfer time is expected  to be combined with the package as  described in this issue, 
-35 ps,  the  addressing delay -100 ps, with the decoding should yield a  machine with a  cycle  time of <5 ns,  even 
delays of 20 ps per  stage.  The  current  transfer time from for fairly large processors. 
the sense bus is expected  to be 95 ps, with the resultant 
overall access time under 500 ps. The  paper by Faris et 
al. [51] describes  the design of the interrelated  com- 
ponents  required for a full memory chip. This design has 
yet to be  experimentally verified. 

With the  evolution of the  technology to 2.5 pm, an im- 
proved  package is required. This  package is,  however, 
simply an  extension of the 5-pm package with reduced 
inductive  discontinuities.  This  technology  should yield 
machine cycle times on  the  order of a few nanoseconds, 

In  the memory  package, as  described by  Brown in this 
issue,  the  memory chips  are  to be bonded  to  cards with 
the same techniques  as  those used for bonding the logic 
chips. The electrical requirements imposed by memory 
on the  package are appreciably less  severe than those  de- 
manded by logic. Therefore it is expected  that  the pack- 
age will be more than  satisfactory  for memory modules. 

Overview  of the DRO main  memory 
In a paper in this  issue Gueret,  Moser, and Wolf [ 1 I] have 
provided an  overview of the main memory work,  as well 

even  for relatively  large systems. 
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