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Rapid  and  Precise  Method for Analysis of Energy 
Dispersive  X-Ray  Spectra 

A new,  precise,  and rapid method  for  the  analysis  of  energy  dispersive  x-ray  spectra  generated  by  electron  beam or x-ray 
excitation  is  presented.  It  includes  the  use of Gaussian  projiles  and u polynomial of l iE (where E i s  the  x-ray  energy)  to 
represent  the  observed x-ray characteristic  lines  and  background,  automatic  sectioning of the  entire  spectrum,  and  a 
Jigure  of  merit  to  estimate  goodness  ofjit. Details of  the  method  und  its  programming  techniques  are  given.  Results  of 
analyzing  complicated energ-y dispersive  x-ray (EDX) spectra  of  multi-element  alloys  are  presented. 

Introduction 
There has  been  a growing interest in the use of solid state 
detectors  for x-ray spectroscopy by the energy dispersive 
method (EDX) in recent years.  However,  there  are a 
number of drawbacks in the  method which must  be over- 
come if the  data  are  to be  used for precise  and  rapid  quan- 
titative  analysis.  Overlapping spectra from different ele- 
ments due  to relatively poor  energy  resolution of the de- 
tector and the limitation of the  input counting rate of the 
system  result in poor  counting statistics  for  the intensities 
of low-concentration  elements. 

A number of methods have  been  reported  to  solve 
these  problems with various degrees of success.  One of 
the two major approaches is in the  use of computer-stored 
spectra of pure elements to  least-squares fit the experi- 
mental data.  There  are a number of disadvantages in this 
method: the need for collecting  and  storing numerous 
standard  spectra of pure elements obtained with different 
experimental conditions,  the difficulties in accounting for 
the change of linewidths,  peak  shifts due  to different ex- 
perimental  conditions or  specimens,  and the  statistical 
counting errors in the stored  standard  spectra.  The  other 
approach is the fitting of observed  data  to calculated pro- 
files by using Gaussian curves  to  represent x-ray emission 
lines [I] .  Because  the  observed  spectra closely match 
Gaussian profiles, the fitted Gaussians  are  free of statisti- 
cal errors,  and  the overlap problems  can be  handled  very 
well by this approach, it is considered  to be  a better 
method [ 2 ] .  

The  approach used in this report is the same as  our  pre- 
vious method  [la, 21 with the new additions of automatic 
sectioning of the  entire  spectrum  to  reduce  unnecessary 
calculations, the  use of well-established  x-ray data  to  de- 
termine  the  number of characteristic lines present,  and 
the  introduction of a figure of merit to  estimate  the quality 
of the  results  for  each  element.  Compared  to  our previous 
method,  the  present program is approximately five times 
or more faster, and has  the  same precision. 

Basic  mathematical  models  for the profile-fitting 
method 
It is essential for quantitative analysis of EDX by the pro- 
file-fitting method (PFM) to  determine  the functions that 
best  represent  the x-ray  emission lines,  the background 
contributions and the effect of the solid state  detector  on 
the observed  data. By knowing the  shapes of x-ray lines 
and their background, plus the  response of the  detector, 
high precision  results  can be obtained by PFM, including 
the case of relatively poor statistical experimental data. 
Brief descriptions of the mathematical  models  used in this 
method are given in the following sections. 

Detector  efficiency  correction 
In general,  three effects must  be corrected  for in the ob- 
served intensities  collected by a solid state  detector. 
These include the  absorptions of the beryllium window 
and the thin gold contact  surface,  and  the  transparency of 
the silicon or germanium crystal.  The  observed intensity 
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where DEF represents  the  detector efficiency. Figure 1 
shows the silicon detector efficiency as a  function of x-ray 
energy (E)  by using Eqs. (1) and (2). The loss of sensitiv- 
ity at low energies is  due  to  the  absorption of the Be win- 
dow. For example,  the window absorbs more  than 30 per- 
cent of the incident  x-rays with energies of 2 keV or  less. 
The  drop in efficiency above 18 keV is dominated by the 
inability to fully absorb high energy  x-rays due  to  the fi- 
nite thickness of the  active region of the silicon crystal. 
All these  factors will affect the  observed  data and distort 
their  line profiles, especially those in the low and high 
energy  regions,  and  should be  corrected  for in quan- 
titative EDX analysis. The  detector  has approximately 
100 percent efficiency in the energy range between 4 and 
18 keV,  and this  energy region should  be  used whenever 
conditions  allow. 

Background  subtraction 
It  was  found that  the  second-order polynomial of 
(E,  - E ) / E  [Eq. (3)]  gives  a close fit to  the x-ray  back- 
ground, ZBG, or bremsstrahlung. This analytical expression 
was  determined  from experimental  data of a pure Be foil 
50 pm thick in which no  characteristic line or  absorption 
edge occurred  and  the  observed  spectrum was  only the 
bremsstrahlung [la, 31. Equation (3) has also  been  suc- 
cessfully fitted to  the  experimental  data of a number of 
thick foils of Fe,  Ni, Ag, and Ta. A  more  general ex- 
pression is given in Eq. (4), 

where E, is the accelerating  voltage for the electrons; A,, 
and Bo are  constants  that  depend  on  the atomic number, 
the concentration of each  element, and the  thickness of 
the  specimen; A , ,  B,, C,, and Dl are  constants  that  are 
related to A,, Bo, and Eo in the following fashion: A ,  = 

Bo - A,, B,  = AoEo - 2B0E,, C,  = BoEi, and Dl = 0. 
Equation (4) is used in this  program to  represent  the 

experimental background  where parameters A , ,  B , ,  C,, 
and D ,  are determined by a least-squares fit to  the experi- 

I 
mental data in regions  away from  the emission lines and 
absorption edges. The  term D,/E3 is added  to  account  for 
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Figure 1 Calculated  silicon  detector  efficiency  as a function  of 
x-ray energy, with a 0.025-mm Be window, a 10-3-mm  gold con- 
tact layer, and a 5-mm  Si detector. 
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Figure 2 Energy  dispersive  x-ray  (EDX) data for a SO-pm  Be 
film were fitted by the  background  function of A ,  + B , / E  + Cl/ 
E’ + D l / E 3 .  The  excitation voltage was 80 kV. 

the  probable deviations of the background  function from 
Eq. (3) due  to possible errors in the input  values for  the 
thicknesses t of Be,  Si, and Au, or the electronic  circuit. 
The result of the fitting of Eq. (4) to  the experimental data 
of a Be  thin film is shown in Fig. 2. Even though Eq. (4) 
was originally derived for bremsstrahlung  generated by 
electron-beam  excitation, it applies to x-ray excitation 
cases as well. A slightly different expression of Eq. (3)  
was  also  used by Lifshin [4]. In  fact,  the method of using 
polynomials to  represent a slowly varying  function is a 
very  common  mathematical practice. 207 
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Figure 3 The convolution of a narrow  x-ray emission line and a 
broad  Gaussian-type  detector response results in a broad  Gaus- 
sian-like  observed profile. (*) denotes convolution and W, is the 
linewidth of the Gaussian curve. 
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Figure 4 The EDX data of the Mn K spectra  (solid dots) are 
fitted  by three  Gaussians,  one  each  for  the K q ,  Ka2, and Kp 
lines  (dashed  lines).  The  sum of these  three  Gaussians  (solid  line) 
matches  the EDX data. 

Energy  dispersive  x-ray  (EDX)  line  profiles 
It is well known that  the x-ray  emission  lines are 
Lorentzian with  linewidths at half maximum of a few eV 
[SI. On the  other  hand,  the energy responses of the solid 
state  detector  are  broad  Gaussians [4] and  are  about 50 
times  (or  more)  wider than  the x-ray emission  lines.  As 
demonstrated in Fig. 3, due  to  the much broader  nature of 
the  Gaussian  response of the  detector,  the x-ray Lorentz- 
ian line can be  approximated as a delta function.  As a 
result of the convolution of these  two  functions,  the  ob- 

208 served  EDX line profile is completely  dominated  by the 
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detector function and  can be  closely represented by a 
Gaussian as shown in Fig. 4 for  the Mn KcY,,~ and KP 
lines. 

General  description of the  programming  method 
By using the mathematical models described above, a 
precise and rapid  technique for analyzing EDX  spectra 
has been  developed. An  outline of the programming 
scheme  is given in Fig. 5, and the main features of each 
major step  are described in the following sections. Com- 
plicated spectra of super-alloys of Ti,  Cr,  Mn,  Fe, Co, 
Cu,  and W prepared in our  laboratory  were used to dem- 
onstrate  the capability of the  method. 

Input 
General  information about  the  specimen, including the 
number of elements present,  their symbols,  and x-ray 
lines to  be used in analysis, (i.e., K or L  lines), are first 
read into  the computer. The program will then read  the 
corresponding line energies and intensity ratios of the 
principal  lines  and  absorption edges from a pre-stored 
table. The line energies and  intensity  ratios in this  table 
are  those of Johnson  and White [6] with  minor modifica- 
tions. All x-ray lines with intensities  greater  than  one  per- 
cent of the corresponding  principal line have  been in- 
cluded,  i.e., K a , ,  Ka2, KP,, KP,, KP, for  the K series, 

for the L series;  no line in the M series is used. The lines 
needed for  the analysis are  then determined. 

and La,,  La,, LP,, LP,, LP,, LP,, Lyl,  Ly2, L,, and L, 

Data processing 
The  observed EDX data  are first corrected  for  the  detec- 
tor efficiency. This correction is a function of energy that 
depends  on the  physical dimensions of the  detector,  i.e., 
the  thicknesses of the Be window,  the silicon (or Ge) 
crystal, and the gold contact  layer.  Note  that different de- 
tectors might have different thicknesses, and the  best 
available  values should be  used. 

After correcting for  the  detector efficiency, the  back- 
grounds  are determined. In  an  entire EDX spectrum, 
there  are a number of regions that  are  free of character- 
istic x-ray lines and contain  only  background. Data falling 
in these regions  were  used to  determine  the background 
by fitting with Eq. (4). The  upper  or  lower energy limit for 
this calculation is set  at 4.5 times the half width higher or 
lower than the x-ray line of maximum or minimum energy 
for all the  elements  present.  For  example,  these limits 
were 9.27 and 4.14 keV for a Ti,  Cr,  Mn,  Fe, Co, Cu,  and 
W  super-alloy as shown in Fig. 5.  Within this  limit, the 
energy  ranges that contain no  characteristic line are  de- 
termined.  The criterion for  setting  these boundaries is 
that  the  estimated intensities from all the emission lines in 
the specimen  must  be  less than  the  standard deviation of 
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the  background. Figure  6  gives the  results of automatic 
sectioning and  the fitted backgrounds. 

After  the backgrounds have  been  subtracted,  the  entire 
spectrum is divided into a number of sections for profile 
fitting. The boundary of each  section  is  set  at  the energy 
at which its intensity is no  more  than  one  standard devia- 
tion of the estimated  line  intensity at that energy. In  each 
section there will be at least one principal line,  either K a ,  
(if K a ,  is in one of the  absorption  edge regions, KP, will 
be used) or Lo,, of the  elements  present in the  specimen. 
The regions near  the  absorption  edge of aLl elements  are 
also  determined so that  data in these regions will be ex- 
cluded in the profile fitting. The widths of these regions 
depend  on  the energy of the  absorption edges and  on  the 
intensity of the  principal line of the  element.  In  general, 
the energy  range of these regions is approximately equal 
to  the resolution of the  detector.  Figure 7 shows  the fitted 
sections  and  the absorption-edge-excluded  regions deter- 
mined by the program for a super-alloy of Ti,  Cr,  Mn,  Fe, 
Co,  Cu,  and W. 

In fitting the calculated data  to  the  observed  data,  the 
calculated x-ray profiles have  the following form: 

where  N is the  number of elements in the  section; Li,  the 
number of lines for element i in the  section; P(i) ,  the  peak 
intensity of the principal line ( K a , ,  KP,, or La, of ele- 
ment i ) ;  R(i,  51, the intensity ratio of line j to  its principal 
line for element i ;  E(i,  j ) ,  the  energy of line j of element i, 
assumed  to  be related to E( 1, 1) by the expression 

= E(1, 1) + [P(N + 2)I[En(i,j) - En(l, 111, (6) 

where Eo(i, j )  is the  energy of the j line in element i read 
from the pre-stored table, P ( N  + 1) = E(1 ,  l), C = 0.693, 
and W ( ~ , J ]  is the half width of the Gaussian profile on line 
j of element i, where it is assumed  that 

W2(i,J1 = P(N + 3)' + P(N + 4 ) [ ~ , ( i , j )  - ~ ~ ( 1 ,  1)]. (7) 

See  the Appendix for detailed  mathematical derivations. 

First Nand  Li are determined and then the I(E) are cal- 
culated by profile fitting. In  determining I ( @ ,  there  are 
N + 4 variables [P(i) ,  i = 1, . . ., N + 41 for N elements in 
the  specimen; P( 1) to P ( N )  represent  the peak  intensities 
for  the principal line of each  element; P(N + 1) is the 
energy of the principal line for  the first line of the first 
element; P ( N  + 2) is used to  compensate  for possible er- 
ror in the separation between Eo(i, j )  and Eo( 1, 1) and 
should be very  close to 1.0; P(N + 3) represents  the half 
width of E( I ,  l ) ,  namely W(1, 1); and P(N + 4) is the 
parameter used to relate W(i,  j )  to W(1, 1). 

Read in 
elements and lines 

observeddata 
Input EDX 

t 
Detector efficiency 
correction 

1 
Backgroundsubtraction 
and automaticsectioning 

- 

Determine x-ray lines 
presented in the section 

Determine x-ray 

Statistical analysis 
and print results 

Figure 5 Block diagram of the general  programming scheme. 

The solution of the profile fitting is obtained by com- 
puter  search of these N + 4 parameters so that  the  sum- 
of-squares difference between  the calculated and ob- 
served  data  reaches a minimum. The mathematical 
method  used to  search for this minimum involves the non- 
linear-simplex  method of Nelder  and Mead [7] with modi- 
fications by the  author.  Robaux's algorithm [8] was used 
to avoid being trapped in a false minimum. Since our in- 
troduction of the application of the simplex method to 
EDX spectral analysis [la],  the  method  has  generated a 
lot of interest.  For  example, it has recently  been adapted 
to EDX analysis  by  scientists from  the National Bureau 
of Standards [9]. 

output 
The  output of the profile fitting method results includes 
the  name of the  specimen,  the  experimental time, the ele- 
ments  present,  the x-ray lines used  for  the calculation, the 
line energies,  the peak intensities,  the figures of merit, the 
estimated precision of peak  intensities,  and  the chi- 
squares of the fit. Peak intensities  are  the highest in- 
tensities of the cluster of a or p lines. The  advantage of 
using peak intensity  instead of integrated  intensity is  that 
peak intensity is  far  less  sensitive  than  the integrated  in- 
tensity to uncertainties in the background.  Precision of 
the peak  intensity is defined as A/8 = (Zca, - Z o b s ) / G  at 
the  peak location. In general, it will be  less  than 2.0. Chi- 
square is a measure of the  match  between  the calculated 
and  observed profiles. A value of 2.0 or less is considered 209 
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Figure 6 Result of fitting the background function, Eq. (4), to the EDX spectrum of a seven-element (Ti, Cr, Mn, Fe, Co, CU, and W) 
specimen, namely, super-alloy 3.  Energy ranges of the background-fitted regions are specifically indicated. 

acceptable. A figure of merit has been defined for evalua- 
tion of the  goodness of fit: 

Figure of merit = + (8) 

Our  experience indicates that a value of 2.0 or  more 
yields good results, values between 2.0 and 1.0 represent 
fair results,  and values less  than 1.0 represent  poor re- 
sults. Cases  that fall into  the  poor category are generally 
due  to high values of chi-square;  probable  causes  are  the 
existence of another element or  poor  experimental  data. 

1 1 
Precision Chi-square' 

21 0 A rerun of the experiment is required in these  cases. 
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Results and discussion 
Results of using this  technique to analyze  four  complex 
EDX spectra from separate  specimens of super-alloys are 
given in Table 1. Of these  four  specimens,  the first three 
contained the  same seven elements,  Cu,  Fe,  Cr,  Mn,  Ti, 
Co, and W. The last  specimen was different,  with ele- 
ments of Mn,  Fe,  Cu, and W. There  are a number of seri- 
ous  overlaps in the first three  specimens,  e.g.,  Cr KPI 
Mn Ka, Mn KplCo Ka. Some  elements had  very  weak 
intensities  which  were  buried under  strong  peaks of the 
adjacent element. These  are very good examples for dem- 
onstrating the capability of the  method. 
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Figure 7 Results of fitting Gaussian profiles, Eq. ( 3 ,  to the EDX data with background subtracted. The dotted curves  are the principal 
lines in each section and some of these curves coincide with the solid curves,  i.e., the total fitted profiles. These solid curves go through 
all the solid dots  (the EDX data  are shown for every fourth data point). The boundaries of each section and the absorption-edge-excluded 
regions are also given. 

The  total CPU time for the  analysis of these  four  com- 
plicated specimens is about 25 seconds, which corre- 
sponds  to  about 1 second  per  element being analyzed. 
The  results in Table 1 are listed  in order of increasing  en- 
ergy of the principal  lines  used for  the  elements.  Over 90 
percent of all the elements being analyzed  had figures of 
merit of better than 2.0; only three lines  had  values  be- 
tween 2.0 and 1.0, indicating good overall  results. Notice 
the dynamic capability of the  method for handling spectra 
with large  variations in peak-to-background ratios in 

these  specimens.  The highest ratio is 27 from W La and 
the lowest is only about 0.1 from Co K a ,  both in super- 
alloy 1 .  Estimated precisions of the fitted peak intensities 
were  generally less than 1.0, which  means that  the devia- 
tions of the calculated  peak intensities from the  observed 
peak  intensities are within the statistical accuracy,  i.e., 
within one  standard deviation of the  peak intensity. Simi- 
lar  results  were obtained for the chi-square  values;  only 
two  lines had values slightly over  two.  The results of the 
fitting are  also shown in Fig. 6 .  
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Super-alloy 2 

Super-alloy 3 

Mn-Fe-Cu-W  alloy 

Table 1 Listing of computer  output (200-second experimental  time for all samples). 

Sample  Element  Line ke V Counts Figure Precision  Chi-square 
of merit 

Super-alloy 1 
Ti Kff 4.51 93. 5.9  0.2 1.2 
Cr Kff 5.41 893. 2.2 0.9  0.9 
Mn Kff 5.89 243. 4.2  0.3  0.8 
Fe Kff 6.40 629. 6.0 0.2 0.8 
Co Kff 6.89 18. 2.7  0.7  0.8 
c u  Kff 8.04 4738. 3.3 0.4 2.2 
W Lff 8.39 5669. 6.9 0.2  2.2 

Ti Kff 4.52 80. 3.8 0.3 1.2 
Cr Kff 5.42 290. 1.5 2.0 1.0 
Mn Kff 5.89 735. 5.9  0.2  0.7 
Fe Kff 6.40 4696. 6.3 0.2 1.4 
co  Kff 6.93 337. 9.1 0.1 1.0 
c u  Kff 8.04 2092. 11.1 0.1 1 .o 
w Lff 8.39 1394. 1.7 1.5 1 .o 

Ti KLX 4.51 77. 2.3 0.6 1.3 
Cr Kff 5.42 389. 3.3  0.4 1 .o 
Mn Kff 5.87 244. 9.9 0.1 1.3 
Fe Kff 6.40 1695. 2.4 0.7 1 .o 
co  Kff 6.94 96. 2.5  0.8  0.8 
c u  Kff 8.04 2453. 3.1 0.4 1.2 
W Lff 8.39 1970. 3.0 0.5 1.2 

Mn Kff 5.90 47. 2.4 1 .o 0.7 
Fe Kff 6.40 276. 3.9  0.4 0.8 
c u  Kff 8.04 696. 1.8 1.8 0.8 
W La 8.37 23. 4.0 0.3 0.9 

Summary 
This  paper  presents a new method  for  the analysis of 
EDX spectra.  The method includes  accurate background 
subtraction, precision  peak intensity determination of all 
elements  present, and corrections of detector efficiency 
as a function of energy.  The precision of the  results  was 
estimated in three different ways: the figure of merit, the 
estimated  precision of the  peak intensity determination, 
and the chi-square of the profile fitting. Results for  four 
complicated  specimens of super-alloys showed  the 
method to  be  precise,  automatic,  rapid,  and simple to  use. 

The  conversion of the calculated  peak  intensities  ob- 
tained  by  this  method to  element  concentrations in the 
specimen can be  made  by the  use of published computer 
programs or methods. For the electron-beam  excitation 
method,  the MAGIC IV program  by Colby [ 101 can  be  used 
to  analyze bulk specimens, while the analytical schemes 
proposed by  Philibert [ll],  Kyser [12], and  Murata  et al. 
[13] can  be used to analyze  thin films. In  the  case of non- 
dispersive x-ray fluorescence analysis,  the LAMA pro- 
gram [ 14, 151 developed in our laboratory  can  be  used  for 

21 2 the analysis of either thin films or bulk specimens. 

In  general,  the choice between using the K or L series 
x-ray lines in any  particular analysis should be  deter- 
mined by the  series with  energy located in the higher  de- 
tector efficiency region. 

The  total length of the  present version of the program 
for this  method is about 80K; therefore, in general, it can 
be  run on any  moderately  sized computer. If only a mini- 
computer is available,  this  program  must be modified to 
fit the  computer. 

The  spectral effects of the  Si  escape  peaks  are usually 
less  than  one  percent of the  parent lines,  and are  omitted 
in this  method  since the precision and accuracy of x-ray 
elemental  analysis is usually no  better than one  percent. 
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Appendix:  Linewidth  of  the  Gaussian  response  of  an 
EDX system 
The full width at half maximum (FWHM) of the  observed 
Gaussian profiles of an  EDX  system  consists of the ef- 
fective  resolution of the  detector  system and the effects of 
electronic  noise [ lb]: 

FWHM(E)’ = FWHM(noise)’ + 2.35’F~E. (AI) 

The  second term in Eq. (Al) represents  the resolution 
of the  detector system in which F is the  Fano  factor, E is 
the average energy for  electron-hole pair generation; 
FWHM (noise) is independent of E and  assumed  to  be 
constant, C , ,  within the  same  experiment.  Equation (Al) 
can be rewritten as 

FWHM(E,)’ = c, + 2 . 3 5 ’ ~ ~ ~ , ,  (A21 

and 

FWHM(E,)’ - FWHM(E,)’ = 2.352F~(E2 - E , ) .  (A3) 

In  terms of  half width at half maximum (W), Eq. (A3) 
becomes 

2.35’F.z 
W(E,)’ - W(E,)’ = ~ 

4 (E, - E,) 

= Constant X (E, - E,) 

and 

W(E,)’ = W(E,)’ + Constant X (E, - E,). (A41 

By replacing E, with E,,(i, j )  and E, with E&I, 1 ) ,  Eq. 
(A4) becomes 

Let W( 1 ,  I) be represented by the variable P(N + 3) ,  
and the  constant by P(N + 4). Equation (A5) will lead to 
the expression 

The  above equation  gives the relation between W(i ,  j )  
and W(1, 1), i.e., P ( N  + 3). For  each  section,  once  these 
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two  variables, P(N + 3) and P ( N  + 4), are  determined by 
PFM, W(i ,  31 can  then  be  calculated  by Eq. (7). 
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