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Implications of a Selective  Acknowledgment  Scheme on 
Satellite  Performance 

Data link response  time is becoming  more qf n concern  today with the  onset  ofsatellite  transmissions of computer  data. 
The long propagution  deluy  inherent  to  satellite communicrrtions may  lead  to  a  degradation  in  data link response  time  us 
compared  to  the  same trrrnsmission over  purely terrestrial links.  Furthermore,  data link errors need  be  considered in any 
such  study  cflresponse  time of satellite  data  links. A model  has been developed  to  study  data link response  time  under  a 
selective  cmknowledgment  retrunsmission  protocol.  The  model  not  only  calculates  mean link response  time,  but  also  the 
second  moment of the  response  time.  This  model is then  applied  to  various  interactive  data  transmission  schemes  over  a 
half-duplex ( H D X )  satellite link with terrestrial  tails,  although  modl3cations  can  easily be made  to  analyze  pure  terres- 
trial  or satellite  links.  The  model  parameters  include bit  error rate (BER),  terrestrial as well as  satellite  propagution 
delay,  modem  trunsit  delay,  MAXOUT  (maximum  number  of  unacknowledged  data  frames),  frame size (bits),  and  mes- 
sage  size  (bits). 

Introduction 
Satellite data  transmission,  as any new technology, en- 
tails many questions which need to be addressed. One 
such question concerns the effects that  the long propaga- 
tion  delay  inherent in satellite data links has upon re- 
sponse time in an interactive environment. Since  one sta- 
tion  must wait for a reply from  its corresponding station 
before sending the  next message, link response time is 
critical to the user. Most analyses of this link response 
time in the past have not  been concerned with  retransmis- 
sions caused by link errors, but this is vital for a  study of 
satellite links where a single retransmission may take 112 
second  or more to  complete. 

A  typical  satellite  transmission  system is depicted in 
Fig. 1. The  secondary  station,  such  as a terminal outside 
Los Angeles,  originates  a  message in digitized format. A 
modem  then converts  the signal to analog for transmis- 
sion over the  link.  A terrestrial tail carries  the message to 
Los Angeles where an  earth station transmits  the message 
to a geosynchronous satellite  located 35 800 km 
(22 300 miles) above  the  earth.  The signal is rebroadcast 
to  another  earth  station located in Washington, DC, 
which then  sends the message over a terrestrial tail to  the 
primary  station. Here  the message is reconverted back to 

digital by the primary’s  modem. The  reverse  path is fol- 
lowed for transmissions from  the primary station  to its 
corresponding secondary  station. This scenario repre- 
sents the HDX point-to-point data transmission  system 
studied.  The  terrestrial tails are necessary in cases where 
the  data processing  equipment is remote  from its corre- 
sponding earth  station [l-21. Data link errors range from 
one in  1000 to  one in 100 000 bits in error [3] [without the 
use of FEC (forward error correction)] on  the terrestrial 
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Figure 1 A typical  satellite link with terrestrial  tails. 
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Figure 2 An example of a selective  acknowledgment  transmis- 
sion  sequence  for a 16-frame  message,  where MAXOUT is 7 
frames. 

tails  and one in 1 000 000 bits in error [4] or  better  on  the 
satellite  link. Therefore,  the  terrestrial tail becomes  the 
“weakest link” in regard to  data link errors  for a  satellite 
configuration which  involves  terrestrial tails. 

A  selective  acknowledgment  retransmission scheme on 
HDLC, a high-level, bit-oriented, data-link protocol, is 
assumed  to control the flow of data  frames in this  analysis 
[5-71. A  frame contains  both  user information and control 
data needed for transmitting each frame. The  control  data 
is assumed to be 56 bits per  frame in this analysis. 

HDLC allows up to 127 (MAXOUT = 127) frames of 
data  to be outstanding before an acknowledgment of 
these frames is required. But by setting MAXOUT less 
than 127, it is possible to require fewer  frames  to be  out- 
standing  than the maximum allowed by HDLC. M A X -  
OUT may be used,  for  example,  to limit the number of 
frames outstanding in order  to  conserve line buffers. It is 
assumed that  the transmission of acknowledgment  mes- 
sages is error-free for this study. 

Figure 2 exemplifies the selective  acknowledgment 
scheme considered here.  It is similar to  HDLC’s  pres- 
ently designed selective  reject (SREJ)  procedure in that 
only those particular frames received in error need  be  re- 
transmitted. However,  HDLC allows only one  “SREJ” 
to  be outstanding at a time,  thus precluding more than  one 
previously errored  frame from being sent  per transmis- 
sion. Conversely, the selective  acknowledgment  tech- 
nique  proposed here allows all frames  received in error 
after a given transmission sequence  to be  selectively  re- 
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permitting interspersed non-errored frames  to  be released 
from buffering at  the receiving station.  Notice in Fig. 2 
that  fewer than MAXOUT frames may be sent in a given 
transmission sequence. This would occur,  for  example, 
when a single message source is actively  transmitting  into 
the HDX  link. 

Other retransmission schemes  have been analyzed, 
such  as GO-BACK-N-ARQ  (automatic request  for repeat 
of an errored frame  and all subsequent  frames  out- 
standing) [8-161. Although GO-BACK-N-ARQ requires 
less buffering at  the receiving  station  than the  above  tech- 
niques do, it may also lead to longer data link response 
times as a  result of retransmitting  more frames. 

Most  studies  previously  conducted have been  con- 
cerned with the effects of data link errors  on  batch trans- 
missions,  where throughput  rather than response time is 
the critical  performance characteristic [ 17-21]. The need 
for a  response  time  formulation directed  towards inter- 
active applications was therefore  recognized. In  addition, 
because of the complexity of the  problem,  previous anal- 
yses  have only derived  the mean throughput, while the 
following model provides  the  derivation of the second  as 
well as the first moment of response time. 

Mathematical model 
In  order  to formulate  a model for link response time  under 
selective  acknowledgment, five dependent variables need 
be  determined: 

p B  = Average number of frames  transmitted including 
those in error (for  a  message of n frames and 
MAXOUT = M ) .  

uB = Standard  deviation of the number of frames trans- 
mitted. 

pL = Average number of transmissions required (for  a 
message of n frames  and MAXOUT = M ) .  

U, = Standard  deviation of the  number of transmission 
levels required. 

u,,, = Covariance of the  joint distribution of frames sent 
and transmissions  required. 

The average response time  (for a message of n frames 
with MAXOUT = M )  is 

PRT tnpn + ~ L P I , ,  

and  the standard  deviation of response time is 

URT = d t;u; + t;u; + 2t,t,un,, , 

where 

t, = transmission  time per  frame, 
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t,, = overhead  time per transmission  level. 

Further, tB = S /BPS ,  (3) 

where S = frame  size in bits, 

BPS = transmission  speed  (bits per  second), 

and 

+ acknowledgment size (bits) 
BPS 

+ d,, (4) 

where 

dm, = modem transit  delay, 

d,, = terrestrial  propagation  delay  for one  tail, 

dS, = satellite  propagation  delay for  one leg, 

d, = any  additional  configuration dependent  delays (as- 
sumed 0 in this analysis),  such  as satellite  turn- 
around  time, additional  system protocol, encoding' 
decoding time of messages, etc. 

Define 

B = The  discrete random  variable  denoting  the 
number of frames  required to  transmit a mes- 
sage of n frames, where MAXOUT = M .  

P;,"'(b) = The probability distribution of B 

L = The  discrete random  variable  denoting the 
number of levels  required to  transmit a mes- 
sage of n frames, where MAXOUT = M .  

Pi'"(/) = The probability  distribution of L 

Pi;(h, I ) =  The  joint probability distribution of B and L .  

RT = The  random variable  denoting  message  re- 
sponse  time. 

BER = Overall bit error  rate of the transmission link. 

And let 

rx = Least integer greater than or  equal  to x ,  

Lx = Greatest integer  less  than or  equal  to x ,  

x r y  = Greater of x and y ,  

xLy = Smaller of x and y .  

Frame error probability 
Assume  that the bit errors  are independent  and identically 
distributed  (i.i.d.).  Considering that if any one bit in a 
frame is in error the  frame itself is taken to  be in error, an 
expression for  frame  error probability is 

p = I - ( I  - BER)" ( 5 )  
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If the i.i.d. assumption is invalid, alternate equations 
for p and q should be developed from the  known distribu- 
tions. 

The probability distribution of 6 
As defined, the  selective acknowledgment scheme re- 
quires  that only the  particular frame(s) in error  on a given 
level be  retransmitted on the next level. Consequently, if 
b frames (b 2 n) are needed in order  to  send an n frame 
message, then (h  - n) of these h frames  must be in error. 
Determination of the probability distribution of B now re- 
duces  to  the combinatorial problem of finding the number 
of ways  that these (b  - n) errors can occur in b frames. 
Recognizing the loss of one degree of freedom in the total 
number of possible frames  that can be in error, since the 
last  frame  must  be error-free,  there  are  ~b-llC+,,l ways in 
which the errors can occur.  Thus, 

= o  b < n ,  

with mean 

n 
Pfj = - 

q 

and  standard  deviation 

The probability distribution of L 

Case 1: M 2 n 
Define 

ki = The  discrete  r.v. denoting the  number of frames sent 
on level i. 

ei = The  discrete  r.v. denoting the  number of frames in 
error on level i. 

Since M 2 n, all n frames will be transmitted  on  the 
first level. On each subsequent level, the number of 
frames  sent will be the number of frames which were in 
error on the  previous level,  i.e., 

k ,  = n ,  (10) 

ki+l  = e, i 2 1 .  (1 1) 

As an intermediate result, we are seeking the probability 
distribution  functions of k i + l .  Clearly, 

lgl I 
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P(kl = x )  = 1 x = n,  

= 0 otherwise. 

P(ki+l = x )  = P(ei = x )  

= P(ki = y)P(ei  = x I k, = y) ,  (12) 
.Y=X 

where P(e, = x I k, = y )  is the binomial distribution, 

Recursive use of Eq. (12) yields a general expression 
for  the distribution of k i i l ,  

P(k,+l = x) = p i x ( ]  - pi)"-s. ( 14) 

Now  that the distribution  functions of ki+l have been 
found, it is a  simple matter  to determine the distribution 
of L .  If exactly 1 levels are  required,  then  on level (1 + 1) 
zero frames will be  "transmitted." But we must subtract 
from P(k1+, = 0) the probability that  zero frames are 
"transmitted" on level I, to  ensure that  level 1 is indeed 
required.  Therefore, 

P y y l )  = ( I  - p")" - (1 - pl-l))", (15) 

with mean 

and standard deviation, 

Case 2: M < n 
Define 

ri = The  discrete  r.v. denoting the  number of message 
frames which remain to be sent  after level i has been 
transmitted, with the initial condition, ro = n.  

Note  that there  must  be at least r n / M  levels  when M < 
n, of which ( r n / M )  - 1 must  be "full" (containing M 
frames).  Thus, f o r i  5 ( r n / M )  - 1 ,  

P(ri = x I ri-l > M )  = P(ri = x). ( 18) 

In this  region, the distribution of ri is the binomial dis- 
tribution of (iM + x - n)  errors in iM frames,  i.e., 

192 

For i > ( r n / M )  - 1, Eq. (18) is still applicable as long 
as x > M .  As a result, 

x > M ,  

i > (rn/M) - 1. (20) 

Finally, the  case  where x 5 M and i > ( T n / M )  - 1 must 
be considered.  In this region Eq. (18) is not true, since it 
is possible for ri-l s M .  Therefore, we must examine only 
the situations where Y ~ - ~  > M ,  and  then proceed  to level i 
to find the conditional  distribution of r,, 

P(ri = x I ri-l > M )  
Xi" 

= P ( T , - ~  = y)P(ei  = M - ( y  - x) I ki = M )  
u=M+l 

x E [1,MI, 

where ei and k i  are defined in the previous  section. 

Now  consider the  format of transmissions in order  to 
have exactly 1 transmission  levels. There must  exist  some 
1" (where I* < 1) such  that  the first I*  levels are "full" and 
x frames ( x  E [ 1 ,MI) remain to be sent  after level I*. Once 
I" and x are  determined,  the probability that  these x 
frames  are  sent in (/ - !*) levels is simply P:,."(/ - I * ) ,  
which was  derived for  the situation where M 2 n. 

Summing over all possible  combinations of I* and x ,  

P : ' ~ ( / )  = 1 2 ~ ( r , *  = x I rL*-l > M ) P : ' ~ ( I  - I * )  
1-1 M 

l *= ( rm- l  X=l  

1 2 T n / M ,  

= 0 otherwise. 

Substitution of the  derived probability distributions yields 

x iY ""j [(I - P 1 - ( 1  - P1- l* - l )X l  
1-1* E 

1 2 T n / M ,  

= 0 otherwise. (22) 

The mean and standard deviation of L can be  calculated 
by the formulae: 

1 

pL = y l P y ( l ) ,  (23) 
l=rniM 
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where I,,,,, is chosen so that liP:"(I) is negligible for every 
1 > i = I ,  2, provided  that L has the  bounded first and 
second  moments. The finite sums can  be computed  to any 
desired  degree of accuracy by quantifying the stopping 
criteria. Computationally,  this  involves the  comparison of 
each additional term in Eqs. (23) and (24) to  the  current 
sums,  once P:.'(/) reaches  the region where it is mono- 
tonically decreasing. When these additional terms then 
fall below preselected  fractions of the  accumulated  sums, 
the calculations are  terminated. 

The joint  distribution of 6 and L 

Case 1: M 2 n 
Let us rearrange Eq. (15) to yield the following form: 

where, by definition, 

Notice  that in order  to  have  exactly b frames  sent, 
there must be (b  - n)  frames in error. So the  power of p in 
Eq. (25) must always  equal (h - n).  Therefore, 

j" = b - n - ; ( I  - I ) .  

Selecting only thejhth term from Eq. (25) ,  we have 

b - i ( l -  1 ) -  l ) - ( b - i l -  I ) ]  
x [ ( h  - n - ; ( I -  1) h - n - il . 

The number of terms in the summation can be  reduced 
by eliminating the  cases where  both  combinatorial  terms 
in brackets are  zero. In addition, the region of appli- 
cability for this equation is restricted to b E [ ( I  + n - I ) ,  
In].  Thus, 

I lrfh--a) 

1 ziE;Tl 
P"'"(b, B ,  L I )  = qnpb"" 1 (- 

i = l  

b - i ( l -  1 ) -  l ) - ( h - i / -  I ) ]  
b - n - i ( l -  1 )  b - n - i l  

I + n -  l ~ h ~ l n ,  

1 2  I ,  

= 0 otherwise. (27) 
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Case 2: M < n 
As in the derivation of PZ'"(1) for M < n ,  we can define an 
I* such  that levels 1 through I* are ''full'' and x frames 
remain to be sent  after level l*. To find the  joint distribu- 
tion of B and L, we seek  the probabilities that l*M frames 
are transmitted in the first 1" levels and  the remaining x 
frames (x E [l,  MI)  require b - l*M frames  to be sent in 
( I  - 1 * )  levels.  Summing over  the  appropriate values for I* 
and x, 

Piy:(b, I )  = 2 P(rl* = x I Y ~ * - ~  > M )  
1-1 M 

l*=(rn"I s = l  

X Pi:E((b - l * M ) ,  (I - I * ) ) ,  

where 

PE:;((b - l * M ) ,  (1 - I * ) )  

b - I*M - i(l - 1* - 1) - 1 
b - l*M - x - i(1 - I* - 1 )  

b - l*M - i(l - 1*) - I 
b - I*M - x - i(1 - I * )  11 -i 
1 - I" + X - 1 I b - I*M I (I - I * ) x ,  

= 0 otherwise. (29) 

Observe  that  the  non-zero range of Eq. (29) further re- 
stricts  the values of x in Eq. (28). 

Additional restrictions must  also  be  imposed on I ,   I * ,  
and b since there must  be at  least  one,  and  no more  than 
M ,  frames transmitted on each level: 

I 2 Tn/M, (30) 

I + n - r n / M  I b 5 IM, (3 1) 

The special case of M = 1 is discussed in the next  sec- 
tion. 

Summarizing, 
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Figure 3 The components of satellite data link response time 
for an interactive 32-frame message with 512  data bits per frame, 
a %OO-BPS transmission speed, a BER (bit error rate), and a 
0.552-second overhead delay per transmission: curve A, link re- 
sponse time; curve B,  frame transmission time; curve C, over- 
head time. 

where 

b - l*M - i ( l  - 1* - 1) - I 
b - l*M - X - i ( l  - I* - 1) 

b - l*M - i ( l  - I*) - 1 
b - l*M - X - i(1 - I*) 

The covariance of B and L ,  for any value of M ,  can  be 
computed from 

lmax l (nLM)  

U R , L  = c c p;:;(h O[(b - cLB)(l - cLL)I’ (34) 
f=rniM b=z+n-rniM 

where l,,, is chosen,  as  before, so that P;:(b, 1 )  is negli- 
gible for  every 1 > lmaX. 

The special  case of M = 1 
Since only one  frame is transmitted on  each level, the 
probability  distribution of levels is the  same as that of 

frames. And the  joint distribution of frames  and levels is 
also  the  same.  Therefore, 

x -  1 
n - 1  

x 2 n, 

= 0 otherwise; (35) 

(36) 

Examples  and  applications 
Consider  a  satellite link with terrestrial tails as  depicted in 
Fig. 1. Define the modem  transit delay,  terrestrial propa- 
gation delay [22], and satellite  propagation  delay  as: 

dmt = 0.01 seconds, 

d,, = 161  km (0.001 secondd24 km) = 0.0067 seconds, 

d,, = (35  800 km)/(3 X lo5 km per  second) = 0.1198 sec- 
onds, 

acknowledgment  size = 56 bits. 

Therefore,  the  overhead delay per transmission is t ,  = 

0.552 seconds.  Let  the message  size  be 16 384 bits of data 
with 56 bits of control  data  appended  to  each  frame of the 
message.  Assume a 9600 BPS (bits-per-second) data link 
where the overall BER is one bit in  10 000 determined by 
the terrestrial  tails’ BER. 

Figure  3  displays the link response time  vs MAXOUT 
for  the message blocked into 32 frames,  each containing 
512 data bits. The  two  components of link response time, 
overall  overhead  time and  the  actual message  transmis- 
sion  time, are  also  shown.  The  superposition of these two 
components  leads  to  the link response time [see Eq. (l)]. 
Queuing delays  which are configuration dependent, such 
as waiting for polls or for completion of other terminals’ 
transmissions  from the  same  station, may also be  added 
to  the formulated response time to obtain a total transmis- 
sion  delay. An inherent  characteristic of selective ac- 
knowledgment is that  the  actual message  transmission 
time (defined by total bits sent including those retrans- 
mitted  divided by link speed in BPS) is independent of 
MAXOUT. Also, the overall overhead time is monotoni- 
cally  decreasing as a function of MAXOUT. Therefore, if 
line buffers are not  a  constraining factor  on  the  system, 
MAXOUT should  be made to equal the  number of frames 
in the message to  optimize  response  time.  Unfortunately, 
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Figure 4 A comparison of the average link response  times  for a 
fixed-size message  blocked  into 32 and 16 frames,  as MAXOUT 
increases  for a 9600-BPS transmission speed, BER (bit error 
rate), and 0.552-second overhead delay per transmission: curve 
A, 32-frame message (512 data bits per  frame);  curve  B, 16-frame 
message (1024 data  bits  per frame). 

line buffers are usually a  primary constraint;  therefore, 
the model  predicts link response time  under  any  given 
MAXOUT restriction. 

Figure  4 compares  the link response time vs  MAXOUT 
for  the message  blocked  into either 32 frames (512 data 
bits each) or 16 frames (1024 data bits each).  Here,  the 16- 
frame message is lower in response time for all values of 
MAXOUT except  for MAXOUT = 32 or larger.  When 
MAXOUTis  greater  than  or  equal  to 32 frames, by block- 
ing the message 32 times rather  than  16,0.05  seconds  can 
be saved  on  the link response  time. One  must  realize that 
for  any given MAXOUT, twice  as many bits of data  can 
be sent  for a  message  blocked into 1024 bits per  frame  as 
compared  to 512 bits per  frame. 

Figure 5 is analogous to Fig. 4, except  the message is 
blocked  into 16 and 8 frames  comparatively.  Here,  once 
MAXOUT becomes 13 or larger, the 16-frame message 
will decrease  response time  below that of the 8-frame 
message. 
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Figure 5 A comparison  of the  average link response  times  for a 
fixed-size message  blocked  into 16 and 8 frames,  as MAXOUT 
increases  for a 9600-BPS transmission  speed, a BER (bit 
error  rate),  and a 0.552-second overhead delay per transmission: 
curve A, 8-frame message (2048 data bits per  frame);  curve B, 
16-frame message (1024 data  bits per  frame). 

Figure 6 depicts  the 95th  percentiles for  the given mes- 
sage  blocked into 32, 16, or 8 equal  frames.  This is de- 
rived using Eq. (2) with the  assumption of a normal  distri- 
bution.  Certain  installations (e.g., military operations) 
might require a maximum response time criteria  on  the 
system (95 percent of the link response  times for a given 
application are less  than or equal  to a given  value).  Figure 
6  illustrates that a blocking factor of 32 or 16 for  the mes- 
sage with a corresponding MAXOUT of 32 or 16, in this 
case, is much better in the 95th  percentile  than that of a 
message  blocked  into 8 frames. 

Conclusions 
An analytic  technique has been  derived  which  predicts 
the performance of an interactive  application over a 
“noisy” HDX terrestriaVsatellite  transmission link under 
selective acknowledgment.  The technique  could also be 
applied to pure terrestrial  as well as pure  satellite  links. 
The effects of link speed, message  size,  frame size, 
MAXOUT, and link error  rate (BER) upon the link re- 
sponse time can be  used to  answer  such  questions  as: 195 
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Figure 6 The one-tailed,  95th-percentile response  times  for a 
fixed-size message  blocked into 32, 16, and 8 frames,  as MAX- 
OUT increases:  curve  A, 32-frame message (512 data bits  per 
frame); curve  B, 16-frame message (1024 data bits per frame); 
curve  C, 8-frame  message (2048 data bits per frame). 

I .  Is a higher link speed  or higher  grade link cost justified 
for  the  expected  response time improvements? 

2 .  Realizing that  as M A X O U T  increases, buffering also 
need  increase  at both  the sending  and  receiving sta- 
tions, what is a realistic  value for  both MAXOUT and 
thus  the determined link response time? 

3. What blocking factor will minimize response time? 
4. What is the 95 percent confidence  interval for a  given 

transmission of a  message? 
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