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Worst-Case Pattern Evaluation of Baseband Channels

Abstract: This paper presents a new method for evaluating the performance of communication systems that use binary-valued signal-
ing formats. This technique permits selection of the best overall code for a particular channel or, alternatively, provides a method for
comparing different channels that use the same transmission code. Encoded waveforms at the channel input are presumed to be gener-
ated by a constrained-coding procedure, which ensures, for example, that the resulting binary waveform has a certain minimum num-
ber of transitions per unit time, limited digital sum variations (DSV), among other characteristics. With this method, one first deter-
mines that particular sequence (within the given code constraints) that produces the maximum amount of intersymbol-interference
when transmitted through the given channel. A dynamic-programming procedure is used to compute this sequence. Overall channel
performance is evaluated by calculating the probability of error and the minimum eye-pattern opening. Numerical examples illustrating

the procedure for a synthetic channel are presented and analyzed.

Introduction

This paper presents a method for evaluating the perfor-
mance characteristics of baseband, binary transmission
channels, such as those found in magnetic recording ap-
plications. The channels of interest consist of the basic
elements shown in Fig. 1. Each sequence of source bits
a,, a, "+, a is encoded as a binary-valued, continuous
waveform x(¢) which has transitions between levels only
at multiples of the bit period 7. In general the code con-
tains redundancy, and more than N bits in x(¢) are used
to encode the N source bits. This redundancy may be
used, for example, to ensure that every encoded wave-
form has a minimum number of transitions per unit time
to allow better clocking signal extraction at the channel
output. Codes which achieve this and other constraints
have been proposed [1, 2].

The overall error-rate performance of the channel
shown in Fig. 1 depends on a variety of complex, inter-
related factors. These include the output noise charac-
teristics, the procedure used to extract a clock signal

Figure 1 Basic elements of baseband transmission system.
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from the data, and the method of detection. Performance
also depends largely on the particular input sequence
that drives the channel. Specifically, certain input se-
quences result in channel outputs that have a large
amount of intersymbol interference (ISI), and at least
one input sequence exists that maximizes ISI levels. This
encoded waveform then necessarily results in the poorest
overall performance, all other factors being fixed, and is
termed here the worst-case pattern (WCP).

The objective of this paper is to present a simple
method for finding the WCP and its corresponding ISI
level, given a fixed encoder/channel combination. As a
result, we are concerned only with the encoder and
channel portion of the model shown in Fig. 1; the effects
of noise, clocking accuracy, and detection do not enter
into our analysis. Our results can be applied to compare
quantitatively several different constrained codes (i.e.,
encoding procedures) for the same channel by evaluat-
ing their maximum ISI levels. The channel having the
minimum level is preferred. Alternatively, we could
compare different channels that use the same encoder.
Although our primary concern is with magnetic record-
ing channels, our approach is applicable to any baseband
communication system.

The analysis is simplified here by assuming that the
input/output characteristics of the channel are linear.
Tools such as transfer function analysis and convolution
are used to derive the basic results and to evaluate the
overall performance of the system. Although the rela-
tionship between write current and recorded flux density
in the magnetic environment is nonlinear, measurements
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have demonstrated that linear models can successfully
predict the waveforms observed at the read head of
magnetic recording channels that use binary-valued in-
puts. Thus, our worst-case pattern design procedure
applies directly to magnetic recording systems.

It is shown that the problem of finding a WCP is rela-
tively simple for encoders that operate without con-
straints as occurs, for example, if the source bits are
converted to a binary waveform using the non-return-to-
zero index (NRZI) encoding method. With NRZI, each
transition in the continuous waveform represents a 1,
and a 0 is indicated by the lack of a transition. The WCP
for this encoder can then be expressed in closed form as
a simple function of the channel impulse response.

For codes with constraints, however, the WCP is sig-
nificantly more difficult to obtain because not all possible
input waveforms are allowed. It is readily shown that
the length of the WCP is determined by the time over
which the impulse response of the channel is signif-
icantly different from zero. This period is generally long
when measured in incoming bit periods and may be as
long as several hundred bits for typical magnetic record-
ing applications. It is therefore impractical, if not impos-
sible, to apply an exhaustive search technique which
measures the ISI level of all permissible sequences of
this length within the code.

The approach taken here is based on the method of
dynamic programming [3, 4]. We first divide the original
channel into the sum of two other channels such that the
impulse response of the sum is identical to the original.
This decomposition is illustrated in Fig. 2. The upper
“ideal” channel, fixed and independent of the original, is
ideal in the sense that its output is ISI free at selected
points, regardless of the input sequence. Nyquist [5]
studied such channels in detail, and has shown that the
so-called raised-cosine channel is ISI free at both mid-
bit and bit-boundary points. Since many magnetic re-
cording systems employ clock extraction based on zero
crossings as well as mid-bit sampling detectors, the
raised-cosine channel is a logical choice for the ideal and
is used here. Generalizations to other choices will be
apparent as we proceed. Kobayashi [6] uses a similar
channel decomposition with a different choice of ideal to
discuss code constraints.

The lower channel, termed ‘“‘error’” channel here, is
then simply the difference between the ideal and actual
channels. Evaluation of its output at mid-bit and bit-
boundary points leads to a direct determination of ISI,
resulting from our choice of ideal. Dynamic program-
ming is used to construct a WCP by determining the
input sequence which maximizes error channel output at
these points. The technique requires only that the con-
strained code have a finite-state description, as defined
by Franaszek [1] and others [7].
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Figure 2 Decomposition model for original channel: H,(f) =

H () + Hy(f).

In the following sections, the proposed method is de-
veloped and a numerical example illustrating its use is
presented. The example includes a computation of the
worst-case sequence, its resulting probability of error,
and an experimentally derived eye pattern. In addition,
the corresponding parameters for a pseudo-random input
waveform are presented and compared with those for
the WCP. As expected, the WCP produces significantly
higher error probability and a reduced eye opening.

Mathematical channel model
The transfer function of the channel shown in Fig. 1 is
denoted by the complex frequency response H ,(f). The
decomposition in Fig. 2 is then

H,(f) =H,(f) + H(f). (1

We assume that the actual channel has a usable maxi-
mum frequency of f, Hz and that a bit period T = 1/2f,
is employed. The ideal raised-cosine channel for this
case then has an amplitude spectrum given by [8],

_(1/2£) (1 + cos =nf/f,)
i = n I 771

=0, Ifl > £, (2)

The phase function of this channel is assumed to be lin-
ear with slope 7 and to have a value of zero at dc.

An error channel transfer function can then be com-
puted using Eq. (2) and the known actual channel re-
sponse H ,(f). A direct difference operation as suggested
by Eq. (1), however, cannot be used without first apply-
ing appropriate gain and bulk time-delay corrections. If
this is not done, gain and linear phase differences be-
tween H, and H, will be falsely interpreted as ISI com-
ponents in the error channel output.

To account for the effects of gain and bulk time-delay,
the impulse response of the error channel is computed as

hg (1) = Kh,(t —7) — by (1), (3)

A= S
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Fignre 3 Transfer function response for ideal and bandpass
filter channels.

with K and 7 chosen to minimize the total energy con-
tent p of h,(¢), where

p=f_w R0 dt. (4)

This ensures that any nonzero contributions to p are
produced by true wave-shape differences between the
ideal and error-channel outputs. By substituting Eq. (3)
into Eq. (4) and collecting terms, we obtain

p=Kzf hi(z—r)dt-i—f h?(t)dt

—2K F h(1) h,(t—7)dr &)

Because the first two terms are independent of =, mini-
mization of p with respect to = for any value of K is
achieved by selecting p such that the last integral is max-
imum. This term is recognized as the cross-correlation
between the ideal and actual channels. The optimum
time-delay correction 7, is simply that which provides a
maximum cross-correlation value, independent of the
gain-correction term.

Once 7, has been computed, the optimum gain correc-
tion K, can be determined using derivatives. Since p is
quadratic in K and the coefficient of K” is positive, it has
a unique minimum which may be computed from
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& =0
) f (K, (1 =7) = h(0] hy(t—7)dt;  (6)
or
r h(t) h,(t—7)dt
K,=2= (7)

0

f B\(t —1,)dt

With the choice of ideal channel given Eq. (2) and
this procedure, the error-channel output signal e(r) eval-
uated at bit-boundary and mid-bit points indicates the
ISI content of y(¢) at these points. In the time domain,
e(t) is the convolution of the encoded waveform x(r)
and the computed error-channel impulse impulse re-
sponse h, (1), i.e.,

e(r) =f° hp(a) x(t — a)da. (8)

Since x(¢) is a binary-valued sequence with transitions
occurring only at multiples of T seconds, the integral in
Eq. (8) can be replaced by a sum of integrals taken over
the bit periods. Thus if «, denotes the location of the
start of the nth bit and @, = =1 is the bit value,

=S anfa"“ hy (1 — a)da. (9)

n=—x
This formulation illustrates the procedure for finding the
WCP when x(t) is unconstrained. To maximize e{¢) at
any particular point ¢, we simply choose

n

U +1
a,=+1, iff hy(t,~ a)de = 0, and

“n+1
a,=—1, iff hy(t,— a)da < 0. (10)
On

Thus, each element of the sum in Eq. (9) is nonnegative
and the resultant is maximum. Worst-case patterns for
codes with constraints, however, cannot be generated
in this fashion because the a, cannot be chosen inde-
pendently of each other, as required by the solution in
Eq. (10).

s Computational considerations

For those cases in which the actual channel-impulse
response is represented in sampled-data format, it may
be necessary to provide an optimum time-delay correc-
tion 7, which is not an integer number of sampling times.
For example, the results presented later use a sampling
period equal to one-half of the data-bit period 7, and
time-delay corrections which are not multiples of the
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sampling period are applied to the actual channel. Non-
multiple time shifts are readily obtained utilizing Fourier
transform techniques. If we define R(7) as the cross-
correlation term used to find 7, that is

R(1) =f h(1) h,(t—7)dt (11)
and
7, = value of 7 maximizing R(7), (12)

then R(7) can be represented in the transform domain
utilizing Parseval’s theorem

fc a(t) b(t)dz=r A(o) B*(w)g%

—x —x

as

Jjor dw

R(7) =f H,(w) HY (w) e , (13)

29
where H,(w) and H ,(w) are the Fourier transforms of
k(1) and h,(1), respectively. The superscript asterisk in
Eq. (13) denotes a complex conjugate. For sampled-
data calculations, Eq. (13) is replaced by an appropriat-
ed summation taken over the discrete Fourier transform
samples. These may be conveniently computed using the
Fast Fourier Transform (FFT) method [9]. In the
transform domain, the time-delay 7 becomes a linear
phase term ¢, and the continuous values of 7 may be
searched for a maximum, regardless of the sampling in-
terval used to represent 4,(¢) and h,(7). The specific
method used in this paper to find 7, the optimum value
for 7, involved the use of an interval-halving iterative
technique. Once 7, has been determined, an inverse
transform is used to obtain the appropriately shifted
impulse response h,(t —7,).

Bandpass filter example

For purposes of experimentally demonstrating the WCP
method suggested in this paper, a series connection of
two bandpass filters was used to approximate a base-
band transmission system having low-frequency roll-off.
In effect, the low end roll-off characteristics were those
of a single four-pole Butterworth filter with a cutoff fre-
quency of 0.005 times the data rate. We achieved the
upper cutoff frequency of 0.7 times the data rate by us-
ing two cascaded four-pole Butterworth filters. [The
actual filters used to implement this transmission system
were two (Kronhite Model 3103) active filters.] The
magnitude and phase characteristics of the resulting
channel are presented as a function of frequency in Fig.
3. A normalized frequency scale corresponding to a one
second bit duration has been used. The corresponding
values for the ideal raised-cosine channel defined by Eq.
(2) are also included for comparison. Optimum gain and
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Figure 4 Transfer function response for ideal and bandpass
filter channels after gain and phase correction.

time-delay corrections, K, and 7, respectively, were
computed for the bandpass channel using the procedures
outlined above. Figure 4 shows the magnitude and phase
response curves after these corrections were applied. An
error-channel response was then computed as the differ-
ence between the transfer function plots shown in Fig. 4.
This calculation was carried out in the frequency domain
using appropriate values of both magnitude and phase
at each frequency point. The resulting error-channel
transfer function is shown in Fig. 5. As expected, the
largest magnitudes are concentrated at the low frequency
end corresponding to frequencies at which the bandpass
channel differs markedly from the ideal. The time-domain
impulse response of the error channel presented in Fig. 6
has a total time duration of 300 sample points or 150 bits.
Based on these results, one would expect that the en-
coded waveform having the greatest error-channel output
level would be of length no greater than 150 bits. The
numerical example presented in the next section de-
scribes the dynamic-programming method used to com-
pute the WCP for this case.

Dynamic programming solution

The dynamic programming method proposed here to
find the WCP for a constrained code is based on a finite-
state description of the code. This description assumes
that the code consists of a set of equal-length encoded
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Figure 5 Transfer function response of errror channel com-
puted for bandpass filter example.
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Figure 6 Impulse response of error channel computed for
bandpass filter example.

waveforms, termed codewords here, each containing M
bits and having a duration of MT seconds. The code-
words are grouped into N subsets labeled by the integers
i=1,2,--+, N. In general, the subsets have differing
numbers of codewords, and m, is used to indicate the
number in subset i. Thus, the maximum total number of
code words is m, + m, + -+ m,. However, the code
may have the same codeword in one or more subsets,
and the number of unique codewords may be smaller
than this total.

R. KIWIMAGI ET AL.

The code is described by labeling the subsets as states
and defining the rules for moving from one state to an-
other. When the encoder is in state /, one of the m; code-
words in that subset is generated; the particular one se-
lected is determined by the source input. The next state
of the encoder, in turn, is determined by the codeword
produced by the previous state. Thus, the encoder
moves from state to state, generating a continuous wave-
form consisting of a sequence of codewords, each MT
seconds in duration. The only restriction we place on the
code is that all codewords within state i must be reach-
able by selecting an appropriate source input. This is a
minor restriction, however, and does not significantly
limit the application of our technique. For example, in
addition to fixed-length codes, variable-length synchro-
nous codes can also be used [2].

We denote the jth codeword in state i as wi’j(t) and
assume that this waveform is zero outside the range 0 =
t = MT. The resulting channel input x(¢) produced by
the encoder (Fig. 1) can then be expressed as

x(t) =3 Wi, jo (1= kMT). (14)
k

The problem of finding the WCP is that of finding the
sequence of codewords (wi(k)’j(k)(t — MT)) which max-
imizes the error channel output e(¢) in Eq. (8). Given
that the impulse response h,(¢) is significantly dif-
ferent from zero for a length of time L seconds, the
number of codewords entering into the integral that de-
termines e(t) is L/ MT. Thus, if R is the smallest integer
that exceeds L/MT, then the number of codewords in
the WCP is not greater than R + 1. [One extra word is
required for those cases in which A, (1 — a) is not per-
fectly aligned with the codeword boundaries.]

The method of finding the WCP proceeds by partition-
ing the integral calculation in Eq. (8) into R + 1 stages,
each taken over exactly one codeword. The contribution
to the kth stage, C,; (1), is defined as

(k+1)MT
Cin(t) = j Wi, jao (@ — kMT) hy(t — a) da,
kMT
(15)
and the error channel output is
. .
e(n =73 C,;. (0. (16)
k=0

The problem of maximizing this quantity by choosing
the sequence of codewords is a classical dynamic pro-
gramming problem.

The maximization problem is iterative and follows
these steps:

1. Assume the system is in stage R (the final stage) and
in state /. Find
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Cip(0) = max C;; (1) (17)
J

for each i = 1, 2, -+, N. Equivalently, find a code-
word in the ith state which produces the maximum
contribution. (Note that since we have assumed that
all codewords within a state are reachable by appro-
priate choice of input source bits, this maximization
also defines that input sequence.)

2. Assume that the system is in stage R — 1 and state
i. The maximum contribution over the last two stages
is found by considering the contributions for each
permissible codeword Ci’j,R_l(t), Jj=1 2, m,
summed with the maximum obtained for its successor
state at stage R. Thus, we calculate

Cina (D =max [Cyyp (1) + Cpyy  4(D)] (18)
Fi T,

for each i + 1, 2,---, N, where w;; denotes the jth
code word in state /, and fi(wi, J.) is the next state of
the system when the codeword w, ; is used at state .

3. Repeat the procedure for all stages down to the first
stage:

Ci(t)= max [Ci,j’k(t) + Cf’i‘wij%’fﬂ(t)]’ (19)
j .
fori=1,2,-, Nandk=R—-2,R—3,--- 0.

The maximum over all i states, of the contribution
C;,(t) gives the maximum total value of the integral
in Eq. (8) that can be achieved using permissible
code patterns and the assumed time shift r. This is the
maximum value that can be achieved for e¢(r) when
all possible permissible code sequences are consid-
ered, and we denote it by

e (1) = max Cio(0). (20)

After finding ¢’ (¢), the steps through the procedure
are retraced. The sequence of states and codewords
used at each stage to produce the overall maximum
value is thus obtained and defines both the entire
coded waveform and the corresponding sequence of
source bits required to generate this waveform.

At this point we have found a pattern which gives
maximum output from the error channel at time r. In
general, when the time shift in Eq. (8) is changed from ¢
to some other value t', the WCP sequence resulting from
application of the above procedure changes, as does the
correlation value ¢’ (¢'). This suggests that to find the
final WCP, we need to solve the above problem for a
continuum of values 0 = ¢ = L. However, the primary
points in the waveform which are of interest for the ISI
model used in this paper are those at the bit boundaries
and centers. As a result, the search for ¢t over the contin-
uum mentioned above reduces to a search of those dis-
crete values of ¢ corresponding to these points within
one codeword. Searches over more than one codeword
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Figure 7 State diagram description of 4 /5 rate code.

are not required because no restrictions are placed on
the starting state for the system. (Equivalently, the
codeword selected from the current state depends only
on the input, not on the previous codeword.) In summa-
ry, the final WCP is determined by finding the maximum
value achieved by e'(¢) for t =n (T/2),n=0,1, ",
2M — 1. The waveform associated with this maximum
value is the overall WCP for the code under considera-
tion.

Practical example

The bandpass filter example described above can be
used to exhibit the results one might obtain in practical
channel applications. We choose a code having (d,k) =
(0,6) (see[1]). The finite-state description of this code is
given in terms of its accumulated digital sum (DS) [10].
The DS of an encoded waveform at time ¢ is simply the
integral of that waveform up to time ¢. In this example,
DS is computed only at the end of each codeword. It is
expressed in bit periods, and * superscripts are used to
denote the actual signal level at the end of the last code-
word. For example, 17 represents an accumulated DS of
unity and a positive signal level. The digital sum of a
codeword CDS is the integral of the associated wave-
form assuming that the starting level is +. Figure 7
shows the state diagram for the code of interest.

The states are numbered from 1 through 10 in the
lower right-hand corner of each block, and the accumu-
lated DS is presented in the center. This code, therefore,
can attain only 10 distinct DS values at codeword
boundaries due to the nature of its specific constraints.
State transitions are determined by the CDS of the
codeword to be used next from each state. These num-
bers appear on the lines that denote transitions from state
to state. As a specific example, given that the encoder is
in state 1, the next state of the system will be 6 if the
output codeword has a CDS of —2.

Table 1 gives the codewords for each state and their
associated CDS values. Sixteen codewords are available
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Figure 9 Maximum distortion level values computed for band-
pass filter example.

Figure 10 Error-channel output waveform computed for band-
pass filter example with WCP input waveform.
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from each state, which allows transmission of four bits
of source information. Each codeword has five binary
digits, so the resuiting rate of the code is 4/5. In addi-
tion, it can be shown that this code has a maximum digi-
tal sum variation (DSV) [10] of 10.

Dynamic programming techniques were used to com-
pute the WCP for this code when used with the band-
pass filter example. (Figure 6 shows the impulse re-
sponse /(1) of the error channel for this example.) The
resulting WCP waveform is presented in Fig. 8. In this
example, the maximum distortion value ¢’ was 0.72 and
occurred at a relative time shift of 3} bit periods. The
maximum distortion levels for other initial time shifts are
shown in Fig. 9.

As discussed previously, the error-channel output sig-
nal represents the ISI level in the channel. Figure 10
shows this signal when the WCP is applied to the input.
A peak negative level is seen at bit number 57 and an
equally large positive peak value occurs at bit 122. It is
not too surprising that peak probability of error for the
overall channel also occurs at these points, as illustrated
below.

Performance evaluation

A variety of methods are available for studying the prop-
erties of any particular encoded-signal waveforms.
Among the most commonly used are the eye pattern and
the probability of error observed when the waveform is
transmitted through the channel of interest. We now re-
view these basic techniques and show their application
to the WCP derived for the 4/5 rate code example. For
comparison, the same techniques are used to measure
the properties of the 4/5 rate code when the encoded
waveform is generated using a pseudo-random source.
In both cases, the channel of interest is our bandpass
filter example described.

o Eye pattern representation

Eye patterns [11] for encoded signal waveforms have
been used for many years to evaluate the performance of
a given signal at the output of a known channel. Eye pat-
terns are easily generated using an oscilloscope in which
the horizontal sweep rate is synchronized with the pulse-
repetition rate of the code. The horizontal sweep rate is
selected such that only two or three bit periods are pre-
sented on the oscilloscope screen. The resulting display
is then a superposition of all possible waveforms over
these few bit periods. Figure 11 shows a typical experi-
mental eye pattern. The vertical eye opening is defined
as the distance between the least negative voltage sweep
and the lowest positive voltage sweep as measured at
the mid-bit period point. This opening is an effective

346 Time(s) measure of detection performance because output deci-
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Table 1 4/5 Rate Code Table.

States 1, 10 States 2, 9 States 3-8
Code Word Code Word Code Word
Number Code Word CDS Number Code Word CDS Number Code Word CDS
1 00100 0 1 1
2 01110 0 2 2
3 01011 0 3 Same as 3 Same as
4 11010 0 4 States 1, 10 4 States 1, 10
S 1ti1t1 0 5 5
6 10101 0 6 6
7 10000 —4 17 01111 1 17
8 10001 -3 18 00101 1 18 Same as
9 01000 -2 19 01010 1 19 States 2, 9
10 11100 -2 20 11110 1 20
11 10110 -2 21 10100 1 21
12 10011 -2 22 11011 1 22
13 10010 -1 23 00010 2 13 Same as
14 10111 -1 24 00111 2 14 States 1, 10
15 11101 -1 25 01101 2 15
16 01001 —1 26 11001 2 16

sions are generated by sampling at the mid-bit point and
interpreting positive samples as +1 and negative values
as —1. Small vertical eye openings infer a decreased tol-
erance for the effects of noise in the output signal. Simi-
larly, horizontal eye opening is defined along the zero-
output voltage reference line and is a measure of the
sensitivity of the received waveform to errors in the
output clock which is used to locate the sampling point.

The eye pattern shown in Fig. 11 was generated using
the experimental bandpass filter channel and the 4/ 5 rate
WCP encoded waveform shown in Fig. 8. The experi-
mental WCP used to obtain these measurements is
shown in Fig. 12. All measurements were taken under
conditions of high output signal-to-noise and ideal output
clocking. As a result, the eye pattern is a direct con-
sequence of intersymbol interferences in the output
waveform.

Figure 11 Experimental eye pattern obtained using bandpass
channel and 4/5 rate WCP.
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The eye pattern observed for this channel using a pseu-
do-random data source is illustrated in Fig. 13. A nine-
bit shift register with appropriate feedback taps [12]
was used to produce a pseudo-random source sequence
of length 2° — 1 = 511 bits. This sequence was repeated
continuously and used as an input to the channel en-
coder. Both the vertical and horizontal eye openings for
this pattern are larger than those shown for the worst-case
waveform. Although the pseudo-random source cycles
through all possible nine-bit patterns, with a repetition
rate of 511 bits, it will not necessarily generate an en-
coded pattern identical to the 150-bit worst-case pattern
derived in the section entitled “Dynamic programming
solution.” In fact, it can easily be verified that the pattern
does not occur with this pseudo-random sequence. One
would be assured of observing this WCP by using a 150-
bit shift register to generate the pseudo-random sequence.

Experimental WCP waveform for 4 /5 rate code.

Figure 12
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Figure 13 Experimental eye pattern obtained using bandpass
channel and 4/ 5 rate code with pseudo-random source.

However, the repetition period for this generator would
be prohibitively long. Although shorter register con-
figurations may exist which yield this or an equivalent
WCP, we are not aware of any procedure for finding such
configurations.

e Probability-of-error calculations

The use of probability-of-error calculations to evaluate
both transmission code performance and channel char-
acteristics has received wide attention in the communi-
cations field [13]. This interest is a direct consequence
of the fact that probability of error serves as an efficient
reliability measure of communication systems. Unfortu-
nately, although any given channel and transmission
code can be evaluated using this measure, it is extremely
difficult to derive analytically closed-form expressions
for encoded waveforms which will lead to a maximum
probability of error when one is dealing with a realistic
channel and code constraint. The procedure used to de-
rive the worst-case pattern presented in this paper, for
example, is not guaranteed to produce a maximum prob-
ability-of-error waveform. However, since the pattern is
designed on the basis of maximum intersymbol interfer-
ence, which is known to be closely related to probabili-
ty-of-error performance [14, 15], it does provide sig-
nificantly higher error rates than those observed for
randomly encoded data.

The method we used to compute probability of error
is based on the model shown in Fig. 1. The known
worst-case pattern x(z) is presented as an input wave-
form to the bandpass filter channel. Since the transfer
function H ,(f) is known, the channel-output signal y(?)
can be computed numerically. Figure 14 shows a por-
tion of the 4/5 rate worst-case pattern and the corre-
sponding output waveform which is computed using ten
samples per bit period. The input to the detection cir-
cuitry was presumed to consist of this signal plus addi-
tive white gaussian noise. A detector model which in-
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cluded the effects of clocking inaccuracies was used to
compute probability of error for each bit. The bit proba-
bilities of error were averaged over all 150-bit periods in
the WCP to obtain an overall probability of error value.
The details of this calculation are best described in
terms of the samples of a particular bit.

We let Y, (1), Y,(2),---, Y;(10) represent the ten suc-
cessive samples of the output waveform during the ith
bit. Assuming that this bit was originally positive at the
channel input, the average probability of error observed
by an ideal detector which compares Y,(m) with zero
would be given by P, (i,m):

P.(i, m) =f oY, (m), o,] de 21)

In this expression, ®[Y,(m), o,] denotes a gaussian
probability density with mean Y,(m) and standard devia-
tion o,,. In effect, Eq. (21) is the probability that the mth
sample of the ith bit is negative when gaussian noise
with standard deviation o, is added to the channel out-
put. To account for the effects of clocking variation, we
assume that the detector operates on only one sample
during any given bit period and that the probability of
the mth sample is P (m). In our model, P ,(m) was a
truncated, gaussian probability density with mean 0.5
{mid-bit point) and standard deviation o

With this model, assuming independent clocking er-
rors, the average probability of error observed during
the ith output bit [P, (i)] is given by

10
P (i)=Y Pi,m) P(m). (22)
m=1
The overall average probability of error P, for the entire
150-bit WCP was then computed as

15

1 _
Pl=-—"S P.(i).
150 & (i) (23)

=3

[

i
Figure 15 summarizes the overall average probabilities
of error P, obtained using the WCP and a pattern ob-
tained using a pseudo-random input. Results are pre-
sented as a function of output signal-to-noise ratio in dB,
defined as 10 times log,, of the ratio of the average
squared value of y(¢) to noise power a-i. The standard
deviation, o, of the gaussian distribution used to de-
scribe clocking error was set at 0.1, one tenth of a bit
period, so that truncation is done at =4 standard devia-
tions. Examination of probability of error on a bit basis
shows that peaks in the curve occur at bit numbers 57
and 122, which agrees exactly with the locations of peak
output from the error-channel, as shown in Fig. 10. This
behavior was also observed with a clocking error value
of o. = 0.01 corresponding to one one-hundredth of a
bit. This is not a surprising result, since large intersym-
bol interference values are likely to produce errors in the
presence of noise.
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Figure 14 Encoded WCP waveform (a) and computed band-
pass channel output waveform (b) for 4/ 5 rate code.

Summary and conclusions

A procedure has been presented for generating worst-
case patterns (WCP) for a wide class of transmission
code and communication channel combinations. An er-
ror channel is constructed by taking the difference be-
tween the actual channel available for use and an ideal
channel. Output of the error-channel for a given pattern
input provides a measure of ISI for that pattern. The
procedure selects patterns within a given set of code
constraints, which maximizes ISI at sample time. The
procedure uses dynamic programming techniques to se-
lect a WCP from the set of all possible code patterns of
a given length. The number of members of such a set is
usually so large that an exhaustive search is impractical.
Two methods were used to evaluate the WCP obtained
using this technique in a sample situation. The eye pat-
tern for the WCP shows significant degradation over the
eye pattern for a randomly generated sequence. Proba-
bility of error also shows a significant degradation for
the WCP. In addition, the peak values for probability of
error occur at exactly the points where error channel
output is maximal. The WCP concept we have described
is useful for evaluating the performance of a proposed
transmission code since it isolates the worst than can
happen, in terms of the amount of ISI energy. There may
be, in fact, many equally bad patterns. Further study is
needed to determine the number of such patterns com-
pared to the total number of patterns to indicate the like-
lihood of their occurrence. Similarly, it would be useful
to know how many patterns exceed a given ISI thresh-
old for a particular code. The relationship between code
parameters, such as d, k, DSV etc. and the probability of
error needs to be established.

In summary, although many questions remain unan-
swered before a “best” code can be selected for a speci-
fied channel, the WCP provides significant insight into a
code’s potential performance.
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Figure 15 Average probability of error vs detector SNR for
4/5 rate WCP and random source, o, = 0.1.
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