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Discrete Link Capacity and Priority Assignments in

Communication Networks

Abstract: This paper deals with the problem of discrete link capacity assignment in store-and-forward packet switching communication
networks. Our problem formulation calls for minimizing the network cost while satisfying all the average packet delay constraints
specified for different classes of packets. Heuristic algorithms which give near-optimal solutions of the problem are developed.

We first describe a discrete link capacity assignment algorithm for networks with arbitrarily defined classes of packets having in-
dividual delay constraints. The problem of priority assignment on different classes of packets is then investigated, and an algorithm is
developed which assigns suboptimal priorities on classes of packets based on parameters such as delay requirement, path length, packet
length, and packet rate. These two algorithms for capacity assignment and priority assignment are combined and tested over a number
of examples. It is found that a substantial reduction on network cost can be achieved by the use of a simple priority queuing discipline,

Introduction

This paper considers the problem of discrete link capacity
and priority assignments in packet switching computer
communication networks. The locations of store-and-
forward nodes, network topology, the average packet rate
between each pair of nodes and the routing of packets are
assumed to be known,

The well-known design criterion for the capacity as-
signment problem first given by Kleinrock [ 1] is to mini-
mize T, the average packet delay through the network,
under the constraint of fixed total link cost D, where

D=7 d(C):
J
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is the average packet rate on the ith path,

is the average packet delay on the ith path,

is the average packet rate on the jth link,

is the average packet delay on the jth link,

is the cost-capacity function of the jth link, and
is the jth link capacity, and is a design variable.
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This is a good approach especially when the main con-
cern of the network to be designed is overall performance.
However, it has the disadvantage that some individual
users may suffer average delays longer than they would
prefer.
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Instead of minimizing the average packet delay T,
Meister, Muller, and Rudin [2, 3] suggested the design
criteria which minimize T"’, the weighted sum of powers
of the average link delays, under the constraint of fixed
link cost D, where

T“"=[ E}\(T)]i

Although such design procedures prevent the large
spread of delays among links, they do not directly control
the path delays with respect to different users and/or
packet classes.

To achieve some degree of control over delays en-
countered by different users with different delay require-
ments, Maruyama and Tang [4] have suggested the de-
sign criterion of minimizing T, the weighted sum of the
average path delays under the constraint of fixed link
cost D.

1
;2 vi(wZ) =23 N'T;,
i J

where }\* 216” (wyy,)s 81‘5 is 1 if the jth link is on the ith
path, otherw1se 0, and w; is the weight on the average
path delay Z,. The weight w; may be a function of packet
class. For instance, one may assign large weights to “‘im-
portant” users.

The major advantage of any of the above three design
criteria is that when linear cost-capacity functions are
assumed, the capacity assignment problem becomes
mathematically tractable and a closed-form analytical

solution can usually be obtained by using the method of
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Lagrange multipliers [5]. When other cost-capacity
functions, e.g., concave or discrete, are assumed, closed-
form analytical solutions no longer exist; however, rea-
sonably simple and computationally fast procedures are
available for finding either optimal or near optimal solu-
tions [3, 6 -8]. The major disadvantage of these types of
design criteria is that they do not specifically satisfy the
needs of individual users and the network administrator,
especially when the network is used by a wide variety of
users who may have different path lengths and different
delay requirements. The algorithm for solving the capac-
ity assignment problem is often referred to as Algorithm
CA[7].

In order to design an optimal or near-optimal network
which satisfies a set of design constraints, Maruyama and
Tang [4] have suggested a new design criterion assuming
a delay requirement on each priority level on each path.
Their design criterion is to minimize the total link cost D,
while satisfying the constraint

Z, = B, foralliandr,

where Z,_ is the average class k packet delay on the ith
path, and
B,, is the average class k packet delay bound on
the ith path.

They have developed a composite heuristic algorithm
assuming discrete link cost-capacity functions, and ap-
plied the algorithm in numerical examples to study the
network cost sensitivity with respect to various network
parameters including delay constraints, buffer sizes,
packet sizes and queuing disciplines. However, specific
priority levels are assumed to be given. The problem of
assigning priority levels to packet classes for further net-
work cost reduction is not considered.

In this paper, we allow packet classes to be defined
arbitrarily so as to cover problems of various complexity.
The major differences between our new formulation and
other formulations [1~3] are that we allow the flow of
multiple packet classes on a given path and that the prob-
lem of priority assignment on packet classes for further
network cost reduction is considered. Since we are deal-
ing with both capacity and priority assignments, we shall
refer to this problem as the CPA problem. The heuristic
algorithm we develop will be referred to as Algorithm
CPA.

CPA problem formulation

In order to design a common network for different ap-
plications, we allow a general definition of packet classes,
and consider a network that satisfies a set of user con-
straints, rather than a single overall average packet delay
constraint [1]. The problem is formulated as a discrete
link capacity and priority assignment (CPA) problem as
follows:
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Given:

a network topology with node locations,

a traffic requirement matrix for each packet class,
a flow assignment for each packet class, and

a B, for each packet class,

minimize:
the network cost

D= 2 d; (C;),
J
with respect to:

the discrete link capacities G and
the priority levels P,.

The constraint is:
Z, = B, for each packet class,
where

Z, is the average delay for packet class &,

B, is the average delay bound for packet class &,

C; is the jth link capacity selected from a finite set of
options.

d; is the discrete link cost-capacity function of the jth
link, and

P, is the priority level assigned to packet class k.

Z, may be computed from

1 1
Z, = 'y— 2 Yilix = y_ (E Ajijlc + 2 esktsk)’
k i kN s

where

Ye = Z;Yy is the rate of packet class & entering the net-
work,

;. is the rate of packet class & on the ith path,

Z, is the delay of packet class & on the ith path,

A;, is the rate of packet class k on the jth link.

T;, is the delay of packet class k on the jth link,

6, is the rate of packet class k entering node s, and

t, is the average nodal processing delay at node s for
packet class k.

In the computation of T;,, we assume Poisson packet
arrivals at each node and the exponential distribution of
packet length with the well known independence assump-
tion [1]. We use the standard formula for an M/M/ 1
nonpreemptive priority (or a head-of-the-line) queuing
system [9, 10] to compute T;,, which is the sum of the
mean queuing delay on link j for packets in priority level
r, the propagation delay and the mean service time of
class k packets (priority level r is assigned to packet
class k). In practice, the nodal processing delay may be a
small portion of the path delay Z,,, and can often be ac-
counted for by a constant [11], e.g., 1 ms for ¢, at
each node. 255
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Table 1 Notation.

L link j
C; capacity currently assigned to L,
C}“ next higher capacity available to C;, C; < CJ‘.“
C;f’ next lower capacity available to C;, C](._) <C;
D, cost of L; when C; is used
Dj‘” cost of L, when C;” is used
D].H cost of L; when C;f’ is used
ik class k packet rate on L,
T;, average link delay for packet class &
when C; is used on L,
T;;] average link delay for packet class k&
when C;" is used on L,
Tf;) average link delay for packet class &
J [
when C;7" is used on L;
Ve rate of packet class k entering the network
Z, average delay for packet class &
when C; is used on L,
z" average delay for packet class k
when C;"" is used on L,
z,” average delay for packet class &
when C; " is used on L,
B, average packet delay bound on Z,

Because of the complexity involved in finding the exact
solution, we have chosen to develop heuristic algorithms
for both capacity and priority assignment problems and
combine them into a composite Algorithm CPA.

Capacity assignment algorithm

The best summary on the CA problem and various solu-
tions for a single class of packets (no priority assignment)
for linear and nonlinear cost-capacity functions may be
found in reference [11]. However, the work described in
[4] is to our knowledge the first to consider network
design with multiple delay requirements.

In the following, we develop an algorithm for the CA
problem of n packet classes with r (1 = r = n) arbitrarily
specified priority levels. We first describe several heuris-
tics to be used in various phases of cost optimization in
the CA problem. These heuristics are then combined,
based on the results of several experiments, to give a
composite algorithm which we refer to as Algorithm CA.

In the course of network cost optimization, we con-
struct a cost-delay table for each link. The cost-delay
table gives, for each available discrete capacity C > a
monthly link cost &, (C;) and the resulting average link
delay T, for each packet class k. We assume that in each
table, entries are sorted in order of increasing cost
[12-14].
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e Description of heuristics
In this section, we describe several heuristics used in
Algorithm CA. Figures of merit based on cost-delay
tradeoffs are introduced to facilitate cost optimization.
Here the notations listed in Table 1 will be used.

Each of the first two heuristics SETHIGH and SETLOW
gives an initial capacity assignment:

SETHIGH: Assign to each link the maximum available
capacity (if Z, > B, for some £, no feasible
solution exists).

seTLow: First determine the solution feasibility using
SETHIGH. If it is feasible, assign to each link
the minimum available capacity which ac-
commodates the given link traffic (if Z, = B,
for all k, this minimum capacity assignment is
the optimal solution).

We now introduce the basic capacity assignment heu-
ristics.

ADDFAST: Repeat the following steps until Z, = B, holds
for all k.
1. Find the packet class &, which satisfies

ZkO/Bkoz max {Z,/B,}.
k

2. Find the link Lfo which carries class k; packets and
which satisfies

(+) (+})
N (T, — T, . . —T,
10"0( Joko TJoko = max }\fko(TJko TJ’CO
“+) - (+)
D" — D, j 4.
Jo DJO D] DJ

3. Assign the capacity of C;:) to the link Ljo.

The first step determines the packet class whose delay
constraint is least satisfied. The next step determines the
link which tends to give the maximum performance im-
provement per unit cost for this class. Finally, this link
capacity is increased to the next higher capacity avail-
able. The computational time required in each iteration
is basically proportional to the number of links which
carry class k packets.

ADD: Repeat the following steps until Z, < B, holds for
all k.
1. For each link L]., compute its figure of merit F i

Y (v, max {0, Z, — max {Z,, B,}})/B,
k

F,= -
j D; — D,

2. Find the link Lio which satisfies F].O = max {Fj 1.
J
3. Assign the capacity C}ZJ to the link L, .
In this heuristic we first determine a link whose capacity

increment gives the maximum overall performance im-
provement per unit cost, and then increase the link capac-
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ity to the next higher capacity available. The computa-
tional time required in each iteration is no worse than
proportional to the product of the number of links and the
number of packet classes.

We next introduce two heuristics, DROPFAST and
DROP, which attempt to decrease link capacities:

DROPFAST: Repeat the following steps as long as Z,' =
B, holds for all .
1. Find the packet class &, which satisfies

Z,,/B,, = min {Z,/B,}.

2. Find the link Lio which carries class &, packets and
which satisfies

(=) (=)
)\foko(Tjoko — Tjo"o) {)\jko(Tjko - Tjko)}

D —D™ min D —p—
o — iy i i T

3. Assign the capacity C Jo to the link Lin'

As with ADDFAST, this heuristic first determines the
packet class whose delay constraint is most satisfied. The
next step determines the link which tends to give the
least performance degradation per unit cost for this class.
This link capacity is then decreased to the next lower
capacity available. This heuristic also requires a com-
putational time in each iteration proportional to the num-
ber of links which carry class & packets.

DROP: Repeat the following steps as long as Z, ' = B,
holds for all 4.
1. For each link L;, compute its figure of merit F:

S w(Z = Z,)/B,)
_ k

F.=
i =)
D,— D

2. Find the link LJ.0 which satisfies F].0 = min {F}.
J

3. Assign the capacity C ]fo“’ to the link L; -

As with ADD, we first determine a link whose capacity
decrement gives the least overall performance degrada-
tion per unit cost, and then decrease the link capacity to
the next lower capacity available. The computational
time required in each iteration is again no worse than
proportional to the product of the number of links and
the number of packet classes.

We describe another heuristic which we refer to
as EXC.

EXC: For any two links L; and L, reassign C; < C;“ and
C; < C,”' if the reassignment does not violate any
delay constraints and if D, + D, > D{"’ + D™,

This heuristic attempts to improve further the network
cost by pairwise link capacity perturbations. Since it
checks for all pairs of links, the computational time re-
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SETHIGH

DROPFAST

SETLOW !

ADDFAST }
DROP
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EXC
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RESETHIGH
DROP (DROPFAST)
EXC

RESETLOW

ADD (ADDFAST)
DROP (DROPFAST)
EXC

No

Figure 1 Discrete link capacity assignment algorithm CA for a
given priority assignment.

quired could be exceedingly large for large networks. To
facilitate the computation, we find two sets of links (each
with about n links}, one favoring link capacity increases
and another favoring link capacity decreases. The se-
lection of these sets of links is based on figures of merit
defined in ADD and DROP. Therefore, the computational
time required by EXC is proportional to the square of the
number of nodes.

s Compoasite algorithm CA

After experimenting with these heuristics on a number of
different capacity assignment problems, we observed that
a solution given by any one heuristic can quite frequently
be improved by running other heuristics consecutively.
For example, a composite algorithm such as (SETLOW,
ADDFAST, DROP, EXC) or (SETHIGH, DROPFAST, EXC) is
very simple and yet very good. Another observation
which we made, especially on larger networks, is that
further improvement on a solution can be expected from
running ADD (or ADDFAST) and DROP (or DROPFAST)
heuristics alternatively, though such improvement is
typically less than five percent.

To allow the concatenation of basic heuristics, two
interfaces, RESETLOW and RESETHIGH, are provided.
RESETLOW is the interface to ADD or ADDFAST and it
resets the currently assigned capacity C; to C ;‘) for all j.
RESETHIGH 1is the interface to DROP or DROPFAST and it
resets the currently assigned capacity C; to C;“ for all ;.
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Figure 2 Mesh network.

Table 2 Link capacities and costs

Link Capacity Cost/ mile Fixed cost
(kbits/s)
1 9.6 0.5 750
2 19.2 2.1 850
3 50 4.2 850
4 108 4.2 2400
S 230 21 1300
6 460 60 1300

Table 3 Network costs where v,, = v, = 1, 1/, =120, 1/,
=560, = [, = 3.417.

Network costs for different
priority assignments

Delay bound

(ms)

B, B, (1,1) (1,2) (2,1) H3 H4
100 100 56152 56468 55402 56152 55402
4 110 54673 55402 355402 54673 54673
" 125 53411 53842 " 53411 53411
" 150 51874 52915 " 51874 51874
" 200 51874 50009 " 50009 50009
" 250 g 48788 " 48788 48788
" 300 " 47858 d 47858 47858
" 400 " 47858 ” “ g

After extensive experiments on various compositions,
we observed that the composite Algorithm CA as shown
in Fig. 1 gives the best overall performance, considering
both solution optimality and computational efficiency.

Priority assignment algorithm

Recent work by Maruyama and Tang [4] has shown that
a substantial reduction in network cost can, in general, be
achieved by distinguishing delay requirements among
different classes of packets and by allowing different
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treatments for different classes of packets using simple
priority schemes. In this section, we investigate further
the problem of priority assignment on different classes of
packets in order to achieve further reduction of network
cost. Specifically, we address the problem of mapping
classes of packets into priority levels. Although it is
possible to consider a different priority assignment on
classes of packets “at each node,” such priority assign-
ments are not desirable from the system point of view
and are not considered in this paper.

e Examples

Let us first observe from examples how network costs
will be influenced by assignments of different priorities to
classes of packets. The notation (P,, P,,- -+, P,,- -+, P,) is
used in these examples to denote a priority assignment on
n classes of packets. That is, the priority level P, is as-
signed to packet class £ for all £&. For example, (2, 3, 3,
1, 1) means that priority level 2 is assigned to the first
packet class, priority level 3 is assigned to both the second
and third packet classes and priority level 1 is assigned to
both the fourth and fifth packet classes. In all of these
examples, the mesh network of 20 nodes and 26 links in
Fig. 2 with the shortest path routing is assumed. Table 2
shows six link capacities with monthly costs as used in
our examples.

In Tables 3 and 4, the first three columns under the
heading of priority aSsignments (1, 1), (1,2) and (2, 1)
show how network cost varies as priority assignment
changes. In these tables, traffic requirements (packets/s)
between pairs of nodes for two packet classes, 1 and 2,
are denoted by v, and v,,. The average packet lengths
(bits / packet) which include both data and packet over-
head are denoted by 1/u, and 1/u,. The average path
lengths [15], the average number of links traveled by a
packet to reach its destination, are denoted by /, and I,
In these tables, the underlined costs show the minimum
costs achieved by optimal priority assignments.

In the first row of Table 3, we see that even though the
delay requirements for both packet classes are the same
(B,=B,= 100 ms), the best priority assignment is (2, 1).
That is, it is better to assign the lower priority (level 2) to
packet class 1 and the higher priority (level 1) to packet
class 2. This is due to the fact that a packet in class 2
requires on the average a longer transmission time than
that required by a packet in class 1. As the difference
between the delay bounds B, and B, increases, the op-
timal priority assignment changes. For the next three
rows where 110 = B, = 150, the optimal priority assign-
ment is (1, 1), i.e., the equal priority assignment. And for
the last four rows where B, = 200, the optimal priority
assignment becomes (1, 2); i.e., the higher priority to
packet class 1 and the lower priority to packet class 2.
This is due to the fact that two delay bounds B, and B,
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are widely separated and thus they can be satisfied by the
priority assignment (1, 2) resulting in a less costly net-
work. Table 4 may be explained similarly.

e Complexity

Unless an explicit priority assignment on classes of
packets is prespecified, the priority assignment itself
becomes a part of the network design problem. In general,
there is no guaranteed method of determining an optimal
priority assignment without exhaustively solving the
capacity assignment problem for all possible priority
assignments.

Let n be the number of packet classes which share the
common communication network, and let N(n) be the
total number of different priority assignments on » packet
classes. Let {’} denote the number of different ways to
partition n different items into r nonempty groups. This
number {} is often referred to as a Stirling number [16]
which satisfies the following recurrence equation:

n n—1 n—1
}= +r s
r r—1 -

where

i

For each such partition there are r! ways to order groups
and to assign numbers which correspond to distinct

n
priority levels. Thus there are r! {r} different ways to

map n packet classes into r priority levels. The total
number of different priority assignments N(n) on n
packet classes is therefore

N(n) = i r![n}

r=1 r

The number of different priority assignments N (n)
grows very fast as the number of packet classes n in-
creases. For example, N(2) =3, N(3) = 14, N(4) =75,
N(5) = 541 and N(6) = 4683, Since it is clearly im-
practical to solve the CA problem N(#n) times for a CPA
solution for n > 5, we seek to reduce the number of
priority assignments examined. We now describe a
heuristic procedure which consists of two steps. The first
step is to order packet classes according to values of
priority ‘“‘preference,” and the second step is to find a
good partition for such a sequence.

e Priority preference among packet classes

In this section, we develop a figure of merit which is used
to order classes of packets into a sequence of nonin-
creasing priority ‘‘preference” values among classes of
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Table 4 Network costs where y,, =y, =1, 1/p, =120, 1/u,
=560, [, = 1.621, ,=3.417.

Network costs for different
priority assignments

Delay bound

(ms)
B, B, (1,1 1,2y (@,1) H3 H4
100 100 56468 56468 55802 55802 55802
" 110 54673 54673 354570 54570 54570
" 125 53355 53355 33027 53027 53027
d 150 51024 51024 51444 51024 51024
" 200 47856 47856 4 47856 47856
" 250 46066 46066 " 46066 46066
" 300 46066 44899 " 44899 44899
" 350 " 44395 " 44395 44395
" 400 " 44108 " 44108 44108
" 500 " 42976 " 42976 42976

Table 5 Comparison between Heuristics H3 and H4.

B, I 1/m, Z, D(H3) Z, D(H4)

=
B

k

100 3416 120
100 3416 560
70 3.416 120
70 3.416 560
70 3.509 120
70  3.509 560
50 3.416 120
50 3.416 840
50  3.509 120
50 3.509 840
70 3.416 120

582 55621 943 55219
98.4 93.1
37.5 64372 52.1 62902
69.2 69.8
38.9 63333  56.1 62930
68.9 69.3
237 95929 27.1 95818
49.9 49.9
239 96224 27.7 95828
49.9 499
32.5 57498 36.8 56358

N— ONONON ON e — o
(¥S)
.
i

70 3.416 560 5 699 69.4
70 3509 120 . 57190 415 55114
70  3.509 560 5 69.8 69.8
50 3416 120 20.0 89729 205 88676
50 3.416 840 5 499 49.8
50 3.509 120 204 85954 21.2 84404
50 3.509 840 S 497 49.8
100 3416 120 97.7 49590 97.7 49590
100 3416 120 97.7 97.7

packets. Let such a sequence be denoted by K = {4,
ko, © o ki kg, o k,} where k; denotes a packet class
whose priority preference is the ith among n packet
classes. This priority preference sequence implies that
it is preferable to assign a higher or equal priority to a
packet class k; than to a packet class k; for 1 =i <j=n,

denoted by
PR(k;) ZPR(k;) fl=i<j=n

In the previous section, we allowed an arbitrary defini-
tion of packet classes. Thus, in general, parameters such

259
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Table 6 Priority assignment based on priority preference
where vy, = 2, 1/u, = 120, B, = 100 for all k; [, = 1.621, I, =
3.455,1,=5.395,1,=17.143; K"={4,3, 2,1}

Number of Priority assignment

priority Class Class Class Class Network

classes 1 2 3 4 cost
1 1 1 1 1 34529
2 2 1 1 1 33895
2 2 2 1 1 32860
2 2 2 2 1 34006
3 3 2 1 1 32023
3 3 3 2 1 32115
4 4 3 2 1 31798

as average delay bounds B,, average path length [,
average packet length 1/pu,, and average rate y, for pack-
ets entering the network may be different for different
packet classes. These four parameters are considered
in our figure of merit to give priority preference values.

Let us consider two packet classes & and A, and let
their sets of parameters be denoted by (B,. [, u,,y,) and
(B> lys 1> v) > TESpectively. The following heuristics are
intuitively reasonable and have been substantiated by
numerical examples:

HI: if B, < B, then PR (k) = PR(h),
and
H2:if [, > 1, then PR (k) = PR(h).

To accommodate cases where both delay bounds and
average path lengths are different, we have derived the
following two heuristics:

H3: If B,/l, < B,/1,,
then PR (k) = PR(h),

and

H4:if (B, — Z,) /1, < (B,— Z,) /1,
then PR(k) = PR(h).

Here, Z, and Z, are the average delays of packet
classes k and h computed under the equal priority as-
signment.

In Tables 3 and 4, some examples are shown. Here the
costs in column H3 were computed using the heuristic
H3 and the costs in column H4 were computed using the
heuristic H4. In Table 3, two packet classes with condi-
tions B, = B,, I, = I,, u, > p, and y, = y, are assumed.
Thus, H3 gives the priority preference PR(1) = PR(2)

K. MARUYAMA AND D. T. TANG

Table 7 Priority assignment based on priority preference
where v, =2, 1/u, = 120 for all k, B, = 50, B, = 100, B, = 150,
B, = 200; |, = 1.621, I, = 3,455, [, = 5.395, [, = 7.143; K
={3,4,2, 1}.

Number of Priority assignment

priority Class Class Class Class Network

classes 1 2 3 4 cost
1 1 1 1 1 29317
2 2 1 1 1 32065
2 2 2 1 1 30407
2 2 2 1 2 30354
3 3 2 1 1 32065
3 3 3 1 2 30407
4 4 3 1 2 32065

for B, < B,. For B, = B,, H3 gives no priority preference
among these two packet classes; however, H4 gives the
priority preference PR(2) = PR (1), which leads to the
optimal priority assignment. In Table 4, both H3 and H4
give the same priority preference sequence, leading to
the same network cost.

To examine the relative performance between H3 and
H4, one should consider examples where parameters
such as delay bounds and average path lengths are the
same among packet classes but either average packet
lengths or traffic rates are different. We have generated a
number of such examples and have tested on both H3 and
H4. Some of these are shown in Table 5. It can be ob-
served that H4 generally gives performance better than
or equal to H3. Consequently, we adopted H4 in our
Algorithm CPA.

e Determination of the number of priority classes

Once a priority preference ordering of different classes
of packets has been determined using the heuristic H4
described in the previous section, the next step is to
determine the best number of partitions corresponding to
distinct priority assignments. It is clear than an ordered
sequence of n elements has 2" different partitions.
Since it is still impractical in most cases to exhaust all
2""! possible priority assignments to find the optimal
priority assignment under the selected ordering (one
should remember that a CA problem has to be solved
for each priority assignment examined), we use a se-
quential partition strategy which examines at most
n(n — 1)/2 + 1 different priority assignments. That is,
our algorithm solves up to n(n—1)/2 + 1 CA problems
in order to find a good priority assignment on n packet
classes. Our strategy as described below is to establish
partition boundaries one by one until no further cost re-
duction can be achieved.
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Let K be the priority preference sequence of n classes
of packets, where

K= (kls kz,”.’ kis“‘s kn)’

such that PR(k;) Z PR(k;) forall 1 =i <j= n.
At the initial stage K"’ = K, and D'’ = the network
cost with equal priority assignment. And at the rth stage

ry __ r) ) (ry
K _{Kl a”',K' 7"'9K,« }a

J

where D = the network cost when the packet classes in
K;” are assigned to priority level j for all j, and D'’ >
D(Z) > > D(?').

In order to find K", the following steps are carried
out. If the minimum network cost D"*" can be achieved
by partitioning K, into two subpartitions, K;' and

K;;), and 1f D(r+1) < D(rl’ then set K(r+1) to

r+1) __ prr) : P
K, =K, , forl=i=<j—1,
(r+1) r)
K" =K,

(r+1
Kr+ )=Klr) and

j+1 j2 0

(r+1) (r)
Ko =KD",

i+1 forj+1=i=n.
Otherwise, terminate (the best partition is K" with r
priority levels and with cost D).

Let us consider the number of priority assignments
examined in the above procedure. It is clear that, in
the worst case, the procedure terminates after computing
the network cost D"’ for r = 1, 2, -+, n, where r cor-
responds to the number of priority levels. Since the parti-
tion boundaries remain unchanged once they are chosen
for each r, 2= r < n, (n— r + 1) different priority as-
signments are examined. The total number of priority
assignments examined for the worst case is therefore 1+
n—D+nm=—2)++1=nn—1)/2+1.

In the above procedure, one may eliminate the con-
dition D > D" on the cost reduction at each stage
and compute, instead, K? and D' for 1 = i< n, and the
minimum of D’ may be obtained.

In order to see how the algorithm works, two examples
with four classes of packets are shown in Tables 6 and 7.
In Table 6, the priority preference sequence given by
the heuristic H4 is K" = {4, 3, 2, 1}. With no priority
assignment, the network cost is D" = 34529 units. The
algorithm finds the best partition of two priority levels,
K® = {4, 3} {2, 1} with D’ = 32860, which is the
third row in the table. Since D'’ > D%, the algorithm
continues to search for the best partition with three
priority levels, and finds K®' = {4, 3} {2} {1} with
D® = 32023, which is the fifth row in the table. Since
D® > D%, the algorithm still continues and finds
K" = {4} {3} {2} {1} with D*’=31798. Thus, the best
priority assignment found by the algorithm is (4, 3, 2, 1)
with the network cost 31798 units. That is, priority level
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r=1

Using CA set
D=Dp"

Y

Determine priority
preference using H4
Set K=K

Using CA find the best
K*)and D7)

Yes
D=Dr) K=K @

Figure 3 Capacity and priority assignment algorithm CPA.

4 (the lowest priority level) is assigned to packet class 1,
priority level 3 to packet class 2, priority level 2 to packet
class 3 and priority level 1 (the highest priority level) to
packet class 4. Table 7 shows a similar example, in which
K" = {3,4,2,1} and D" =29317. In this example,
D® = 30354 with priority assignment (2, 2, I, 2). Since
D" < D™ holds, the algorithm will then terminate. The
best priority assignment found by the algorithm is the
equal priority assignment (1, 1, 1, 1) with a network cost
of 29317 units.

Numerical results

The overall discrete link capacity assignment algorithm
combined with the priority assignment algorithm, which
we call Algorithm CPA, is diagramed in Fig. 3. The
algorithm was tested on a number of design examples
and some results are shown in Tables 8, 9, 10 and 11. As
can be seen from these tables, the network cost may be
substantially reduced by the use of appropriate priority
assignments achievable with Algorithm CPA. Tables 10
and 11 show the network cost and priority assignments
given by Algorithm CPA for different network loads
a, 1 = « = 8. Note that the best priority assignment
changes as ay, changes, even though all other pa-
rameters are kept unchanged.
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Table 8 Design examples of two classes of packets, where v,

=vy,=1,1/p, =120, and 1/p, = 560.

Examples CA CPA

1,=4988,1[,=3416 (1, 1) (1,2)

B, =50, B, =100 Z,=497,Z,=683 Z, =499,7Z,=185.1
65984 59339

I, =1,=3.416 (L, D (1, 2)

B, =50, B, = 500 Z,=49.4,7,=86.8 Z,=499,Z7,=1913
57917 51122

I, =1,=3416 (1, 1) (1,2)

B, =100, B, = 500 Z,=957,Z,=143.1 Z,=670,Z,=3704
52044 46577

Table 9 Design examples of four classes of packets, where [, = 1.621, [, = 2.2, I, = 3.006, and I, = 3.417.

Examples CA CPA

1/p, =120 (1, L, 1, 1) (1,3,1,2)

B, = 40, B, = 200, Z,=253,Z,=341, Z,=229,7,= 1376,

B, = 50, B, = 100 Z,=45.1,7,=508 Z,=39.2,7,=73.1

Vi = 2 47946 43677

1/p, =120, 1/, = 180, (1,1 ) (1,2,2,2)

1/, =300, 1/, = 540

B—SOB—IOO Z,=46.7,Z,= 63.0, Z,=28.5,Z7Z,=953,

B—150 B—ZOO Z—920Z=1100 Z,=130.0,7Z,= 158.7

Y= 1 57928 54478

1/ =120 (1,1, 1, 1) (2,1, 1,1

B, = 400, B, = 300, Z,=58.4,Z,=73.1, Z,=394.0,Z, =423,

B, =200, B, = 100 Z,=89.6,Z,=935 Z,=59.6,Z,= 68.3

Yu=8 v, =4

Vig =2 Vi =1 49029 45499

1/p, =540, 1/, = 300, (1,1,1,1) (3,3,2,1)

1/p, =180, 1/ p = 60

B, = 200, B, = 150, Z, =23.7,7,=30.6, Z,=853,Z,=109.3,

B, =100, B, = 50 Z—400 Z=454 Z,~58.1,Z,=454

Y = 1 48697 43688

Table 10 Effect of traffic ay, on priority assignment, where
Y =1, 1/, =120 for all k; B, =50, B,=80, B,= 150, B,=50;
I, =16,1,=2.165,1,=2.621, and I, = 3.342.

Table 11 Effect of traffic ay,, on priority assignment, where

Ya=1/47v,=1/3,v,=1/2,v,=1;1/p,=300, 1/ u, =240,
1/p, =180, 1/u, = 120; B, = 50, B, = 80, B, = 150, B, = 50;
1,=1.6, 1,=2.165, 1, = 2.621, and 1, = 3.342.

a CA CPA o CA CPA

1 38351 36052 (2,2,2,1) 1 38036 38483 (2,3,3,1)
2 47526 42872 (2,3,4,1) 2 45825 42638 (2,3,3,1)
3 55605 53262 (1,2,2,1) 3 53356 49579 (2,2,3, 1)
4 60261 58690 (2,2,2,1) 4 57961 56821 (1,2,2,1)
5 67133 65379 (1,1,2,1) 5 62560 61410 (1,2,2,1)
6 73051 73051 (1,1,1,1) 6 68683 68683 (1,1,1,1)
7 83273 82088 (2,2,2,1) 7 73051 73051 (1,1,1,1)
8 87923 87923 (1,1,1,1) 8 80538 78988 (1,2,2,1)
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In order to check the optimality of the priority assign-
ments given by Algorithm CPA, we also ran Algorithm
CA on all possible priority assignments, and have ob-
tained a set of optimal priority assignments for each of
the examples illustrated in this paper. In these cases
studied, we observed that Algorithm CPA gave optimal
priority assignments. Although this does not guarantee
the optimality of our priority assignment algorithm, we
feel that the algorithm is near-optimal even for larger
numbers of classes of packets.

Conclusion

In this paper, we first developed a generalized discrete
link capacity assignment algorithm to accept arbitrarily
defined classes of packets with different delay require-
ments. The capacity assignment algorithm CA was used
to study the network cost sensitivity with respect to
different priority assignments. It is observed that a sub-
stantial reduction on network cost can be achieved by an
appropriate priority assignment on classes of packets.

Unless a priority assignment on classes of packets is
prespecified, the priority assignment becomes a part of
the network design problem. Since the number of differ-
ent priority assignments for n classes of packets quickly
becomes prohibitive for exhaustive examination of all
priority assignments when n > 5, we developed a
priority assignment algorithm which examines at most
n(n — 1)/2 + 1 priority assignments. This heuristic
approach is based on an ordering of classes of packets
according to their priority preference values, together
with an add-type sequential partition strategy. In the
determination of priority preference values among differ-
ent classes of packets, parameters such as delay con-
straints, average path length, average packet length and
average packet rate on different classes of packets were
considered.

We have combined the priority assignment algorithm
with the capacity assignment algorithm CA, and de-
veloped an algorithm CPA which gives near-optimal
capacity assignments and priority assignments.

In this paper, we have not considered network cost
reduction with flow assignments (packet routing) and
network topologies as design variables, which they often
are in practice. Some work has been done [ 7], but further
research is needed here. Studies of this general design
problem are in progress and will be reported separately.
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