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Performance of Very High Density Charge Coupled

Devices

Abstract: The results of an experimental study of the performance of very high density 8, 128, and 256 bit CCD shift register structures
are presented. The primary topics discussed include transfer efficiency, frequency response, impact of “fat zero™ operation, and ob-

served temperature dependency.

Introduction

If any particular aspect of the original charge-coupled
device (CCD) [1,2] can be said to be responsible for the
considerable current interest in this device, it is probably
the potential for achieving very high density information
storage with present day silicon process technology. The
basis of this potential stems from the simplicity of the
device structure, which involves the simple linear chain
of coupled MIS capacitors depicted in Fig. 1.

Associated with, and in fact stemming from the struc-
tural simplicity of the device, is operational simplicity.
The sequence of events involved in the operation of the
device can be traced conveniently by assuming the sub-
strate to be n-Si (p-channel) and considering the three-
phase electrical timing sequence shown in Fig. 1. At
some time ¢, when all of the ¢, electrodes in the chain
are at a negative potential —V, a localized depletion re-
gion will exist under each of these electrodes, or a po-
tential energy “well” will be established at the surface of
the Si under these electrodes. If the time duration during
which the ¢, electrodes are held at —V is short compared
with the time required for thermally generated minority
charge (holes) to invert the n-Si surface, the regions
under the energized electrodes will remain in full de-
pletion and the potential wells will remain empty. If a
packet of minority charges, O & Cu(V — |V¢|), where
V1 is the MOS threshold voltage, is introduced in the
vicinity of the first ¢, potential well, this charge will be
captured by the well and held at the surface directly
under the ¢, electrode. When V, Y is reduced to ground,
this charge packet is released. For the electrical timing
sequence shown in Fig. 1, V, is at =V prior to the time
that V,, goes to ground, while V is still at ground. Thus
the packet of charge released by the ¢, well is captured by
the right-adjacent ¢, well, provided that the two poten-
tial wells are coupled during the phase transition. If the
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necessary coupling between adjacent MIS capacitors is
achieved, a packet of charge introduced at the start of
the chain is made to shift directionally along the chain.
Since the achievement of directionality requires that one
adjacent potential well be collapsed while the other is
fully formed and empty, each packet of charge, or each
bit of information, requires a minimum of three elec-
trodes in this simple structure.

For a structure defined by, for example, 0.2-mil line
widths, line spacings and channel widths, the channel
area per bit is of the order of only 0.25 mil>. For 0.2-0.4
mil spacing between adjacent channels, the average area
per bit is two to three times this figure, providing an av-
erage array bit density of one to two million bits per

Figure 1 Schematic representation of a portion of a three-
phase CCD and associated phase timing.
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Figure 2 Surface potential variation in a plare bisecting a
linear chain of 6 X 6 um capacitors with 3-um edge separation.
Substrate is 7.2 ohm-cm, n-Si.
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Figure 3 Dependence of the potential energy barrier between
adjacent 6 X 6 um MIS capacitors on the potential of one
electrode (V,) when the other electrode is at —5 V (V). Elec-
trode edge separation is 3 um. Substrate is n-type Si.

square inch. It is the achievement of such high density
with present day processing and photolithography, and
the achievement of much higher densities by means, for
example, of electron beam line definition, that promises
to make the CCD a potential near-term embodiment of

large scale integration. In this paper we present some of
the experimental data that have been obtained from a
study undertaken to assess the performance of such very
high-density devices.

Achieving coupling between adjacent potential
wells

The proviso required for transfer of charge packets
along the MIS chain, whatever the bit density, is that
sufficient coupling between adjacent elements can be
established. For the finitely separated electrode struc-
ture shown in Fig. 1, the achievement of coupling de-
pends on the extent of potential-energy fringing in the
vicinity of the interelectrode gap. It is expected that this
fringing will be enhanced by increasing electrode poten-
tials and by decreasing the substrate doping levels. A
computer analysis was carried out to quantify the depen-
dence of fringing, and the achievable coupling, on sub-
strate resistivity, electrode potentials, and the gap size in
a three-dimensional linear MIS array [3]. Representative
results of this analysis are shown in Figs. 2 and 3.

The data given in Fig. 2 depict the surface potential
variation in a plane that bisects an MIS chain comprised
of 6 uin X 6 um electrodes and 3 um edge spacing. The
substrate (n-Si) resistivity is 7.2 ohm-cm and the effec-
tive oxide thickness of the insulator is 330 A. The po-
tential variation shown is for the case where V| is held
fixed at —5 V (—4.7 eV potential energy well) while
V, is varied between —5 and —20 V (surface potential
varies between —4.7 and —19.1), with all wells being
empty. A similar surface potential profile is obtained for
the case where V| is at, e.g., —20 V and the correspond-
ing potential energy well contains sufficient positive
charge (Q = 14.4 C,,) to bring the surface potential to
—4.7 V. When V, is at —5 V, a value that may be con-
sidered to be due to an applied substrate bias, a potential
energy barrier ¥ of approximately 2.9 eV decouples the
two adjacent wells. The value of sz decreases monotoni-
cally as V, is made more negative until, at a V, of ap-
proximately —19 V, ¢z disappears (threshold coupling).
If V, were held at —20 V, some of the charge in the V,
well would transfer to the V, well. This would lead to a
reduction of the V, surface potential from —19.1 V to-
ward ground and an increase of the V, surface potential
from —4.7 V to more negative values, with the result
that a finite 3 would again appear, cutting off the trans-
fer. To transfer the balance of the charge held by the V,
well would now require the reduction of the ¥, potential
at a rate not exceeding the ability of the charge to flow
into the V¥, well. It should be noted that the condition
that must be satisfied to transfer the full V', well charge
completely into the V, well is that, at the end of this
transfer, the surface potentials under the two electrodes
must be equal and that sz = 0. The fact that such a sur-
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face potential condition is not possible for finite gaps
simply means that a completely full well canngt. be prop-
agated along the chain, the gap effect thus imposing a
“skinny one” operation mode. If a given well in the
chain did indeed contain a “full one,” then during the
first transfer operation, part of the charge would transfer
properly, part could spill backwards into the preceding
well, part could be lost to the substrate, and part of the
charge could be left behind (finite substrate bias).

The dependence of the potential energy barrier be-
tween potential energy wells on electrode potentials and
substrate resistivity for a given gap of 3 um is indicated
in Fig. 3. The indicated decrease of yi; and the associated
enhancement of coupling with increasing substrate re-
sistivity and increasing “‘downstream” electrode potential
merely supports the qualitative expectations cited earlier.
Since the use of large resistivities and large electrode
potentials attacks the gap effect limitation by depending
on an increase in longitudinal potential energy fringing,
this approach also leads to an increase in transverse
fringing and thereby enhances the probability of encoun-
tering crosstalk between adjacent channels. The avoid-
ance of crosstalk forces the use of either an isolation
diffusion or a larger separation between adjacent chan-
nels, with a consequent sacrifice in bit density.

The potential energy profiles discussed above were
derived under an assumption of zero oxide charge. If
finite (positive) oxide charge is introduced into the
model, the gap-effect decoupling is aggravated in p-
channel devices, and alleviated in n-channel devices. In
fact, intentional oxide doping has been suggested [4] for
n-channel structures. Although the n-channel oxide dop-
ing approach may be generally viable, the inhomogeneity
of this doping, when coupled with modest variations in
interelectrode gaps across a large array, could lead to a
significant variation in threshold coupling across the ar-
ray and thereby to significant variations in performance
throughout the array.

A straightforward alternative to the gap-effect solu-
tions cited above is to simply eliminate the gap by using
a slightly modified Si gate process. This was the approach
taken in the design and fabrication of the pSAG CCD
structures used in our study, as well as in the design and
fabrication of the dual 480-bit arrays described by Vogl
and Harroun [5]. The virtual elimination of gaps allowed
the use of the 1-2 ohm-cm substrates nominally preferred
for support-circuit design, led to successful device oper-
ation with phase line potentials as low as —3 to —5 V,
and also led to prevention of crosstalk between 0.2-mil
spaced channels without resorting to isolation diffusion.

Device structure

A cross-sectional view of the overlapped electrode de-
vices used in this study is presented in Fig. 4. Although
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Figure 4 Schematic representation of the horizontal and verti-
cal structure of the very high density devices tested.

overlapped electrode structures can be designed to be
operable in a three-phase mode, the natural driving se-
quence is either two- or four-phase. In the structure
shown, each spatial bit has associated with it four inde-
pendent electrodes. The ¢,, ¢, doped polysilicon elec-
trodes define the storage well (node) locations. The ¢,,
¢, aluminum electrodes serve as transfer/isolation gates
between the storage nodes. By using the ¢,, ¢, electrodes
merely as gates, and not requiring storage under those
elements, the Si surface area under the aluminum elec-
trodes can be smaller than the surface area under the
¢,, ¢, electrodes, thereby reducing bit size. At the same
time the potentials applied to ¢,, ¢, can generally be
smaller than those applied to ¢,, ¢,, thereby reducing
driving power as compared with conventional four-phase
operation.

The quasi-four-phase timing of the pulses is shown in
Fig. 5. Consider some time ¢, when charge is stored under
a ¢, electrode, and this charged well is isolated by the
grounded adjacent ¢,, ¢, electrodes. Since information is
stored only in every other storage node, the ¢, elec-
trodes can be grounded at ¢, By energizing ¢, and ¢, at
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Figlire 5 Four-phase timing used in device operation.
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t,, while ¢, is kept grounded, positive coupling between
¢, and the right-adjacent ¢, is achieved. By collapsing the
¢, potential to ground at tl+ the charge can be made to
complete its transfer from the ¢, to the ¢, node. The ¢,
potential can now be brought to ground, thereby com-
pletely isolating the ¢, node. In the half-cycle described,
information has been transferred through one half a
spatial bit. In the next half-cycle, information is trans-
ferred through the ¢, channel and onto the next ¢, node.
By driving the ¢, and ¢, lines with a ¢,’ driver, and
driving ¢, and ¢, with a ¢,’ driver, the devices can
be made to transfer charge in a two-phase mode. The
timing of ¢,’ and ¢,’ is identical to the timing of ¢, and
¢, shown in Fig. 5. To achieve charge flow directionality
in this mode, the surface potential under the even
electrodes (polysilicon) must always be greater than
the surface potential under the associated odd electrode
(aluminum). A simple way of achieving such surface-
potential asymmetry under equally driven electrodes
is to build in a thicker insulator under the Al electrodes.
The obvious advantage of the two-phase driving mode
lies in the reduction of the required number of drivers.
The basic disadvantage of the simplistic two-phase struc-
ture described here is associated with the fact that
the storage nodes are not allowed to fill to a level above
the surface potential level of the associated transfer
element. This leads to practical signal levels that are
approximately 25 percent of the levels in comparable
four-phase operation. Although the devices studied have
successfully been operated in a two-phase mode, the
data reported here are limited to four-phase operation.

Device size
From the device dimensions given in Fig. 4 it follows
that the area of an elemental storage node is 0.05 mil’.

The total channel area per bit is 0.16 mil’. In the devices
described here, the spacing between adjacent channels is
0.4 mil to allow the crossover of phase lines between
channels while still satisfying a 0.15-mil linewidth ground-
rule. The crossover was used to provide opposite direc-
tivity in adjacent channels. With such relatively large
spacings the average area per bit is 0.48 mil®, giving an
array bit density of 2 X 10° bits/in®. If directivity alterna-
tion between channels is not needed, the spacing can be
reduced to 0.2 mil, while still providing adequate isola-
tion between channels in the 1-2 chm-cm substrates used,
and thereby decreasing the average area per bit to 0.32
mil’. Shift-register configurations of 128 and 256-bit
chains of these elements have been experimentally built
and successfully operated.

Transfer efficiency

The transfer of a charge packet from one potential energy
well into another in a surface CCD is produced by a
combination of thermal diffusion and drift due to charge
gradients and fringing fields, while it is hindered by trap-
ping at interface states with the result that complete
transfer, in principle, is never realized in finite transfer
times. If the amount of charge actually transferred from
the i’th potential well into the adjacent i + 1’th well,
Q' (i), is related to the charge Q (i) in the i’th well prior to
transfer by

Q'(i) =10,

then 7, defines the efficiency of this transfer operation
[1]. Aside from being a function of physical parameters
such as surface mobility, channel length and time con-
stant(s) associated with interface trapping, 7, is also a
function of the charge levels involved in transfer.

If a large charge packet, Q,(0), denoting a “1” bit, is
launched into a device in which thermal charge genera-
tion and charge loss to the substrate are negligible, the
overall transfer efficiency after transfer through Ny bits
would be given by

no(NB) = 7)17)27'3. o ngNB < l k]

with @ denoting the number of transfers per bit. If 0,(0)
were to follow a sufficiently long series of bits containing
zero charge, so that it would not have any charge to pick
up, then the charge Q,(0Ny) representing the “1” after
ON g transfers would be

Q,(8N) = 1,(Ns)Q,(0)

and the lost or lagging charge would be dispersed among
the succeeding bits. If a second large charge packet
Q,(0) =0,(0) is launched immediately after Q,(0),
then at least some of the charge left behind by Q, could
be picked up by Q,. Thus Q,(8Ny) could be larger than
Q,(6N3p) and in fact could be equal to O, (0).
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Such optimization of O (6Ny) caused by the pickup of
charge left behind by preceding bits is the basis for using
a “fat zero”, or bias charge, mode of CCD operation. In
the fat zero mode (FZM), a finite amount of charge ¢(0)
is launched for every zero bit [6]. If n,’ is used to denote
the transfer efficiency of g (i) from the i’th to the i + 1’th
potential well, and if n,’ and ¢(i) are such as to satisfy

n <mnys

then the charge left behind by a @ (i) during the i’th trans-
fer would be compensated at least partially by the charge
picked up in the i + 1 well even if @ were to follow a long
series of “zeros.” Thus the effective transfer efficiencies
per transfer, and thereby the overall transfer efficiency,
would be increased. If n, << ), then the value of bias
charge needed to provide the efficiency improvement
could be very small compared to Q.

For an input pattern of (1110011) imbedded in a sea of
zeros, the observed output patterns for typical 8, 128,
and 256 bit unrefreshed devices operated at 100 kHz are
shown in Fig. 6. Although these devices were operated in
FZM, the amount of bias charge used was so small as to
be imperceptible in affecting the amplitude of an output
zero. The bias charge was, however, perceptible in its
effect on the output amplitude of the first one, increasing
this amplitude by an amount between two and five per-
cent in the long devices. Qualitatively, results such as
these indicate that (a) a steady state one (1) or zero
(0) is achieved on essentially the second consecutive
like bit; (b) the difference between the value of a 1, and
a worst-case one (1,,: first one after a sufficiently long
series of zeros) is essentially equal to the difference
between the worst case zero (0y,.: first zero after a long
sequence of ones) and Og; and (c) the 1 signal in a
256-bit device is equal to the 1 signal in a 128 and an 8-
bit device.

These observations combine to imply extremely low
dispersion for the long structures, as well as charge con-
servation. No discernible amount of charge is lost to
(or contributed by) the substrate. These qualitative ob-
servations also imply extremely high transfer efficiencies.

The actual FZM transfer efficiencies typically ob-
served under 100 kHz clocking are listed in Table 1. The
overall transfer efficiency was calculated from

No = 1wc/lss

and the average transfer efficiencies per bit, ng, and per
transfer, n,, were derived from 7, via

N
ns L =1,

ONp __
M - 7’0 4
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8-bit device

128-bit device

256-bit device

Figure 6 Oscilloscope traces showing the 100 kHz output
from 8, 128, 256-bit very high density devices under common
operating conditions. Vertical/Horizontal scaling = 400 mV/20
usec. per division. Qutput is measured at the source-follower
node of an on-chip integrating amplifier.

Table 1 Typical transfer efficiencies for tested devices.

Number of bits N
128* 128 256

Overall transfer
efficiency, n, (%) 98 95 90

Transfer efficiency
per bit 7, (%) - 99.96 99.96

Transfer efficiency
per transfer 7, (%) 99.99° 9998 99.98

*Best available devices
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Figure 7 Expected variation of overall transfer efficiency (n,)
as a function of the unrefreshed number of bits (Ny). Line A is
based on the nominal transfer efficiences listed in Table 1. Line B
is based on transfer efficiencies observed in the best devices.

with 8 = 2 characterizing these devices. By extrapolating
the nominally observed values of 7, (e.g., 95 percent
over 128 bits) to 4 larger number of bits (Fig. 7) it is ex-
pected that 1024-bit unrefreshed devices would be
characterized by an overall transfer efficiency of 67 per-
cent. The best efficiencies observed (98 percent over 128
bits) imply the attainment of 70-75 percent overall ef-
ficiency for 2048-bit devices.

The practical implication of achieving very large values
of 1, and m3 is of course dependent on the device applica-
tion being considered. In a digital memory application for
which access time minimization is an important consider-
ation, the use of long shift registers is generally unde-
sirable, and the ability to fabricate 1024- or 2048-bit
unrefreshed devices may seem academic. However, the
kind of short register signal purity that the efficiencies in
Table 1 imply would allow for the use of simple, compact,
sense-refresh amplifiers after, e.g., 32-64 bits without
significantly sacrificing average bit density. Furthermore,
if the level of performance indicated by the efficiencies in
the table is substantially higher than may be required in a
particular application, one can reduce the phase voltages
from those used here (¢,, ¢, =—12 V; ¢,, ¢,=—15 V)
and thereby obtain an associated reduction in drive power
requirements.

Frequency response
An important performance characteristic that can de-
termine the application of surface CCD structures is the

clock frequency range over which these devices can be
operated. Whereas it is expected that the low frequency
limit would generally be imposed by thermal charge
generation rates and a consequent tendency of empty
wells to fill with minority charge, the high frequency
limit is expected to be imposed by those physical device
parameters that determine the minimum transfer time
windows that have to be used if gross transfer inefficiency
is to be avoided. A convenient way of describing the
frequency response of a CCD involves the specification
of the worst-case signal discrimination under digital
operation,

The observed room temperature dependence of the
normalized (1..— Oy.) difference on frequency for a
typical unrefreshed 128-bit device is presented in Fig. 8
with the normalization being made with respect to the
value of a 1 at S00 kHz:

1wc(f) - Owc(f) ]

Dyen(f) = —7 (500 kHz)

The relative constancy of D, for frequencies between
approximately 1 kHz and 1 MHz is associated with the
fact that 100-kHz transfer efficiencies given in Table 1
were found to characterize device performance over a
broad frequency range. That such an association is at
least approximately valid can be verified from the ob-
servation that 0,, was essentially zero and that 0, was
essentially equal to (14 — 1y.) in the range of frequencies
where D,., was relatively constant. Under these con-
ditions we have

Dyen = 2”’10— 1.

The decrease of D, for frequencies below approxi-
mately 1 kHz is associated with the growth of O, and
thereby to the growth of 0, due to the pickup of ther-
mally generated minority charge during the time v = N/ f
that the zero bits travel through the register. The 500 Hz
data point in Fig. 8 indicates that such room temperature
well filling is fairly modest for 7 = 0.25 sec. Similar data
on 256-bit devices indicate that 1-sec storage/delay
times are nominally realizable at room temperature. The
effect of temperature on device operation is discussed in
the next section.

The decrease in the D, response indicated by curves
FZM and SZM for frequencies greater than 1 MHz is
associated with the fact that the times allowed for trans-
fer are no longer sufficient to maintain the transfer ef-
ficiencies given in Table 1. In fact, at a clock frequency
of 4 MHz, the allowed 60-70 ns transfer time window
leads to an overall 128-bit transfer efficiency of approxi-
mately 50 percent under SZM operation and a conse-
quent loss of worst-case signal discrimination. The in-
troduction of a finite bias charge that is only barely
perceptible in its effect on the value of 0y, however,
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raises D, to approximately 0.77 at 4 MHz and appar-
ently extends the usable response to 10 and possibly
20 MHz.

Temperature dependence

At the high operating frequencies where room tempera-
ture performance becomes transfer time limited, the ef-
fect of temperature on CCD operation is dependent on
the dominant incomplete transfer mechanism. For the
case where drift-aiding fringing and interface trapping are
negligible, the reported proportionality between Si sur-
face mobility and inverse temperature [7] renders the
diffusion coefficient temperature independent and thereby
has been shown to cause transfer time limited operation
to be somewhat insensitive to temperature variation [8].
For another case in which device design is such that drift-
aiding fringing plays a dominant role in the determination
of required minimal transfer times, while interface trap-
ping is still negligible (e.g., buried-channel CCD [9]),
the decrease of mobility with increasing temperature may
degrade high-frequency transfer by effectively reducing
the importance of drift-aiding fringing. For yet another
case in which minimum transfer times are dicated by in-
terface trapping, the acceleration of detrapping with
increasing temperature may obviate the need for fat
zero mode operation for performance optimization at
high frequencies.

At clock frequencies substantially lower than those at
which transfer time limited performance degradation
occurs, the effect of temperature on device operation has
been mentioned in the previous section to involve the
filling of zero bits with thermally generated charge dur-
ing the time 7= Ny/f that these bits propagate through
the structure. The observed variation of the normalized
(1we — Oye) difference with temperature shown in Fig. 9
clearly displays this low-frequency dependency. By
progressively increasing the clock frequency from 1 kHz
to 100 kHz, and thereby decreasing = from 128 to 1.28
ms, the 128-bit device can be operated to progressively
higher temperatures. In the temperature range 20 to
120 °C, the critical temperature, T, at which worst case
signal discrimination is lost can be seen from the figure to
be related to 7 via

.

Te(r) ™ Tolr,) + 42108, (2) 0,
1

with

7= Nyl f;,

and with Ny, denoting the bit capacity of a register being
clocked at a frequency f,. For the 8V substrate bias used
in obtaining the data of Fig. 9,

T.(r=0.128 sec) =~ 42 °C.
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Figure 8 Room temperature frequency response of a very
high density, unrefreshed 128-bit device. Curve A represents
the overall response under “fat zero” operation; curve FZM de-
notes the response of the CCD only, with the sense amplifier
response factored out; curve SZM represents overall device re-
sponse with “skinny zero” operation. ¢, ¢,=—12 V; ¢, ¢, =
—15 V; substrate bias, 3 V.
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Figure 9 Temperature response of a very high density 128-bit
device at three clock frequencies. ¢,, ¢, =—7 V; ¢,, b, =—15V;
substrate bias, § V.

By decreasing the substrate bias toward nominally used
values of 2 to 3 V, the curves shift toward higher tempera-
tures. From a more detailed analysis of the data in Fig. 9
it can be shown that the average “leakage current,” or
average zero-bit charge buildup rate, follows the tempera-
ture dependency of the intrinsic carrier concentration
n,, and that the empirical expression for T, given above
provides a first-order approximation to this dependency
in the stated temperature range. If we combine the ob-
served proportionality between zero-bit growth and n,
with the observed dependency on substrate bias, it ap-
pears that the dominant leakage mechanism involves
charge generation within the field-induced depletion
region.

Aside from exhibiting the general temperature de-
pendency of the CCD structures studied, the data of
Fig. 9 can be used in conjunction with the data of Fig. 8
to describe the dependence of performance on ¢,, ¢,
voltage excursions. Whereas the same ¢,, ¢, voltage
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amplitudes and the same 1 levels were used in these two
experiments, the low-temperature D, values in Fig. 9
are smaller by approximately 0.1 than the corresponding
D ., values in Fig. 8. Although a portion of this dif-
ference is associated with the different values of sub-
strate bias and the use of a skinny zero vs a fat zero, it is
also related to the different ¢,, ¢, amplitudes used in the
two experiments. By lowering the substrate bias to 3 V
and by launching fat zeros, the low-temperature 100-kHz
curve in Fig. 9 moves upwards to D ., values of approxi-
mately 0.86. By increasing ¢,, ¢, amplitudes to —~10 V,
D, is further increased to approximately 0.9. Further
increases in ¢,, ¢, have little perceptible effect for clock
frequencies below 1 MHz,

Summary

The very high density p-channel CCD structures de-
scribed here have been found to be characterized by
transfer efficiencies that are among the highest observed
to date for surface devices. On the basis of observed per-
formance at clock frequencies up to 5 MHz, it appears
that the 128- and 256-bit structures can provide usable
worst case digital signal discrimination up to 10 to 20
MHz, and to higher frequencies for shorter registers.
Limitations associated with the particular on-chip charge-
integrating sense amplifier used here prevented testing at
these higher frequencies.

The temperature-limited low frequency operation was
found to be characterized by nominally attainable 1 sec
input-output delay times at room temperature (e.g., 256
bits at clock frequencies under 500 Hz), with this at-
tainable delay being inversely proportional to the temper-
ature variation of the intrinsic carrier concentration.

In the devices tested the fat zero or bias charge mode
of operation was found to be relatively insignificant in
improving performance at clock frequencies below 1
MHz, and essential in extending the operation of long
devices beyond 4 to 5 MHz.

The excelient digital signal discrimination that has been
observed over wide frequency and/or wide temperature
ranges allows for the use of simple, compact sense-
regeneration amplifiers that have negligible impact on
overall density. An exemplary array, employing refresh
after every 32 bits, would provide average access times
as low as 16 us when clocked at 1 MHz. Although in-
dividual 32-bit devices would be expected to be func-

tional up to 20 MHz, and thereby be characterized by
sub-microsecond average access times, the 100™ watt/in”
power densities required to drive these devices at such
high frequencies [10] renders the exploitation of the
performance potential of these devices somewhat im-
practical in large arrays. For situations in which 207 us
access and 2 to 3 MB/in® densities are acceptable trade-
offs, however, the type of surface CCD structures de-
scribed here appear to present a means of attaining, e.g.,
32 kBit storage, including supports, on nominal 150-mil
chips.
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