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An Application of Coding Theory 
to a File Address  Problem 

Abstract: In this paper a  file  address  problem is proved to be equivalent to a  problem in coding  theory. 
Results in coding  theory  can  thus be used in solving  this  file  addressing problem. It is shown, in particular, 

how the  theory of Bose-Chaudhuri  codes can be applied. A simple transformation from the input informa- 
tion  to  its  address is given. This method can be  easily  implemented  using  either  a  computer  or  shift  regis- 

ters. 

Introduction 

The file addressing problem treated in this paper can be 
described as follows: An information item to be stored in 
a file  is  identified by a part of its content which  is  called 
the information item’s  key. The set K of  keys is a set of 
k-tuples from an alphabet S which contains s symbols. 
This file address problem is to find a rule which enables 
one  to calculate the location of an information item, called 
its address, from its key. The address is an a-tuple from 
the same alphabet S. 

In some applications the keys to be stored form a subset 
N of the s k  elements of K and  the number of  keys in N 
is  less than sa, the number of storage locations. Since 
a < k,  several  keys  may  have the same address. The prob- 
lem  is to minimize this occurrence, i.e., this rule or func- 
tion which maps the keys to the addresses should be a 
“randomizing” function so that the addresses cover the 
keys  evenly. In order to accomplish this, some assumption 
must be made about  the information to be stored. One 
such assumption (which appears to have  merit and is the 
assumption under which the problem is  solved in this 
paper) is that “clusters” of the keys are common. In 
clustering, the information tends to appear in groups 
where all members of a particular group are close together. 
If there are not too many  clusters, a transformation which 
breaks up any clusters will  be a “good randomizing” 
function. The function to be found, then, is one that 
breaks up these clusters, that is,  assigns  different addresses 
to keys  which are close together using the definition of 
distances introduced by Hamming. 

In this paper the above problem is treated as a problem 
in modern algebra and in this context, it is shown to be 

equivalent to a problem in coding theory. Some well- 
known results in coding theory are then used to give a 
simple construction of this function. The method has the 
added advantage that  it is  easily  implemented. 

Mathematical formulation 

A set of  items in an information system  is  identified  by a 
set K of  k-tuples from an alphabet S consisting of s sym- 
bols. These k-tuples are  the keys. The storage locations A 
for  the items,  identified by their keys, are the addresses 
and are a-tuples from the same alphabet. The problem is 
to find an easily computable function which  assigns to 
each key an address so that any two keys  which are close 
together go into distinct addresses. The distance between 
two keys  is  defined to be the number of  places in which 
the keys  differ. Thus, the problem reduces to finding a 
maximum distance w and a function T:K+ A so that for 
all distinct u and v in K,  T(u) = T(v) implies the distance 
d(u, v) between u and v is greater than w. Thus, T separates 
any two keys  which are closer together than w units. 

In this context, we shall make the following mathemati- 
cal assumptions. The alphabet S is a ring with s elements. 
(This can be  accomplished by choosing a ring with s ele- 
ments and setting up a 1:l correspondence between the 
elements  of the ring and  the alphabet.) Then the set of 
keys K is a free module over S of rank k.  (Actually, one 
can think of K as being the set of all k-tuples over S.) 
The set of addresses A is a free module (all a-tuples) over 
S of rank a. The problem, then, is to find a module homo- 
morphism T:K+ A which  is onto A and with the property 
that for any u and v in K, if T(u) = T(v), and u # u, then 127 
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the distance d(u, u) between u and u is greater than w. 
Recall that a code C of dimension k - a over S is a 

free submodule of rank k - a of the free module K of 
rank k over S.  The weight  of a code is the minimum weight 
of the nonzero code words of the code. The weight  of a 
code word is the number of nonzero positions when the 
code word is represented as a k-tuple. 

The problem considered above is equivalent to the 
following problem is coding theory: Find a code C of 
dimension k - a in the free module of rank k ouer the 
ring S whose weight w is maximum. We  will prove that 
this coding problem is equivalent to the file address prob- 
lem which can be formulated as follows: Find the maxi- 
mum w and a module homomorphism T of K onto A with the 
property that T(u) = T(v) and u # u implies d(u, u) > w 
where d(u, u), the distance between u and u, is defined to be 
the weight w(u - u) oj u - u. 

First, we show that if C is a code of dimension k - a 
in K whose weight is w, then we can define T : K  + A 
which is onto A,  with the property that T(u) = T(u) and 
u # u implies d(u, u) > w. Let M be the matrix of a basis 
for the null space of C. M is an a X k matrix. Define 
T : K  + A by the formula T(u) = M.u t for any u in K.  
Note u t is the transpose of the row vector u and  the multi- 
plication is matrix multiplication. Then if T(ul) = T(uJ 
with u1 # u 2  and d(ul, u2)  5 w, we have w(u2 - ul) 5 w 
and T(u2 - ul) = 0. Hence u2 - u1 E C and must either have 
weight greater than w or be zero. Since w(u2 - ul) 5 w, 
we conclude that u 2  - u1 = 0 but  this  contradicts the 
hypothesis u1 # v2. 

Conversely, let T : K   + A  be a module homomorphism 
with the property T(ul) = T(uz) and u1 # u2 implies 
d(ul, u 2 )  > w. Then let C be the kernel of T ,  i.e., C = 
( u  E K [ T(u) = 0 ) .  Then the weight  of the code C is 
greater than w. For if x E C, x # 0, T(x) = 0 = T(0). 
Hence d(x, 0)  > w, i.e., w(x) > w. Q.E.D. (For those 
readers accustomed to thinking in coding theory  terms 
this mapping can be regarded as  the mapping of a received 
message onto  the set of “syndromes.”) 

Thus, we have established the equivalence of the file 
address problem to a problem in coding theory. Although 
the latter is a very  difficult problem, some partial results 
have been obtained to determine maximum weight codes 
for the case where this ring S is a Galois field. If the ring 
S is a Galois field GF(s), then K and A are, respectively, 
k and a dimensional vector spaces over S and  the module 
homomorphism Tis a linear transformation. 

Application of coding theory to the problem 

We shall now apply some results in coding theory to the 
file address problem. First, we shall describe the Bose- 
Chaudhuri codes, which are  the best constructive codes 
known for large values of n (the length of code words), 
and then show how they can be applied to solve the file 
address problem. 

Let the alphabet S be the Galois field of s elements 
GF(s) and let the a-tuples of A be represented by poly- 

128 nomials in x with the coefficients over GF(s). A cyclic 
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code is an ideal Z in the algebra of polynomials modulo 
x“ - 1. If g(x) is the generator of I ,  then the code words 
are multiples of g(x). Bose-Chaudhuri codes are a class of 
cyclic codes which are described in  the following theorem. 

Theorem.2 Let a be an element oj GF(qm). The poly- 
nomial g(x) over GF(q) generates a code with minimum 
distance at least  w if a,  a2, , aw-1 are  roots oj g(x). 
The length oj the code n equals e, the order of  a. 

The generator g(x) can be constructed as follows: If 
mi(x)  is the minimum polynomial over GF(q) of ui, then 

d x >  = L C M [ m l ( x ) ,   m d x ) ,  , mw-l(x) l .  

If the degree of A x )  is c, then the number of check sym- 
bols is c and the number of information symbols is n - c. 

Clearly, the length of the code n corresponds to  the 
length of the key k and  the number of check symbols c 
corresponds to  the length of the address a. In  any practi- 
cal problem, we could take n 2 k. Hence, for certain 
values of k, c, and w we can apply the theory of Bose- 
Chaudhuri codes to  the file address problem. 

Since the file address problem is essentially the inverse 
of the coding theory problem, the application of the Bose- 
Chaudhuri theorem is rather simple. We represent the 
k-tuples (i.e., the keys) as polynomials K(x) of degree less 
than  or equal to k - 1 over GF(s). We divide K(x) by 
g(x) and examine the remainder A(x). The remainder 
A(x), which  is a polynomial of degree less than  or equal 
to a - 1, represents the a-tuple of the address of the key 
K(x). In this way, all keys  which are distance w or less 
apart have distinct remainders, that is, distinct addresses. 

The implementation of this  method is simple. The 
division K(x) by g(x) can be performed easily by a com- 
puter. (Since we are only interested in the remainder, it 
may be easier to program the computer to find K(x) 
modulo g(x).) In fact, a large scale computer is not neces- 
sary. The division of K(x) by g(x) can easily  be performed 
by an a-stage shift register. 

In most practical problems, the  alphabet S consists of 
2’ elements. In this case, the Reed-Solomon codes3  (which 
are a special case of Bose-Chaudhuri codes with m = 1) 
are of particular interest. 

If a is a primitive element of GF(2’), that is a’”’ = 1 
but ai # 1 for 0 < i < 2” - 1, then  the  code generated 
by g(x) = (x  - a)(x - a2) . . (x  - a w )  has a minimum 
distance w + 1 and length n = 2” - 1. Since the degree 
of g(x) is w, the length of the address is also w. 

Conclusions 

The equivalence of the file address problem and  the coding 
theory problem is proved. It is shown, in particular, how 
the theory of Bose-Chaudhuri codes can be applied. A 
simple transformation  from the  input information to its 
address is given. This  method  is easily implemented using 
either a computer or shift registers. 
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