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Multiple Input-Output Links in Computer Systems

Abstract: An algorithm is developed for the analysis and design of computing systems having a multi-
plicity of concurrent and independent information sources and a lesser number of input channels to the
processing elements of a digital computer; the input-output links work simultaneously with the pro-
cessing and computing elements of the system. Utilizing this algorithm, such problems pertaining to the
amount of hardware and the interconnection of its components can be resolved. For an optimum system
design, its parameters are subject to two major criteria, i.e., the amount of information transmitted to
the central processing elements per unit time, and the degree of overlapping of input output operations
with computing (or other processing operations) that can be attained. Part | of this paper is devoted
to information sources of the sequential access, serial-by-character (or-bit) transmission class. Magnetic
tape units are specifically dealt with. With minor modifications the method is applicable to other
information sources of the same class. In Part |, three fundamental system configurations are discussed
and results of computations are summarized. In Part Il, information sources of the quasi-random and
random access class are investigated within the framework established in Part I. Disk files were seiected

as a specific representative of the quasi-random and random access information sources.

Introduction

It is well known that a large disparity exists in rates
of information flow between the high-speed electronic
portions of a computing system and its peripheral
equipment. This is primarily due to the upper bound
imposed on the information transmission rates by the
electromechanical input-output devices such as mag-
netic tapes, card and paper readers, magnetic drums,
and magnetic disk files.

In order to increase the amount of information
transferred to or from main memory of the computing
system, it is desirable to provide several information
sources or sinks (i.e., inputs or outputs) operating
concurrently and independently of each other, and
simultaneously with the computing processes that take
place within the central processing unit. In more
common parlance, we are talking about computing
systems having ‘“‘READ/WRITE-compute” capabilities
and a multiplicity of input or output devices operating
concurrently and independently. The purpose of this
paper is to develop an algorithm for the analysis and
design of input-output links in which multiplicity of
information sources or sinks will time-share the central
processing unit of a digital computer.
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In an excellent and comprehensive paper, Boyell
has tackled the problem of time-sharing in digital
computers in various programming situations and
has dispelled some of the illusions on this subject.
While Boyell’s approach to the problem may be
termed ‘‘macroscopic”, the approach adopted in this
paper can be regarded as ‘“microscopic” inasmuch
as it goes into details, on the gross system level, in
answering the various questions posed by the de-
signers of computing systems. Recently, Boudreau
and Kac? addressed themselves to the problem on a
rather restricted basis, leaving some questions still
unresolved, at least from the engineering point of
view.

To illustrate the type of systems considered in this
paper, Fig. 1 depicts in general outline one configura-
tion of a system. For convenience we shall discuss,
here and throughout this paper, input operations only,
since they represent the most stringent conditions;
output operations can be deduced by minor simplifying
modifications and by assumption of a reversed flow of
information. In Fig. 1 there are S independent infor-
mation sources transmitting information concurrently
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Figure 1 A single-input-channel system.

via a single input channel to the main memory of a
digital computer or a computing system.

It can be seen that a single input channel® is time-
shared by S information sources. The main memory,
on the other hand, is shared by the input channel and
the processing elements of the system. The entire input
operation is controlled and coordinated by an organ
designated as Control. The buffers shown provide a
mechanism for assembling information into larger
units for transmission to memory.

Another type of system is shown in Fig. 2. Here a
group of information sources S, time-share input
channel 4 and a group S, share input channel B.
Each input channel requires a separate access to the
main memory. In conventional systems this implies
separate main memory units, each with independent
controls and addressing. In general, the systems dis-
cussed in this paper fall into two broad classes:
(a) single-input-channel systems, and (b) multiple-
input-channel systems.

There are three classes of information sources that

should be considered. One class includes all sources
in which access to any item of information is sequen-
tial;* magnetic tapes, paper tape, and card readers are
examples. The information out of such sources is
transmitted in a serial-by-character (or -bit) fashion.
The second class includes magnetic disk files and
magnetic drums, magnetic card files, et cetera. These
information sources are characterized by a quasi-
random* access to large blocks of information within
which access is sequential. Information sources of the
third class are the random access memories. Magnetic
core storage is a representative example. In Part I we
shall consider information sources of the sequential-
access variety. Magnetic tapes, because of their promi-
nence, will be dealt with specifically. Information
sources of the quasi-random and random variety will
be the subject matter of Part 11, in which disk files will
serve as a vehicle of exposition.

To date, the design of multiple input-output links
has been carried out by using some rule-of-thumb trial
and error and mostly intuition, which sometimes

307

IBM JOURNAL * JULY 1962




308

turned out to be right. The following questions, then,
become pertinent to the systems designer:

What is the capacity and type of buffer?
What is the configuration of the optimum system?

How many input-output links can be comnected in a
system configuration?

What is the rate of information transmission into the
system?

What is the degree of overlapping of input-output
operation and processing that can be obtained?

These questions should be answered with the objec-
tive of attaining an optimum system, striking a balance
amongst the amount of information transmitted per
unit time, the degree of overlapping, and last but not
least, the amount and complexity of hardware involved.
Usually this balance will require a compromise design
because of conflict in some of the attributes of the
system.

Figure 2 A multiple-input-channel system.

The algorithm developed in this paper provides the
answers to the questions we have just raised. The
problem of independent and concurrent multiple-
information sources with a lesser number of re-
ceiving facilities is related to the field of queueing and
scheduling. However, the conventional theory and
algorithms available could not be utilized since the
operation modes of the systems of interest do not fit
any of themodelsstipulated by classical queueing theory.
In this paper we have developed the entire theoretical
and mathematical formulation, based on the probabil-
ities and statistics of the problem. The parameters which
characterize a given system generate probabilities of
the occurrence of certain events; these in turn are used
to evaluate the various ‘“‘macroscopic’ entities which
give a measure of the effectiveness of the system.

As was previously mentioned, this paper is com-
prised of two parts. In Part I we shall deal with infor-
mation sources of the sequential-access type. After a
general discussion on the method of approach we shall
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describe three fundamental system configurations®:®
and summarize some of the results that were obtained
from actual computations®'” using the algorithm. Most
of the material presented in Part I, especially that
pertaining to system configuration and mode of opera-
tion, will be used as background to the presentation in
Part II, which is devoted to information sources of the
quasi-random and random-access class.

To summarize, the algorithm provides answers to
such mundane problems as how much hardware is
necessary and in what way should its various com-
ponents be interconnected, in order to obtain an
optimally effective system using two major criteria:
the amount of information transmitted per unit time and
the degree of overlapping of input-output operations
with information processing. Unlike the costly and
lengthy methods of simulation, the algorithm (when
programmed for a digital computer) can provide the
desired information quickly and conveniently.

It should be emphasized that the design process by
which one arrives at the optimum system is that of
analysis rather than synthesis. Furthermore, the pro-
cess is iterative, i.e., one set of parameters is selected
and the algorithm used to obtain a measure of effective-
ness of the system. Then one parameter or more is
varied at a time to measure again the suitability of the
system with respect to the two major criteria or some
other criterion deemed essential in a particular appli-
cation. The process is repeated until the optimum
system is obtained.

PART I: SEQUENTIAL ACCESS
INFORMATION SOURCES

Method of approach

This section will be devoted to a general discussion of
the problem and the parameters which characterize a
system. The discussion will explain the assumptions
made and the limitations imposed or inherent in the
method.

Succinctly defined, the problem at hand is that of
coordinating the operation of a multiplicity of infor-
mation sources which are concurrent and independent
of each other, and a lesser number of receiving
facilities. In our case the receiving facilities are the
input channel to main memory and the associated
control. As an illustration, consider the system in
Fig. 1. The buffer in each link is of finite capacity.
The information is transmitted from the source to the
buffer serially-by-character (or -bit). This will be true
for the information sources considered in this paper.
When this buffer is filled to its capacity a request for
service by the input channel is sent to the control
organ. The request is granted if the input channel is
not busy servicing another buffer; information can
then be transmitted from the buffer to main memory.
Granting a request for service also involves desig-
nation of the locations in main memory allocated to
the incoming information. However, if the input

channel is busy transmitting the contents of another
buffer, the granting of the service is delayed until the
input channel is released. In fact, a queue of these
delayed requests can form. Therefore, the total time
required to complete the requested service comprises
the time period spent in queue plus the time required
to transfer the entire contents of the buffer to main
memory.

A request for service must be granted and completed
within a very definite time period. For example, for
a serial-by-character information source feeding a
single buffer, this period is the reciprocal of the
character rate. In the event that a request can not
be fulfilled within this time period, an additional delay
ensues because of corrective action that must be taken.
Since the buffer is of finite capacity, means must be
provided to ensure no loss of information. During
the corrective action information will not be trans-
mitted and a way must be found to relocate the place
at which this occurred in order to resume transmission.
For example, for magnetic tape units the corrective
action may take the following form: The tape is
stopped, rewound to a known position (to the inter-
record gap, say), restarted in the forward direction,
and finally (by some means that we shall not go into
here®) the location of the last character read is found.
Reading can then be resumed, provided in the mean-
time the buffer had been cleared of the previous
information. From the foregoing description, the
queueing nature of the problem is rather apparent.

The systems considered in this paper are listed
below. We shall consider two systems of the single-
input-channel class and only one of the multiple-
input channel:

a) Single-input-channel systems:
1. The Minimum System
2. The Parallel Buffers System

b) Multiple-input-channel systems:
1. p-Input Channels System

The names assigned to the various systems succinctly
describe the salient features of each; these, of course,
will be detailed in our discussion. The system para-
meters at the designer’s disposal are listed in Table 1.

Although we have stipulated in each case a particular
mode of system operation (fully described later when we
deal with each system) the set of fundamental and
derived parametersin Table 1 proved to be quite general
in its definition, and from experience in using the
algorithm, adaptable to reasonable changes in other
situations.

The algorithm developed here can yield a variety of
results and information pertaining to a system, e.g.,
various probabilities of occurrence of certain events.
However, when viewing the system as a whole, we are
mostly interested in the two major attributes of a
system that measures its effectiveness, namely, the
performance of the system and the availability of main
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Table I Fundamental and derived parameters

Symbol Definition and relation to other quantities

Fundamental parameters

The capacity of a buffer in main memory

words.

The number of tape units operating con-

currently.

The rate of character reading off tape

(characters/second).

Main memory cycle.

The time duration for either acceleration

or deceleration of a tape unit for starting

or stopping, respectively.

T, The time required to unload one word
from a buffer to main memory.

T, Time lag from the instant an input channel
starts servicing a requesting buffer to
the instant information can actually be
transmitted to main memory.

r The number of characters in a main
memory word.

Cr The number of characters in a record.

B The number of buffers in parallel fed

by a single tape unit. This applies to the

Parallel Buffers System only.

L)

N Y X

-
3

P The number of input channels. Applic-

able only to the multiple-input-channel
systems.

Derived parameters

T, The time required to read one character
tape.
T,.=1/F

Y The number of memory cycles required

to transfer the contents of a buffer to
main memory.
Y = smallest integer = X

T, The time required to read one word off
tape. T, = rT,

T The time required to fill a buffer.
T=T,X

T, The time period during which the input
channel is busy rendering service to a
buffer unit.
T,=T,+ YT,

T, The time lost for active processing and

spent on retrieval of information.
T, = 4Tss + T.CrQ
Q=1lor2

T, The time interval at the end of which
unloading of a buffer into main memory
(or another buffer) must be completed.
T,=T,+(B- DT
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memory. The performance of a given system is the
amount of information received by the system per unit
time, measured in suitable units.

The availability of main memory is defined as the
fraction of total time main memory is available to the
processing and computing elements of the systems to
perform simultaneously tasks other than input-output;
it is a measure of the degree of overlapping that can
be obtained in a computing system.

Underlining the assumed mode of operation of the
systems considered are some assumptions which we
shall now enumerate. These hold for all systems
discussed.

1. The computer is capable of receiving and processing
of the information transmitted and will not interact
with the tape units. A tape unit can be stopped only
as a result of interaction among the requesting
buffers.®

2. The discipline in the queue is that of first-come, first-
served.

3. The central processing unit gives priority to the
requests of the buffers, on main memory, over the
requests of the processing elements.

4. The S information sources operating concurrently
have the same nominal character rate. However,
they do not operate in synchronism and read rate
variations from the nominal value, whether transient
or steady state, are assumed.’

It should be noticed that although we have charac-
terized the information sources as sequential access,
serial-by-character, we do not tackle the problem of the
effect of information access time on the system perform-
ance or other attributes. Rather, it is assumed that
the S information sources are in a state ready to trans-
mit the information, after it had been accessed to,
concurrently and continuously for a reasonable length
of time. What is important here is the serial-by-
character (or -bit) transmission. In effect we analyze
a given system under the severest conditions of full
load.

After discussing this background information we
may now tackle the specific systems.

Single-input-channel systems
® The Minimum System

The term “Minimum System” accurately describes
System I (Fig. 3). As the name implies, a single channel,
one buffer unit per tape unit, and a single address
register are the essential minimum requirements for a
system handling S tape units operating concurrently.
Each tape unit feeds a buffer which, in turn, transmits
the information into the main memory of the computer
via a single input channel, time-shared by all buffers.
Furthermore, all tape units and their associated buffers
share a single address register. This address register




contains the address in main memory to which, at any
instant, the information will be sent.

Consider an application where S tape units are
required to supply data to the Central Processing Unit
(CPU). The main memory is considered to be a part
of the CPU. § input instructions in sequence are
partially decoded in the main program and trans-
mitted for further decoding to an autonomous control
unit which we shall call the Input-Output Coordinator
(I0C). Thenceforth, the entire input operation will
be controlled by the 10C. The task of the CPU is
reduced to receiving and processing of information.
Proper interlocking controls between the CPU and
I0C should be provided. The instruction will identify
a particular tape unit and provide the base address.
The first word transmitted from a particular tape unit
will be assigned to the location in main memory
specified by the base address. As the input operation

Figure 3 System |l—The Minimum System.
Single-arrow gate: controlled only by I0C.
Double-arrow gate: controlled by 10C or CPU.

proceeds, this address will be continuously modified.
It is assumed that a certain number of registers in main
memory or in a separate memory unit are specifically
assigned and accessible to the I0C. As soon as an
input instruction is fully decoded in the 10C, the partic-
ular tape unit is selected and placed in operation,
The S tape units will start operating almost simul-
taneously, since the time to decode the input instruc-
tions is negligible in comparison to the time it takes to
place a tape unit in operation. Once in operation, the
tape units are not in synchronism. The IOC renders the
entire input operation independent of the CPU as
much as possible, subject only to essential interlocking
controls.

Let us now consider a tape unit and its buffer.
Assume that the instruction to place the tape unit in
operation has already been given. The tape unit
transmits the information to the buffer in serial-by-
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character form. A character is defined as a unit of
information that may be identified outside the com-
puter. It usually consists of a certain number of bits
arranged according to a specified code. These bits are
read in parallel. Every tape unit has a single-character
storage buffer incorporated in it. This buffer is essential
to the operation of the tape unit and consists of the
reading amplifiers and associated flip-flops. Unless
otherwise specified, this single-character buffer will be
implied in the tape units of all systems discussed in
this paper.

A second buffer, of a finite size, assembles these
characters into larger units called words. A word is
defined as that unit of information that can be trans-
mitted in parallel from the buffer to main memory in
one memory cycle. When the buffer is filled to its
capacity, the following sequence of operations is
initiated: v
1) The buffer requests service from the input channel.

This request is transmitted from the control circuits

of the buffer unit to the Input-Output Coordinator.

2) If the input channel is free, the address register is
cleared and loaded from main memory or a special
register.

3) The entire contents of the buffer are transferred a
word at a time to the main memory. The contents
of the address register are increased by 1 for every
word transmitted.

4) The contents of the address register are re-stored
in the same location used in Step (2), until the next
request for service from the tape unit under con-
sideration.

In Step (1) the input channel may be busy servicing
another buffer. The IOC forms a queue of all requests
arriving while the input channel is unable to render
service. The requests are then handled on a first-come,
first-served basis. Steps (2) and (4) require one memory
cycle each. A memory cycle will be required for every
word transmitted in Step (3). All this activity should
be terminated before a new character arrives from the
tape unit; otherwise, the tape unit must be stopped in
order to retrieve the lost information. The tape unit
is then stopped, backspaced to the beginning of the
record and restarted in the forward direction. This is
the “corrective action” referred to previously.

The information on tape is assumed to be grouped
into records, each of a certain fixed number of charac-
ters. Each record is terminated by an end-of-record
mark and an end-of-record gap to allow space for
deceleration. A gap is also provided at the beginning
of a record.

Throughout this paper it is assumed that the com-
puter is capable of receiving and processing the
information transmitted and will never interact with
the tape unit. The tape unit can be stopped only as a
result of interaction among tape units. It is also as-
sumed that main memory gives priority to requests
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of the input channel. The information from a tape
unit is stored in sequentially located memory cells.
Scattering of information if desired can be effected
by programming.

The purpose of this detailed description of a mini-
mum system is twofold. First, by presenting a
conceivable hardware configuration, the theoretical
formulation becomes closer to actual applications.
The second purpose is to indicate the manner in
which a system having a multiplicity of tape units
operating concurrently can operate independently
of the CPU, except for some essential interlocking
controls.

The difference between the various systems discussed
in this paper is reflected in the modification applied to,
or the relationship existing between, some of the funda-
mental parameters and derived quantities (see Table 1).
For the Minimum System, 7, = T,,.; T, = 2T,,;
T,, = T,. It remains only to define T, the time lost for
active receiving and processing of information and
spent on corrective action. It is given by T, =
4T, + T.CrQ.

When a tape unit is required to stop, the tape unit
is first decelerated and stopped; then restarted,
accelerated and backspaced to the beginning of a
record, where it is again decelerated, stopped, and
restarted in the forward direction. There are, therefore,
four time periods during which the tape unit is either
accelerating or decelerating. The term 47T, in the
expression for T, accounts for these four “stops” or
“starts”. It should be noted, however, that T, can
still be defined for unequal deceleration and accelera-
tion times. An appropriate modification will have to
be applied to the term 47, The magnetic tape trav-
erses the space taken by the record proper at full
normal speed. The time taken is given by the term
T.CrQ. The quantity Q can have two values, depend-
ing upon the procedure adopted.

Procedure I: Assume that on the average the tape
unit will be required to stop when the middle of the
record passes under the reading head. The condition
is recognized, but the tape is allowed to advance to
the end of record mark and gap. Only upon reaching
the end-of-record gap will the tape begin to decelerate.
The tape will then be backspaced to the beginning of
the record, where it will be decelerated and stopped.
The tape unit is then restarted in the forward direction.
In addition to the four “stops™ and “starts” the tape
traverses a distance equivalent to two record lengths.
Therefore, for this procedure Q = 2.

Procedure II: Again, it is assumed that on the
average the tape unit will be required to stop in the
middle of a record. The tape is immediately deceler-
ated and stopped. It is backspaced to the beginning
of the record and then restarted in the forward direc-
tion. For this procedure, in addition to the four
“stops” and “‘starts” the tape traversed a distance
equivalent only to a single record. Hence, Q = 1.
This procedure will be adopted in this paper.




T, is independent of any system configuration and
will apply, as defined by Procedure II above, for all
systems.

The entire mathematical formulation and derivation
of the algorithm for the Minimum System have been
relegated to Appendix A. [In Appendix B of Ref. 6 an
example is given that highlights the computations.]
A pivotal and fundamental result is the fraction of
total time that a tape unit will be expected to stop on
the average, given that § tape units operate concur-
rently. It is defined by Eq. (A.8) of the Appendix and
denoted by P,,.(S). The tape unit utilization, per-
formance of a system, and availability of main memory
are derived using P,.(S). Tape unit utilization is
defined as the fraction of total time that a tape unit is
expected, on the average, to operate without being
stopped. It is denoted by n and is given by 5 =

PBVC(S)’

In the Appendix an upper and lower bound is
established for n [Eq. (A.9)]; the result is 1 =g
> R,/S, where R, is the integral part of (7,/T,) and
is defined as the number of tape units that can operate
concurrently with a resulting tape unit utilization of
unity.

The performance of a system was until now defined
as the amount of information transmitted and pro-
cessed per unit time. To be more specific, let time be
measured in seconds and amount of information in
records. The performance of a system, expressed as
the number of records transmitted and processed per
second, is 4 = nFS/Cxg.

It can be seen that system performance is propor-
tional to tape unit utilization. Indeed, if we define the
efficiency of a system as the ratio of the actual perfor-
mance of a system 4, to the performance of an ideal
system for which = 1, we find that the efficiency of a
system is equal to the tape unit utilization 7.

The availability of main memory is denoted by p
and is given by p = 1 — (T,,/T)Sy.

Availability of main memory is the fraction of the
total time under consideration that main memory may
perform tasks other than, and simultaneously with,
input-output. It should be noted that availability of
main memory and tape utilization are conflicting
attributes of a system. An increase in tape unit
utilization will cause a decrease in the availability of
main memory. In an actual system design, a suitable
balance should be obtained between these two entities.

The availability of main memory is derived with the
assumption that during the entire time span under
scrutiny data is transferred to main memory con-
tinuously. As we shall presently see, the availability
of main memory is a measure of the potential overlap-
ping of input-output operations with processing that
can be obtained.

We now introduce a new entity which we shall call
the demand on main memory. As the name implies,
it is defined as the amount of time that main memory
is busy fulfilling the requests for memory references

by the CPU during processing. It can also be expressed
as a fraction of total time and will be denoted by &.
The demand on main memory of any particular com-
puting system can be derived from statistical studies
of sample programs which are representative of the
applications in which the particular computer will be
used (Cf. Ref. 7, Appendix A, Section 1). The avail-
ability of main memory p, obtained by the algorithm
can be looked upon as the “supply” of main memory
time made available to the CPU by the peripheral
equipment.

We now define the degree of overlapping of a
particular system o, as the ratio of the availability of
main memory p, to the demand on main memory J.

When p = & we can state that processing and input- .

output operations are 100% overlapped. Thus we
have: ¢ = p/d.

The results of actual computations’ obtained for
the minimum system can be summarized as follows:

Generally speaking, in any given system, the tape unit
utilization and availability of main memory decrease
with an increase of the number of tape units operating
concurrently.

Anincreasein the character rate, other parameters being
kept constant, results in deterioration of tape -unit
utilization. ,

The effect of increase in main memory cycle is detri-
mental to the system performance.

For any given system, tape unit utilization decreases
with increase of buffer size.

The tape unit utilization 5 satisfies the inequahty:
1 25> Ry/S.

Some of the above conclusions could have been
deduced intuitively and expressed qualitatively, especi-
ally with the aid of some of the intermediate formulae
and relationships existing among system parameters
that were developed here. The significance, however,
lies in the quantitative results and measures that the
algorithm can provide.

A very important result that was obtained from the
investigation of a rather extensive set of sample sys-
tems was, that for the minimum system a one-word
buffer yielded maximum tape unit utilization for a given
number of tape units S. While it was true that certain
sample systems were found to have maximum tape
unit utilization for a buffer of more than one word
capacity, the slight improvement in practice would
not warrant using more than one-word buffers unless
an improvement in availability of main memory can
be achieved.

In Figs. 4 and 5 a sample of results for one particular
minimum system is provided. In Fig. 4, tape unit utiliza-
tion is plotted as a function of buffer capacity (in main
memory words), for S = 1,2,3,---10. The. avail-
ability of main memory is plotted as functlon of buffer
capacity in Fig. 5.
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Figure 4 Tape unit utilization plotted as function
of buffer capacity (in main memory
words) for a given Minimum System.
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Figure 5 Availability of main memory plotted as
function of buffer capacity for same
Minimum System as for Figure 4.
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In general, for systems of the minimum system
configuration, it was found that curves for tape unit
utilization have the form as in Fig. 4, with a maximum
around X = 1 or X = 2 and a sharp drop to a very
low value at some X for which 7. < 7, (X + 2).
The curves for availability of main memory in Fig. 5
were found to be too congested; therefore, only the
curves for S =1 and S = 10 were plotted, thus
defining a region wherein reside the curves for S = 2,
3,.-+9,

® The Parallel Buffers System

The Parallel Buffers System—System II—is shown
in Fig. 6. It is identical in configuration and mode of
operation to the Minimum System except that the
buffer unit associated with a tape unit may have two
or more buffers connected in parallel. In Fig. 6, a
buffer unit is shown to be comprised of only two
parallel buffers—Buffer I and Buffer II. The infor-
mation is automatically transmitted to Buffer II
whenever Buffer I is filled to its capacity and requests
service from the input channel. The process is cyclical
such that when Buffer II is full, Buffer I will receive
the information transmitted from the tape unit. This
can be extended to any number of buffers in parallel.

The relations enumerated for the Minimum System
are applicable to the Parallel Buffers System except
that T,, is now given by T,, = T, + (B — 1)T, where
B is the number of buffers in parallel contained in a
buffer unit associated with one tape unit. It is assumed
that all paralleled buffers are of the same capacity.
However, the case of unequal buffer capacity can also
be handled. A system such as System II may be desir-
able where very fast tape units and a comparatively
slow main memory are employed. Providing B parallel
buffers resulted in an increase of 7,. The term
(B — )T is the time required to fill the remaining
(B — 1) parallel buffers while one full buffer is in
queue for service by the input channel. The mathe-
matical formulation and derivation of the Appendix
still holds for System II. The expressions for 5, 4, p,
and o stated for the Minimum System still hold here.

The Parallel Buffers System proved to be remarkably
effective in improving the tape unit utilization over
that obtained from an exactly similar system in the
Minimum System configuration. In fact, one is
tempted to use the term “‘overeffective”, since the
improvement in tape unit utilization is accompanied
by a relatively low availability of main memory,
because of the large amount of information that can
be transferred.

A sample of results for a Parallel Buffers System is
given in Figs. 7 and 8. Unlike the Minimum System,
as the buffer capacity increases (for a given S) tape
unit utilization for the Parallel Buffers System in-
creases. In general, the curves of tape unit utilization
were found to be “monotonically” increasing with
buffer capacity until eventually n = 1 (or 100%)) is
reached and maintained therefrom. No local maximum




S TAPE UNITS

A

’

TAPE UNIT ) TAPE UNIT 2

BUFFER UNIT 2 :

BUFFER IT

! BUFFER UNIT 1 I

BUFFER I

BUFFER T

T F

BUFFER 1

T F

TAPE UNIT S

: BUFFER UNIT § :

BUFFER 1 BUFFER O

1o v

DI U
|
COMPUTER
CENTRAL CONTROL
—

| -
INPUT - QUTPUT
COORDINATOR
'(IOC)’

»

INPUY CHANNEL

ADDRESS REGISTER

MAIN MEMORY

Figure 6 System |l—The Parallel Buffers System.

of tape unit utilization (and a corresponding buffer
capacity) could be located, as was the case with the
Minimum System. The curves for the availability of
main memory are also monotonically increasing with
buffer size; however, they do so rather very gradually.
In Ref. 7, the possibilities of improving the availability
of main memory were investigated. The conclusion
was that the improvement is possible, albeit very
costly in terms of hardware.

Muiltiple-input-channel systems
® p-Input-Channels System

One multiple-input-channel system® is depicted in
Fig. 9. Here, in System IlI, there are in general p
groups of tape units and the buffer units associated
with them. Each group is assigned to an input channel
and an address register. For example, group 1 has

ADVANCE

S, tape units and S, buffer units sharing input
channel 1 and address register 1 and working inde-
pendently of and simultaneously with other groups.
In general, for p groups, p input channels and address
registers must be provided; p main memory units are
assumed. In effect, we have combined several systeins
such as System I or II into a larger system.

It was stated above that System III is an assembly of
systems like System I or II. Indeed, all parameters
and definitions applicable to System I or II are valid
for System III.

The results for System III can be deduced from the
analysis of System I (or II) by a very simple process.
Let n be the number of tape units that operate con-
currently in the system as a whole. We may write
n=Sl+Sz+S3+"'Sp.

The fraction of total time that a tape unit may be
expected to stop on the average, given that a total of n
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Tme = 2 psec

tape units operate concurrently, is given by

Pu) = | $5Puut)] [

P,..(S) can be derived from a system like System I or
System II in which S, tape units operate concurrently.

For the special case for which §; = §, = S; =+
S, = S we obtain

Psve(n) = pSPave(S)/n = Pave(s) .

- Finally, we obtain for the system as a whole:

n= 1 - Pave(n)

~ A=nFn/Cy

p=1—(T/T)nn.

The above expression for p is applicable to the
situation where the p-memory modules are considered
as a whole and only one module is accessed from the

Figure 7 System H—Tape unit utilization.

F = 150,000 char/sec B=2
r = 6 characters
Ty = 2 psec Cr = 120 characters

Tss = 10.0 msec

CPU at a time. For the case where the full p-tuple
simultaneous access capability is to be utilized, we
have p; = 1 — (T,/T)nn/p, and this is the availability
of main memory/module.

In general, the multiple-input-channel systems are
not very effective in drastically improving tape unit
utilization with a small number of input channels.
By a brute-force method they provide a very costly
solution for a system balanced with respect to tape
unit utilization and availability of main memory; the
latter only if one considers multiple access to the p
modules from the CPU.

To illustrate the above statement, let it be required
to improve the tape unit utilization of the Minimum
System as represented by Fig. 4, by using a multiple-
input-channel configuration. Furthermore, assume that
each group of tape units will have the same number
of tape units .S, such that Sp = n (the total number of
tape units in the system); also we assume a one-word
buffer. If n = 6, for example, we can choose either

Figure 8 System ll—Availability of main memory
for same system as in Figure 7.
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p=6S=1orp=3S=2o0rp=25=3with
the corresponding n = 1, n = 0.53 and 7 = 0.46,
respectively.

It can be seen that when the tape unit utilization of
a Minimum System is low a considerable amount of
hardware is required in order to improve it through a
multiple-input-channel configuration.

Conclusions

Generally speaking, in systems such as were discussed
in Part I, where a multiplicity of information sources
operate independently and concurrently and where
concurrence with the CPU is also desired, it is very

difficult to obtain a high degree of both tape unit
utilization and availability of main memory. Both of
these requirements can be realized only with increase
in amount and complexity of hardware. In actual
practice, once an application for a particular computing
system has been singled out and specifications laid
down, compromises can be made in order to reduce
the amount of hardware below the level indicated by
theory.

We would like to conclude the discussion by sum-
marizing the salient features of each of the systems
considered. This will be done in a general manner.

For System I, the Minimum System, it was found
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Figure 10 An example of the random arrival of requests by buffers within the time interval T.

that a one-word buffer will always provide maximum
tape unit utilization. As the character rate increases,
faster main memories will be required in order to
obtain a high degree of tape unit utilization and avail-
ability of main memory.

System II, the Parallel Buffers System, was charac-
terized by a high degree of tape unit utilization and a
low percentage of availability of main memory. It
can be shown that improvement in availability of
main memory can be effected.

The multiple-input-channel systems proved to be
useful in cases where high-speed tapes and a relatively
slow memory are utilized. However, the multiple-input-
channel systems do not usually achieve high tape unit
utilization and availability of main memory with a
small number of input channels.

Appendix A: The minimum system.
Mathematical formulation and derivation

A tape unit, or several tape units, will have to be
stopped if too many buffers request service from the
input channel almost simultaneously. In order to find
the probability that this will occur, the problem is
broken into two parts:

Problem I: What is the probability that L buffers
will request service from the input channel almost
simultaneously ? This will require a definition of what
is meant by “almost simultaneously”.

Problem I1: Under what conditions will the L buffers
be j too many (which means that j tape units will
have to be stopped) and what is the probability that
this will occur?

Solution to Problem I: As a first approximation, it
is assumed that all S buffers will request service in
any interval 7. Actually, some tape units may be
stopping; as a result, the number of buffers requesting
service in any interval T is less than S. Let the interval
T start at the instant any buffer is granted its request
for service. The probability that L additional buffers
will request service during the time interval T, of the
beginning of T is sought. We define that (L + 1)
buffers request service almost simultaneously if L
additional buffers request service while the first one
is being serviced. Figure 10 is an illustration of one
possible way in which the buffers request service
within the interval 7. An upward arrow indicates the

IBM JOURNAL ~ JULY 1962

instant a buffer requests service and the number above
the arrow indicates a particular buffer. In this example
L = 3. 1t is assumed that the tape units are not syn-
chronized and are independent of each other. The
probability that a specific buffer (say buffer #1) will
request service within the interval T, is: T,/T. The
probability that it will not is: (1 — 7,,/T). The proba-
bility PL(S) that L additional buffers (out of the
remaining (S — 1) buffers) will request service within
the interval 7, is:

P = (37 amra - e

Equation (A.1) is derived from the probability that
(S — 1) Bernoulli trials with probability u for success
and v = 1 — u of failure, result in L successes and
(S — L — 1) failures (0 £ L £ S — 1). Here, success
will imply that a request for service arrives within T},
and failure, its negation.}

Solution to Problem II: In an interval T,, R =
T,./T, buffers can be serviced. If a buffer will have to
wait (R — 1T, or less from the instant it requested
service to the instant it received it, the tape unit
associated with that buffer will not be stopped. If the
time it must wait is more than (R — 1)7,, the tape
unit will be stopped. In general, R is not an integer
and is made of the integral part R, and the fractional
part R, ie, R = R; + R,. In other words, if /ess
than R, additional buffers request service, none will
be stopped. The emphasis on “less than R,” is re-
quired because the first buffer used as a reference to
start the interval T must be included. If more than R,
additional buffers request service, at least one tape
unit will be stopped. The R,™ additional buffer
requesting service will cause its tape unit to stop if the
request arrived within (1 — R;)T, of the beginning
of the T interval under consideration; the tape unit
will not be stopped if the request arrived later. Figure
11 illustrates the two cases for R = 31/4, § =4.
In the first case (Fig. 11a) the third additional buffer
requests service within R, as measured from the end
of T, and therefore its tape unit will not be stopped;

. (SZ l) is the binomial coefficient.

%t See for example William Feller, An Introdiction to Probability Theory and its
Application,pp. 105-106.




while in the second case {Fig. 11b) the request arrives
within (I — R)T, causing the tape unit to stop.

We define the probability P(j, S) that j tape units
will stop when S tape units are operating concurrently
as:
P(j, S) = (Probability that (R; + j) additional

buffers request service while the input
channel is busy.)

x (Probability that the R,™ tape unit will
not be stopped.)

+ (Probability that (R; + j — 1) additional
buffers request service while the input
channel is busy.)

x (Probability that the R, tape unit will be
stopped.)

In order to evaluate P(J, S), we must know the prob-
ability that the R,™ tape stops given that (R; + N)
additional buffers requested service. This probability
will be denoted by P(R; + N)for0 S N £ S — R,.
The R,"™ tape unit will be stopped if and only if
R; or more of the additional buffers request service
within (1 — R;)T,. Again, the assumption that the
(R, + N) tape units are not synchronized and work
independently implies that the (R; + N) additional
requests arrive any time within 7, with the same
probability. Therefore, the probability that (R; + 1)
requests out of the (R; + N) arrive within (1 — R,)T,
is:

(R,+N

_ Rr+ip N—i
R,+i)(1 Rp™ Ry

0<isN (A2

and therefore,

N/R,+ N
PR+ N) = Z(RI,+i

i=0

)(1 —RYFHRNTT (A3)

Or, if welet k = N — i we get

N
PR +N)=Y (R' N

k=0
We can now evaluate P(j, S):
P(j, §) = PRIS)L = PRy +j)] + PHHI7H(S)
x PRy +j~1) 1Sj<S—R,.
(A.5)

As an example, let P(3, S) = 1073; this means that
on the average every 1,000 requests for service from
the address register three tape units will be stopped
more or less at the same time. However, we are not
merely interested in the probability of stoppage with
respect to the number of buffers requesting service.
A measure of system utilization is the percentage of
total time j tape units will be stopped. As a first
approximation, we select an idealized model in which
no additional tape units can be stopped when less
than S tape units operate concurrently. In a sufficiently
large time span, let g be the number of requests
generated when exactly S tape units were operating
concurrently. The time taken for these requests is
qT/S. From the definition of P(j, S), the number of

)(1 — RYMHITER KL (A4)

Figure 11 Graphical representation of the relationship existing among Ty, T.., Ry, and R,
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requests that caused exactly j tape units to stop is
qP(j, S); and the time period during which only
(S — /) tape units were operative is therefore
qT.P(j,S). Let T(i=0,1,2,---,8 — Ry be the
time period during which only (S — i) tape units
operate concurrently and none of these were stopped.
We get

T, = gP(1, )T,

Ts-p = qP(S = Ry, ST, .

The total time we consider is

S—R;
t=qT/S+4qT, Y P(i,5S)
i=1

S-Rq
= q[T/S+ T, Y P(i, S)] .
i=1
The fraction of total time that j tape units are not
utilized is denoted by P(j, S) and is given by
P(j, 8) = qT,P(j, S)/t

— SP(j, S)I;/[T +ST, S;ZT'P(I', S)] . (A6)

P'(j, S) will sometimes be referred to as the probability
with respect to time that j tape units will be stopped
given that § are operating concurrently. By using
Eq. (A.6) we can obtain P'(0, S), the probability that
no tape unit will be stopped. Thus,

S—Ry
P(0,S)=1-— .};1 P'(i, S)

- T/[T + 5T, SE‘:P(I', S)] .

To obtain the correct results for P'(j, S) we have to
consider what happens when some tape units have
stopped while (S — 1), (§—-2), -+, or (S— Rp)
were operating. Let Q(j, S) be the correct values
corresponding to P'(j, S). We proceed as follows:

Q(0, 5) = P10, S)

Q(1, S) = P'(1, 5)Q(0, S — 1)

0(2, S) = P'(2, 5)Q(0, S — 2) + P(1, S)Q(1, S — 1)

0B, S) = P'(3,5)Q(0, S - 3) + P'(2, S)Q(1, S — 2)
+P(1,5)0@2,5—1).

Or, in general,

0(j, 5) = 2?‘@ S0 —i,S—i) 1Sj<S—R;.
(A7)
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In order to compare the performance of systems,
we require the expectation that a tape unit will stop.
We define P,,.(S) to be

PoiS)=1s 'S j0U,S). (A8)
j=1

The quantity P,,.(S) is the fraction of the total time
during which a tape unit is not utilized for transmission
of information. Hence, [1 — P,.(S)] will be defined
as the tape unit utilization and denoted by #.

A very crude lower bound can be established for #.
This is obtained from the following physical reasoning.
It has been shown that when S tape units operate
concurrently at least R, of them will never stop. As
a “‘worst case” example, assume that the remaining
(S — R;) stop all the time. Therefore, P, (S)=
(S — R)/S =1— RyS.

Actually, on the average, more tape units will con-
tinue to operate. Therefore

n>1—(—RyS)=RyS. (A9)

Equation (A.9) holds only for § > R;. When R; = §,
n=1

The performance of a system has already been
defined as the amount of information processed per
unit time. Let

D = Time unit chosen in seconds.

C = DF = Number of characters transmitted by a
tape unit during one time unit.

A = Number of records processed per unit time.
The performance is expressed by
A =SC[1 = Py, ($)]/Cr =1CS/Cg . (A.10)

It can be seen that the performance is proportional
to the tape unit utilization #. Tt will be recalled that
only one avenue of access to main memory is available.
The problem to be tackled next is that of availability
of main memory, expressed as fraction of total time,
to perform other tasks besides input.

In y units of time y/T, words can be transmitted
by one tape unit; y is measured in the same units as
those for T,,. But since a tape unit is not operating all
the time, only (y/T,)[1 — P,..(S)] words will be
transmitted by one tape unit and (y/T.,)S[1 — P,..()]
words by S tape units. Every X words fill a buffer and
cause a request for service. The number of requests
for service in y units of time is: (y/XT,)Sy. Main
memory is busy for the entire duration of servicing
a buffer, i.e., T,. The total time main memory is busy
in y units of time is: y7,/(XT,,)Sy. Let ® be the prob-
ability that the main memory is busy. We obtain

© = (1/y)(yT,/XT,)Sn = (T,/XT,)Sn . (A11)
But X7, = T, so that
© = (T,/T)Sn . (A.12)




The availability of main memory p is given by
p=(1-0)=1—(T/T)Sy. (A.13)

Symbols and their definitions used in this Appendix
are given in Table 2.

PART 1I: RANDOM ACCESS
INFORMATION SOURCES

Introduction

The problem of system balance of input-output links
in which a multiplicity of serial-by-character (or -bit)
information sources were employed was tackled in
Part I.

Here, we address ourselves to the task of developing
an algorithm for the analysis of input-output links
having a multiplicity of information sources of the
quasi-random and random-access class. Magnetic
disk files and drums are examples of such information
sources. We shall specifically deal with magnetic disk
files; the analysis will, however, apply equally well to
magnetic drums.

The problem confronting us may be succinctly
defined as follows: Given a number N of random-
access information sources (the reading arms of a disk
file) operating concurrently in a certain stipulated
manner, what is the least number of buffers M (£ N)
or arms to yield the maximum utilization of either
buffers or arms?

The other parameters of importance are the average
access time and the average time to read an item of
information.

It should be emphasized that because of assumptions
concerning the probability distributions of certain
entities, the algorithm can provide the information
sought, subject to these assumptions.

In the following section we shall briefly discuss
the operation of a magnetic disk file and, in more
detail, the particular stipulated system. The results of
actual computations will be presented in the Results
and Discussion section. The mathematical formulation
and derivation is given in Appendix B.

Description of system

Fig. 12 is an outline of the system to be analyzed. As
shown, we have divided the system into two parts.
One part consists of the disk file proper and the other
of the input channel which includes the buffers.

The disk file consists of a number of magnetically
coated disks rotating on a common shaft. A number
of arms carrying the READ/WRITE heads are provided.
The arms are mechanically positioned to read (or
write) information on a specified location on any disk.
The disk is coated on both faces and thus any arm
carries actually two READ/WRITE heads (this is not
shown in Fig. 12) to enable access to information on
either of two faces of a disk.

To simplify our discussion, we shall henceforth
refer to READ operations only; the WRITE operations
will be executed in almost the same manner, assuming
a reversed flow of information.

The information is stored in concentric tracks on the
surface of the disk in either serial-by-bit or serial-by-
character (parallel-by-bit) fashion. To retrieve an item
of information an instruction to SEEK AND READ is
given. The address of this item is sent to one of the

Table 2 Symbols and nomenclature used in the
mathematical formulation

Symbol Definition and relation to other quantities

PL(S) The probability that L additional buffers
request service within 7, given that §
tape units operate concurrently.

R R =T,T,

R, The number of buffers which can request
service almost simultaneously within T},
causing none of the associated tape units
to stop. It is the integral part of R.

R, The fractional part of R.

P(j, S) The probability that j tape units will have

to be stopped, given that S tape units
operate concurrently.
P(R; + N) The probability that the R,"™ additional
tape unit will be stopped, given that
(R; + N) additional tape units requested
service within 7.
The probability with respect to time that
J tape units will be stopped, given that S
tape units operate concurrently.
P(j, S)

S—R;
= ST,P(j, S) / [T + ST, ; P(, S)] .
03, S) The corrected values of P(j, S).

P(j, S)

P,..(S) The expectation that a tape unit will stop,
given that S tape units operate con-
currently.

S—Ry
Po()=| L 00,9 [

n Tape unit utilization.
n= 1 — Pave(S)

A System performance expressed as the

number of records transmitted and pro-
cessed per second.
A = nSF|Cy

P Availability of memory, expressed as the
ratio of the time main memory may
perform tasks other than input-output
to the total time under consideration.
p=1-(T,/T)Sy
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access registers and the arm is positioned to the disk
and track specified. Once positioned at the target
track, the arm waits until the beginning of the track
is reached (as distinguished by a special mark) and
then reads identification information which contains
the disk number and the track number. These are
compared with the information stored in the access
register. If a match exists, information can be read as
specified by the rest of the address and/or instruction.
The absence of a match constitutes an error.

In general, the address of any particular item may
represent up to six coordinates, depending on what
atom of information is of significance for processing
purposes. Thus, the address may specify the following:

Disk number

Track number

Sector number
Record number
Word or field number
Character or bit.

From the reading arm the information is transmitted
via the input channel to main memory.

Figure 12 The disk file and its input channel to CPU,

fem e DISK FILE ———————————

N\

2
I

In most disk files to date, the reading arms can seek
simultaneously; however, the actual information
transmission is carried for one arm at a time. In other
words, only one buffer is available. In this paper we
would like to investigate systems wherein more than
one buffer is provided, so that more than one arm can
read simultaneously.

In Fig. 12 the system shown has three reading arms
which share two buffers. These buffers, in turn, share
the single transmission link to main memory. As
shown, the input-output control (IOC) supervises
the entire operation. In order to retrieve an item of
information the following sequence of events is
initiated.

1) An instruction (or several instructions in se-
quence) to SEEK AND READ is partially decoded in the
central processing unit (CPU), and is then transmitted
for further decoding and action to the 10C.

2) The address part of the instruction is set up in
any access register which is found free. The address is
interpreted by the access mechanism and the arm starts
its travel to the target track.

3) After reaching the target track the reading arm
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Figure 13 P|F plotted as function of number of
buffers M for R=0.5,5 =0.05and W =
1.0 (solid curves), and R =10.5, § == 0.2
and W = 1.0 (dashed curves).

waits until the beginning of the track is reached. The
identification information (disk number and track
number) is read and compared with the corresponding
part of the address in the access register. This serves
as a check for the functioning of the access servo-
mechanism. An error signal will be transmitted when a
mismatch exists. The arm then proceeds to ‘“‘zero in”
on the item of information as specified by the remainder
of the information in the access register.

4) If a buffer is available, the information is read
and transmitted to the buffer. The buffer is held by an
arm for the entire duration of reading 7,. The trans-
mission of information is delayed if a buffer is not
available and Step (3) is repeated.

The information is transmitted serially by character
(or bit). The buffer assembles the characters into
larger units (words). When the buffer is filled to its
capacity, the information is transmitted a word at a
time to main memory under the control of the IOC.
Although we describe here only a single input channel,
the system can have any configuration described in
Part I. In fact, we assume the mode of operation of
the IOC and the buffers to be the same as described
in Part1.

For the purpose of our investigation it is assumed
that:

1) The only “bottleneck” is caused by the buffers.
The transmission to main memory does not cause any
delay. In other words, the rate at which the contents

of the buffers are transmitted is sufficiently high.
In Appendix B we shall discuss and derive a relation-
ship expressing this rate as a function of the character
rate, number of buffers, and memory cycle.

2) When an arm terminates the reading of informa-
tion, it immediately receives another instruction to
SEEK AND RETRIEVE another item of information; i.e.,
we assume that at any instant there is a backlog of
demands on the disk file and thus we can test a sys-
tem at full foad.

Results and discussion

This section is devoted to the presentation of results
of calculations using the algorithm developed in
Appendix B. The computations were executed on an
IBM 7090.

For the purpose of calculations the parameters R,
W, and § can be normalized with respect to any of
them. We have chosen to normalize with respect to W.
The results are summarized graphically in Figs. 13,
14, and 15. Two sets of the parameters R, W, and S
were used. In the first R = 0.5, S = 0.05, and of
course W = 1.0. This corresponds to 7,:7;:7,, =
2:20:1, ie., the average time to read is a full revo-
Iution. The other set of parameters corresponds to a
file with much shorter seek time, with R = 0.5,
S$=02 and W=10.({T,:T,:T,=2:5:1).

In Fig. 13 we have plotted P/F (= Mp), which is
proportional to system performance, as a function
of the number of buffers. Each numbered curve
corresponds to a particular value of the number of
arms N. The results of both sets of parameters (R, W,
and S) are contained in Fig. 13.

The following observations and conclusions can
be made in regard to system performance:

1) For a given number of buffers M and R, W, and

Figure 14 Utilization of an arm plotted as func-
tion of number of buffers M for R
= 0.5, S = 0.05 and W = 1.0.
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Figure 15 Utilization of arm plotted as function
of number of buffers M for R = 0.5,
S$=02and W =1.0.

S, the performance increases with increase in the
number of arms N. The rate of increase with respect
to N of system performance is greater for the system
with shorter seek time.

2) Overall, the performance is markedly improved by
the system with a shorter seek time. In our particular
example a fourfold decrease in T produced approxi-
mately a threefold increase in performance.

3) For a given N, the rate of change of system
performance with respect to M is greatest when M
is increased from one to two buffers. The performance
generally increases with increase in M; however,
quite rapidly a saturation point is reached.

4) For a given number of arms N, the performance
can never exceed (NT)/(T, + T,, + T,).

In Figs. 14 and 15 the utilization of an arm o has
been plotted as a function of the number of buffers M
for the two sets of the parameters R, W, and S. Again,
each numbered curve corresponds to a particular
value of N. The most important result that can be
gathered from the results for the utilization of an arm,
together with the system performance curves, is that
probably the minimum optimum system should have
two buffers for fast systems, i.e., files with a short
access time. For files having a long access time it can
be seen that increase in the number of buffers beyond
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one is not worthwhile. Any balanced system will
probably be a compromise among system performance,
utilization of an arm, and availability of main memory.

It will be useful to go through an example to illustrate
certain points. Suppose that it is desired to link a
CPU with a disk file having R = 0.5, S = 0.2,
W =10, N=4, and M = 1. The objective is to
achieve a main memory availability, p = 969, for
example.

From Fig. 13 we find My = 0.72, and from Eq.
B.11), p =1 — 0.72 (T,/T).

The question to be answered now is: given a charac-
ter rate of 12 Kc/s (kilocharacters/second) and a one-
word buffer (six characters, say), what should the main
memory cycle be?

T, = 3T,,. (for a one-word buffer) ,
where T,,. is the memory cycle,

T = 6T, = 500 psec .

We obtain

T = 9.25 &~ 10 usec .

Obviously, we could have started the design thread
from the CPU end and found the disk file character-
istics required to match a given memory speed.

The inequality in Eq. (B.10) is satisfied, since
[T./T,] = [83.33/301 =2 > M (= 1).

It should be noted that since we have chosen only
a single buffer the arm utilization is rather low. In
fact, 289, of the time an arm is blocked and not
utilized due to the fact that a buffer is not available.

If we choose to employ two buffers instead of the
one, and leave all other parameters the same, we shall
find that the availability of main memory is reduced
only to 949, with an improvement in system per-
formance (Mn = 0.96) and arm utilization (¢ = 0.96).

Conclusions

The algorithm presented in Part IT of this paper should
provide the information necessary to system designers
in order to optimally link the central processing unit
of a computer to information sources of the random-
access class, subject to the assumptions and mode of
operation of such systems which were stated in the
text.

An important result of the investigation which
we would like to restate is that in actual practice it
will not pay to increase the number of buffers beyond a
reasonably small number. Part I and Part II have
covered the most important types of information
sources.

Appendix B: Quasi-random and random-access
information sources.

® Mathematical formulation and derivation

We start our discussion by listing and defining the




parameters of the problem. Let

N = the number of arms that can seek simul-
taneously

the number of buffers

t,, = the average time to find a track

T, = the average time of reading operation

T, = time for half a revolution.

M

t,. and 7, are application dependent and will be derived
from appropriate statistical data.

It is assumed that the probability distribution of the
time duration of any operation (be it seeking, reading,
or waiting for the beginning of a track) is exponential.
This is the only assumption we make concerning the
distribution of time durations.

The probability that the SEEK operation will last a
time duration ¢ (or longer) is given by

Pr(tg 2 1) =e™™, (B.1)

where S = 1/T,. Similarly, for the READ and WAIT
(for the beginning of the track) operations respectively,
we obtain

Pr(t,> )= e X (B.2)
and
Pr(t,2t)=e"", (B.3)

where R = 1/T, and W = 1/T,.
In general, the probability distribution of time dura-
tion of any operation O is given by

Prito =) =e*=P@). (B.4)

The distribution is the exponential distribution with
mean 1/A. The left-hand side of Eq. (B.4) should read:
“The probability that an operation O lasts a length
of time ¢ or longer.”

Let A4 be defined as the event for which the operation
O lasted an additional interval Ar given that the
operation has lasted for time ¢ prior to the interval Ar.
The last condition may be considered as the event
B. We may express the conditional probability as
Pr(A/B) = Pr(AB)/Pr(B), where A/B is equivalent to
the statement: “event 4 given event B.”

Pr(AB) = Pr(to =t+ At) — e—l(H—At) .

AB is the event that the operation will last for a time
(t + At) or longer.

Pr(B)=e¢*,
Hence,
Pr(A/B) = e~#49

The probability that an operation O will terminate
during the interval ¢ is

1 — =38 & A(Af)

for a sufficiently small At.

At any instant we may observe i arms seeking, jarms
reading (such that j £ M), and k (where k = N — i — j)
are waiting for the beginning of the track. It can be
seen that any two indices of i, j, and k can be used to
characterize the state in which the system is found at
any instant.

Let P, (t) be defined as the probability that there
will be i arms searching and j arms reading (and
hence N — i — j arms waiting for the beginning of
the track) at time ¢.

We shall evaluate the probability of finding the
system in the state (i, ) at time (¢ + Af). This may
be expressed as the sum of four independent com-
pound probabilities as follows:

I. P,—the product of the probabilities that
a) The system is in state (i, j) at time ¢ [= P; (?)]
b) There are no completions of seek during At

[= 1 ~ iS(AD)]
¢) No arm completes reading during Az [= 1 — jR
(An]

d) No arm completes waiting for the beginning of
atrack during the interval Az [= 1 — g(N — i —
WAL

Py = P, (O[1 — iS(AD][L — jR(AD)]
x [1~¢g(N—i-jWn]

= P, (O[1 — iS(A1) — jR(AY) — gkW(At)]
+ O(Ay),

where Kk = N — i — j and O(Af) is a sum of terms
involving higher powers of (Af), and,

1 for j<M
q=
0 for j=M.

The reason for the factor ¢ will be explained later.

II. P,—the product of the probabilities that

a) The system is in the state (i + 1,/) at time ¢
[= Pisq 0]

b) One arm completes seeking during At [=
(i + DS(AD]

¢) None of the arms complete reading during
At [=1 — jR(AY]

d) None of the arms terminate waiting for the
beginning of a track during At [=1—(k — 1)
W(An)).

Py = Py jOOLG + DSAD][ — jR(AD)]
x [1 - (k — 1)W(An)]
= Py (O + 1)S(AL) + O(A?) .
HI. P,—the product of the probabilities that

a) The system is in the state (i,j — 1) at time

= P; ;- 1(1)]
b) None of the arms completed seeking during
At [= 1 — iS(AD)]
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¢) None of the arms completed reading during
At [=1 — jR(AD]

d) One arm terminated waiting for the beginning
of a track during At [= (k + 1)W(AD].

Py =P, ;_(0)(k + DW(AL) + O(AD) .

IV. P,~—the product of the probabilities that

a) The system is in state (i — 1,j + 1) at time
t[=Pi_y ;+.:()]

b) None of the arms completed seeking during
Ar[=1— (i — 1)S(AD)]

¢) One arm completed reading during Ar [=
(J + DR(AD]

d) None of the arms terminated waiting during
At [=1 - kW(AD).

Py=Pi_y;4,(0(j + DR(AY) + O(A1) .
Hence,
P,(t+A)=P, +P,+P,+P,
= P, (O[1 — iS(A?) — jR(AL) — gkW(A1)]
+ Py (0 + DS(AY)
+ Py (K + DW(AD
+ Pi_y,;01(0( + DR(AY + O(AD)
or,
[P, (t + At) —P; ()]/At = —[iS + jR + qgkW]P, (1)
+ (i + 1)SP;,, (1)
+ (k+ WP, ;_,(t)
+(J+ DRP;_y ;4,00
+ O(AY) .
Passing to the limit as (Af) — 0 we obtain:
d[P; (0)]/dt = —(iS + jR + gkW)P; (1)
+ (i + DSPiy (O + (k+ DWP, ;1 (1)
+ (j+ DRP;_y ;+1(®) .

In the steady state d[P; (#)]/dt =0 and we can
dispense with the ¢ dependence in our notation. We
obtain the following set of simultaneous linear equa-
tions:

—(iS + R+ gkW)P, ; + (i + )SP;,y;
+(k+ )WP, ;_,

+(j+ DRP;_ ;41 =0,
(B.5)

where k=N—-1—-,0g5j< M and M £ N. We
also have the conditions that:

Z (Pi,j)=1

5LJ
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and,
1 for j<M
0 for j=M,

In general, we shall have (M + D[2(N + 1) — M]/2
probabilities and hence equations to consider. For
example, for N = 3, M = 2 the state probabilities
are:

POﬂ POJ POJ
Plﬁ PIJ PIJ
Pro  Pay

P30

In the foregoing steps to derive Eqs. (B.5) we have
assumed that transitions occur via one and only one
event. No two events can occupy the same interval
(Af). When constructing Egs. (B.5) each term should
actually be multiplied by a factor w such that for any
Pr.

q:

for m or n=20
for m or n<9

for m+n>N

—_ O O e

for m+n<N.
Equations (B.5) have the general form of
—oP;;+ BPiyy;+ VP 1 + 0P ;41 =0

where a, 8, 7, and & are the rates of transition out of or
into the corresponding states. A negative sign denotes
a transition out of a given state. Thus, Eqs. (B.5)
state the fact that in the steady state the number of
transitions per unit time out of state (i, /) equals the
sum of the number of transitions per unit time into
state (i, /) from the allowable neighboring states.

In Egs. (B.5) the factor ¢ was introduced to take
care of the case j = M. In this case it is known that
no arm can terminate its waiting for the beginning of
the track within (A7) since all buffers are busy reading.
For the contrary to occur two events must occur
simultaneously: first, a buffer has to terminate its
reading and become free, and second, the arm has
to be exactly at the beginning of the track to begin
transmitting to the buffer. This is contrary to our
assumptions that no two events can occur simultane-
ously in the same interval (Ar).

We shall derive now some of the entities required
to evaluate the performance of the system. First, let
us define the utilization of a buffer as the fraction of
total time that we may expect a buffer, on the average,
to be busy receiving information. This will be denoted
by 1. Thus,

n= [% f jP,-,j] / M. (B.6)

i=0 j=1




Similarly, we define the utilization of an arm as
the fraction of total time that it will be expected on
the average to be utilized. An arm is gainfully utilized
when it is either searching or reading; it is not so
utilized when it waits for the beginning of the track.

It should be recalled that in the development
leading to Egs. (B.5) there were two kinds of “waiting
for the beginning of a track.” An arm has to wait
for the beginning of the track either because no buffer
is available, or as part of the access cycle. These will
be referred to as a waiting of the first or second kind,
respectively. When calculating the utilization of an
arm we should not penalize the system because of the
waiting of the second kind. To this end we proceed
as below.

Let 1 be the fraction of total time that an arm is
not utilized due to waiting of the first and second kind.

o=[% $am] .

i=0 j=0

(B.7)

When M = N we can derive a particular solution
for u by inspection:

by=n=T[Ty+ T, + T).

Uy —n takes in account only waiting of the second
kind, since when M = N no other waiting can occur.

In a span of time # (¢t » T,), tMnC (Cis a propor-
tionality constant) readings (of duration 7,) have
taken place, resulting in #(u — €)N units of time spent
in waiting of the second kind. Thus, ¢ is the fraction
of total time that an arm is not utilized due to waiting
of the first kind.

Applying direct proportion we obtain

&= (Mnuy_p)(Npy=p) .
But again by inspection,

Mu=n=T/[(Ty+ T,+ T).

Hence,

e=pu— (MINXT/T)n .

Let the utilization of an arm be denoted by ©. We get
O=1-e=1—p+(M/NXT/T)n. (B.3)

The performance of the system can be defined as
the average total effective rate of information trans-
mission. We shall denote the performance by P
measured in characters/second.

8.9

where F is the rate at which characters are transmitted
from arm to buffer. It can be seen that for a given F
the performance is directly proportional to M#.

One of the assumptions we made in deriving the
algorithm was that the single input channel shared by
the buffers does not cause any delays. In order for this
to be realized the following inequality should be
satisfied.

M < [T,/T], (B.10)

where the square brackets indicate ‘“‘integral part of”
and T,, and T, are as defined in Part 1.

The above inequality is rather conservative in
estimating the value for M since it takes into account
the worst case when all buffers receive simultaneously
information for a period 7,. The equality in Eq.
(B.10) should provide a value for M with a reasonable
margin of safety.

Another criterion of performance is the availability
of main memory. This is defined as the fraction of total
time that main memory is available to perform tasks
other than input-output. The availability of main
memory will be denoted by p and is given by

p=1-Mn(T/T),
where T is the time to fill one buffer (cf. Part I).

P = MpnF characters/second ,

(B.11)
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