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Abstract: A table machine 

of natural languages. It makes use of automatic retrieval of lexical information by means  of novel address- 

ing features which allow look-up of phrases  regardless  of length. Linguistic determinations made on  the 

basis  of  the lexical information retrieved govern subsequent operations. In addition a sentence buffer 

holds a sentence long enough  to make the backward and  forward passes which will be required to make 

grammatical and contextual  analyses. 

Introduction The problem of automatic translation 

For the past decade  data processing  machinery has been 
devoted to aiding  mathematicians,  physical scientists and 
accountants. The problems to be solved have  been  rigor- 
ously defined by precise symbols and numbers. The most 
important operations  have been characteristically arith- 
metic. The  preponderance of human thought,  however, 
must still be  conveyed  in the relatively inexact  words and 
sentences of natural languages. The principal  objective 
of the language  processing machine described here  is  the 
extraction of proper meaning; the most important  opera- 
tions are table  look-up in  nature. 

The essential  problem  in automatic translation is  the 
establishment of equivalence between the signs (i.e., 
words, phrases,  sentences) of two different languages. 
These signs, of course, often  have  more  than  one  mean- 
ing. Resolution of a  word  with  multiple  meaning can be 
accomplished,  at  least in  part, by a  sequence of basic 
operations and  therefore comes  within the scope of 
electronic  computers. This  paper will describe  a U. S .  
Air  Force experimental  language-processing  machine* 
organized to  take maximum advantage of table  look-up 
operations, and based technologically upon the photo- 
graphic memory  invented at  the  International Telemeter 
Corporation.132 

The  three  major steps in  automatic translation consist of 
Zexical recognition (the dictionary problem), syntax (the 
grammar  problem)  and semantics (the meaning prob- 
lem). These cannot be treated independently but  can be 
analyzed  sequentially  and repetitively in  a number of 
operational loops. Thus lexical recognition first provides 
a number of alternate  meaning classifications and  parts 
of speech (syntactic  categories). Syntactic analysis of 
inflectional endings and word order  then reduces the 
number of possibilities. In  French,  for example,  most 
good dictionaries give four possible meanings of son as 
a pronoun (his, her, its,  one’s) and two possibilities as 
a noun  (sound,  bran).  That son is a noun  rather  than a 
pronoun  can easily be determined if an article such as 
le or un precedes the word. Semantic analysis then  must 
attempt  to  determine which is the most likely of the 
meanings that  are possible as  a  noun.  Statistically, the 
other words  in the sentence  must  be  analyzed to  deter- 
mine  whether  they  fall  in  a class of meanings  having to 
do with  “bran,” such as  “cereal,” “flour,” or “meal,” 
more or less often  than meanings  having to  do with 
“sound,” such as  “hearing,” “noise,” or “communica- 
tion.” More detailed  examples of these three steps will 
be given in  the sections which follow. 

*The original pioneering of this machine had been done by the Inter- recognition 
national Telemeter Corporation, where the first experimental model 

Force development contract, the research staff of the International 
(Mark I) was designed and constructed. Under a subsequent Air The mechanized  translation scheme is practical Only if 

II), which is in use today with a lexical buffer  memory  and a high- capacity  greatly in excess Of  customary  mathematical 
speed magnetic tape output. Both models were developed under the 
direction of Dr. Gilbert W. King and the work sponsored by the computers. such a memory has not been 

192 Intelligence Laboratory of the Rome Air Development Center. available, and early  research in mechanical  translation 

Business Machines Corporation constructed the second model (Mark the system a rapid-access with 
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was limited to  the  preparation of methods which utilize 
a more restricted memory.3 

In  recent  years technical  advances have  made large, 
fast, random access memories  a  reality.  Magnetic disc 
memories with modular units of 5,000,000-bit  capacity 
are already  in common usage. The photographic disc 
memory used in the system described in  this  article has 
a  30,000,000-bit  capacity with an average random access 
of 35 msec. Memories  with these characteristics make 
possible for  the first time  a really useful automatic lexi- 
con of over 100,000 entries. 

A number of research  groups  in the United  States 
have been  engaged in developing techniques for 
compiling automatic dictionaries. These include the 
University of California  at Los A n g e l e ~ , ~  Harvard Uni- 
versity,5 and  IBM Research. All of these  dictionaries 
separate the stems of regular nouns,  adjectives, and verbs 
from  the endings and  thus save on  both memory  space 
and  the  labor of listing full declensions and conjugations. 
In  French haute would not be  in the dictionary. It would 
be found by first locating haut, then  the feminine  ending 
-e. The  IBM lexicon includes  idioms and phrases in a sys- 
tem  which  automatically  matches on  the longest possible 
entry. Thus, haute pression is recognized before haut, so 
that  the translation will be the unambiguous “high pres- 
sure”  rather  than a list of multiple  alternatives for haute 
(high, deep, upper, bright, loud,  et  cetera). As will be 
shown later in  this paper,  the logic for these lexical 
searches is designed into  the addressing system of the 
memory itself. No programming is required. 

e Syntactic analysis 

The basic problem in syntactic analysis is to provide  pro- 
cedures by which structural  patterns in  a  language can 
be recognized. The objectives of this analysis are ( 1)  to 
place the translated  words  in  a proper  order  and a  cor- 
rect  grammatical  form,  and (2) to assist in  the resolution 
of multiple  meaning by determination of the  correct 
word  category.  Georgetown University,G UCLA,?  and 
MITs  conducted early  research  along these lines, while 
several other research groups, in particular the RAND 
Corporation,S are now making syntactic investigations. 

The basic operation  in syntactic analysis is  that of pars- 
ing-the classification of words of a  sentence into possi- 
ble parts of speech, and then the elimination of invalid 
possibilities by applying  rules of syntax. The principal 
clues at  the service of the analytical system are (1) the 
word root or stem, (2) the inflectional endings, and 
(3) word order.  In some languages, such as  Russian, the 
inflectional endings are extremely  useful; in others,  such 
as  French  and English, word order  has a more  important 
role. 

An example of syntactic analysis in French using 
word order is la thkorie des groups  (the  theory of 
groups).  Prior  to  the application of the rules of word 
order, if the  entire  phrase is not  entered  in the dictionary, 
the system might  recognize la as a pronoun  (it) or an 
article (the), the‘orie as  a noun  (theory), des as a parti- 
tive article (untranslated)  or as  a  preposition (of),  and 

groupes as  a  plural form of a noun  (groups)  or  the sec- 
ond person singular form of a  verb (group).  For the sake 
of illustration, let us now oversimplify some  rules of 
word order  to  state  that: 

e When a  word  which can be  a pronoun  or  an article 
precedes  a noun,  it is an article; 

e when  a word which can be  a noun  or a  verb follows 
a word which can be a  partitive  article or a  preposition, 
it is a noun; 

e and finally, when a  word  which can be  a  partitive 
article or a  preposition  falls between two nouns, it is a 
preposition. 

If these rules are  correct  and  have  no exceptions, the 
ambiguity in syntactic  category and also in  meaning can 
be completely resolved to give “the  theory of groups” 
rather  than “it theory group.” The big difficulty in  auto- 
matic translation is that grammatical  rules are never this 
simple. Discontinuous  constructions (words which are 
separated  in the sentence from modifiers or objects) are 
particularly difficult to analyze by any known fixed set 
of grammatical rules. 

0 Semantic analysis 

The  method of resolving multiple  meanings,  which are 
beyond the scope of the large  dictionary  and the syn- 
tactic procedures, is probably the most difficult to mech- 
anize. Early  work resorted to  the printing out of all 
possible meanings and  required a post-editor familiar 
with the language or subject matter  to select the  proper 
meaning. Thus  the real  advantages of speed and accuracy 
offered by an electronic system were  not  realized. 

The semantic  problem is similar to the  syntactic one 
in that it can  be resolved only by classifying words into 
categories.  Semantic  categories are classes of meaning. 
They  are usually multiple for  any word  until the  number 
is reduced by means of context. An example of semantic 
categorization is the Roget  type of classification, which 
has  1,000 categories of meaning. Each word in a sen- 
tence can have several possible categories. These  cate- 
gories  must be compared with each  other,  and, since 
electronic  machines can only follow rigorous  procedures, 
the comparison can only  be made according to a definite 
set of rules. 

A simplified example of semantic analysis using 
Roget’s Thesaurus can  be given by attempting to  translate 
the English  phrase “radio broadcast” into  another lan- 
guage. The first word belongs to a single meaning group 
(Roget category 534, concerned  with the communication 
of messages), but  the second has multiple  meanings (73 
and 291  concerned with dispersal, and  531  and  532 con- 
cerned with communication). Since the number 534 rep- 
resenting the  semantic category of “radio” is very close 
to  532  and  far  from  73  or 291, the meaning  concerned 
with  communication is chosen over that concerned with 
dispersal. 

In  summary,  the first requirement of automatic  trans- 
lation is that of a  very  large, high-speed, random-access 193 
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dictionary containing idioms and phrases, and preferably 
an addressing system which selects the longest possible 
match. Understandable translations have already been 
produced at IBM Research using such a dictionary. The 
other two requirements are  for rigorous systems of syn- 
tactic and  semantic analysis using text which precedes 
and follows the  word or phrase  under analysis in  order 
to determine  proper sentence structure and to resolve 
multiple meanings. 

General machine  description 

A simplified pictorial block diagram of the translating 
system is shown in Fig. 1. The heart of this system is 
the rotating glass disc on which are recorded coded Rus- 
sian idioms, phrases and words paired with English 
meanings.10 The disc thus  acts as  an automatic dictionary 
which is read by means of a cathode-ray tube light 
source, a moving lens, a photomultiplier tube and some 
electronic circuitry. In addition to  the disc equipment, 
key portions of the system include the  input typewriter 
which is used for typing the  input Russian text, the input 
register which holds input text until  the disc is searched 
for the  proper dictionary entry, the lexical buffer mem- 
ory,  and the  output units. 

Continuing to examine Fig. 1, we can explain the  op- 
eration of the translation system by tracing the events 
which flow from left to right when input text is typed on 
the  input typewriter. The  input Russian characters are 
each coded in  the form of holes in an input tape. After 
the  tape passes through the  tape reader the information, 
coded into ONES and ZEROS (six per character), is  then 
placed in  the  input register. These  characters are next 
compared with the information being read  out of the 
dictionary, in order  to determine the  proper direction to 
move the lens and cathode-ray tube beam. This is analo- 
gous to a  human being looking into  a printed dictionary 
at whatever page is open and then flipping pages in the 
proper direction as a result of reading  the first entry. 
Instead of pages in  a  printed dictionary we have concen- 
tric tracks on the disc dictionary. The light beam 
continues to step across tracks, sampling a small portion 
of each,  until the comparator indicates that it has gone 
too far.  The beam is  then  brought to rest  and the disc 
rotation (1400 rpm) allows the reading of every entry 
on that  particular  track.  This  corresponds approximately 
with our reading the entries on a page of a  printed dic- 
tionary  from  the bottom in  order to get the longest pos- 
sible match (for example, “time constant” before 
“time”). When  a  proper match to a Russian semantic 
unit has been found, the corresponding English meaning 
is read  out  through the high-speed register to  the Lexical 
Buffer Memory. At the same time logical cirwitry indi- 
cated by the “distributor” has  kept an account of the 
number of input characters for which a  match has been 
found. This allows the input characters which have been 
used to be discarded and  fresh  input  characters to  be 
shifted into  the input register. Address modification in 
subsequent searches is possible and will be described in 

194 the next Section. 

Lexicon entries on  the disc are laid out in such a way 
that  the Russian words and idioms themselves make up 
the address of the entry. Each character in the Russian 
word has a certain binary code which can be interpreted 
as a weight. Each coded Russian word, therefore, looks 
like a long binary number. The layout on  the disc is  in 
numerical order.  As  the disc is scanned track by track, 
each bit (ONE or ZERO) in the Russian word is  compared 
with the corresponding bit in the  input register (which 
here  is acting like a memory address register). This com- 
parison is continued until disagreement is found. At this 
time a condition consisting of ZERO on the disc and ONE 
in the input register means “go ahead” to the next track. 
The inverse combination means “go back.” Only when 
the location of the  correct  entry has been passed is a 
particular track scanned exhaustively at a rate of one 
psec per bit. The exact match has been found when each 
ONE and each ZERO in the Russian dictionary entry 
matches exactly with each ONE and ZERO in  the  input 
register, until the symbol signifying the  end of the Rsus- 
sian word in the dictionary entry  is reached. 

The Lexical Buffer Memory  (Fig. 1) is a gathering 
place for all characters  read from  the disc until a sen- 
tence has been collected; it is  therefore sometimes 
referred to  as a “sentence buffer.” The sentence is trans- 
ferred as a block to an output unit as shown, or it can be 
held for analysis and recirculated to the disc memory to 
gain further information. The linguistic theory for sen- 
tence analysis is still being developed. 

The cathode-ray tube shown in Fig. 1 is used because 
an electron beam can be moved faster than any other 
light source. When it  is necessary to move the light from 
one disc track to another,  the change is accomplished 
rapidly by means of the deflection current. The lens 
driver, with its higher inertia, moves more slowly and 
allows the cathode-ray tube electron beam to return to 
the center of the  tube face. A position-feedback system 
controls  the cathode-ray tube deflection current and the 
lens driver current.  Thus  the rapid movement of the 
electron beam makes possible the low access time (35 
msec average) while the lens driver prevents the electron 
beam from going too  far toward the side of the cathode- 
ray tube. 

The dictionary design has utilized photographic  tech- 
niques because photographic emulsions are among the 
densest storage media known today. Although this stor- 
age is permanent,  a  great  deal of work has gone into  the 
design of equipment which can prepare new discs rap- 
idly, thus allowing frequent  updating of the list of lexicon 
entries. 

Except for input-output equipment, the speed of the 
system in Fig. 1 is sufficient to automatically process 30 
dictionary references per second. Only the relatively low 
input typing and output printing speeds limit over-all 
system speed. In the future  it is expected that the input 
speed limitation will  be removed by the use of automatic 
page scanners  and  character sensing. The  output speed 
limitation can be eliminated by means of high-speed 
printers and by multiplexing several output units. 
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Organization of the lexical  file 

The lexical information  recorded  on  the disc is arranged 
serially by bit and character along the  various tracks. A 
lexical entry consists of an address  containing the  char- 
acters of the object language, an  output containing the 
characters of the meaning in  the target language, and 
several  control  instructions.  Since words and  phrases of 
natural languages are variable in length, the disc entries 
vary similarly. The control  characters  serve the function 
of identifying entries  and  separating  the  address from  the 
meaning. A dictionary entry  can be represented as 
follows: 

- - - M M M , ( Y A A A A T M M M M , ( I . A A - - -  

The instruction (Y identifies the beginning of entry, syn- 
chronizes the  search system and institutes  comparison 
between input  data  and the  characters A of the  ently ad- 
dress. The instruction T serves to terminate the address 
and,  during a file search,  indicates  a match with cor- 
responding input characters, initiating the readout of the 
characters M of the meaning to the Lexical Buffer. The (Y 

of the next  entry serves to identify the end of the  mean- 
ing, terminate  the readout,  and start a  shift  operation in 
the input registers to shift in new information and  to 
discard the information just matched. 

The entry  address and meaning are separate and dis- 
tinct. The organization of the file imposes no  restrictions 
on  the contents of either. It is possible to code each dif- 

Figure I Simplified  system diagram of table look-up language  translator. 
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ferently,  thereby  obtaining  a code translation  function. 
In practice the addresses  may contain  characters of the 
object  language, punctuation  or numerals. The meaning 
or  output  may correspondingly  contain characters of the 
target  language, punctuation or numerals.  Also  included 
are  certain edit symbols which  control  textual format. 

e Integral addressing 

The lexical entries are  ordered  on  the disc in  descending 
numerical  sequence as determined by the  binary value 
of their address. This binary  value  depends not only 
upon  the  code value of the individual characters  in  the 
address but also upon  the address  length. As in a  con- 
ventional  dictionary, the sequence of ordering words 
commences  with the first character  and proceeds, char- 
acter by character,  to  the  end of the word. No two lexical 
entries can  have  the  same address or binary value. A 
longer  address, such as  “manipulate,” has a  higher value 
than  the address  “man.” Thus a  hypothetical  sequence 
of addresses  might  be “- - - men - - - - manipulate - - - - 
man - - -,” if the  code value of characters corresponded 
to  the  order of the  Roman alphabet. 

A track search of the lexical file is first directed  in  such 
a way as to locate a track which contains disc entries of 
higher  binary  numerical  value than  the  input data. A 
sequential,  entry-by-entry  search  follows  in the direction 
of lower-valued  entries. The first matching disc entry is 
then  the longest possible match with the  input  data. 

The validity of this lexicon search algorithm becomes 
apparent with  a more detailed analysis of the lexicon 
ordering and  the search  operations.  Entries are  arranged 

consecutively on a track which begins with the higher- 
valued  addresses and  ends with the lower-valued 
addresses. Tracks  are located  concentrically and  are  ar- 
ranged  in an increasing  binary order  towards the outer- 
most  track. Thus a  complete  scan of the lexicon in  a 
direction of decreasingly valued  addresses would com- 
mence  with the beginning of the  outermost  track  and 
terminate with the  end of the innermost track;  at  the 
end of each  track a jump to the beginning of the  next 
lower order  track would continue  the scan  in the desired 
sequence. 

The lexicon search consists of an  ordered sequence of 
comparison routines wherein disc entries are  compared 
to  the  input data. During each  comparison the sequential 
bits in  the  stream of disc information  are  compared bit 
for bit with the numerical  value, 81, of the input. The 
numerical  value, X I ,  is obtained from  the distributor, 
shown in Fig. 1, which  sequentially  scans all the binary 
information held in  the  input register in synchronism 
with the disc information entering the  comparator. 

To search the lexicon for a match with the  input  data, 
a track sampling  search is first instituted to locate the 
lowest ordered  track wherein  a  sampled entry is found, 
such as  “men,” whose numerical  value is higher than  the 
value, XI, of the  input  data, such  as  “manipulate,”  re- 
gardless of length. On this track  an  entry  search is begun 
wherein each lower-valued disc entry is compared bit 
for bit with 81. If a match is not  found  before  the  end 
of this track is reached,  a  back-track to  the beginning of 
the next lower ordered  track  is effected and  the entry-by- 
entry comparison is continued. This process is continued 

Figure 2 logic block diagram of comparator and search  control. 
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until  a  matching entry is located. This process would in- 
sure  that  the  entry “manipulate” would be compared to 
the  input  before  the  entry “man.” During a track sam- 
pling search the location  changes are effected by track 
stepping,  whereas during  the detailed entry search, loca- 
tion  changes are effected by disc rotation coupled with 
occasional  back-track steps. 

An illustration of the comparison  technique and re- 
lated control operations is shown  in the logic block 
diagram of Fig. 2.  Comparison  starts when an (Y instruc- 
tion is recognized  in the disc shift  register. The  input 
distributor is simultaneously  synchronized. Thereafter 
the sequential  bits of disc information  and of the  input 
value, CZ, obtained  from the  distributor, are  compared 
in  two  circuits for inequality.  These  circuits may indicate 
either ZZ< or E l > ,  depending on  the type of inequality 
existing in  the  information.  The  former indicates that 
the  value Z l  is less than  the disc entry address being read 
from  the lexicon. These two  comparator signals control 
the direction of the  track search and result  in track step- 
ping in the lexicon in the direction of convergence on a 
matching  entry.  These comparator signals also stop  com- 
parison for  the remainder of the entry  causing the mis- 
match. The next (Y instruction recognized then  causes the 
comparison to continue. When  an  entry is reached  where- 
in no mismatch occurs  up  to  the T in  that entry,  then 
another recognizer  initiates the  readout of the target 
information. 

When a track sampling  search is initiated, the lexicon 
entry being scanned at  that instant is compared  to BZ. 
The results  might  indicate that ZZ is less than, i.e., E l < ,  
the disc entry, and back-tracking is necessary, or  it may 
indicate that ZZ is  greater  than, Le., X I > ,  the disc entry, 
and advance-tracking is necessary. An illustration of both 
of these eventualities is given in  Fig. 3. 

For the case  where the initial tTack sample yields XI > , 
an advance-track  sequence  commences, wherein the next 
track is sampled. If this  sample  produces another ZZ>, 
the process  continues. The  track sampling  ends  when  a 
Z I <  comparison  occurs. At this point  the detailed entry 
search, previously mentioned, is made. The entry  search 
is thus started only after  the track  sampling has passed 
over,  in an advance  direction, the  track location  wherein 
the matching entry would be located if it is present  in  the 
lexicon. The appositional case where the initial track 
sample yields Z l <  causes a  back-track  sequence  which 
continues  until the first track is reached  which produces 
a ZZ> signal; at this point  the  track stepping  reverses 
to the advance direction and continues  in  a manner iden- 
tical to  the first case. 

This sequence of search operations  guarantees that 
the longest possible match will be made with the  input 
data.  As  can be seen from  the illustrations,  this feature 
is not only automatic  and inherent  in the search routine 
outlined but is also very close to  the shortest converging 
routine possible without making use of complicated track 
indices. 

The usefulness of the integral  addressing feature is 
apparent in the selection of a proper  match  for  an  input 
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with input value, 81, of 0.46593 

word such as  “manipulate”  where  a shorter  match  on  the 
entry “man” would be  improper. Of equal value is the 
ability afforded to  match automatically on word  groups 
or idiomatic  phrases,  since many linguistic ambiguities 
can be resolved by the contiguous  text. This same feature 
permits the  separate storage of word stems and endings, 
as  in the processing of a highly inflected language  where 
storage of all the inflectional forms  is inefficient. In this 
case the longest match possible would be with the word 
stem since the complete form is not  stored. It is also pos- 
sible to  match  on certain punctuation sets which provide 
syntactical information  for analysis and  format control. 
It is possible to distinguish, by appropriate dictionary en- 
tries, groups of punctuations  and spaces which indicate 
the termini of sentences, paragraphs  and complete texts. 

0 Break points 

The  search  routine previously described must  result  in 
some  type of match. If the  input word being searched  in 
the lexicon is a proper  noun, a matching  entry  for this 
word will probably not exist. To minimize wasteful 
search  time,  break-point  entries  have  been  included 
throughout  the lexicon. These entries  contain  only one 
or two characters of the object  language  as their ad- 
dress,  there being at least one  such  entry  for  each  char- 
acter of the object  language. The break-point  entries 197 

IBM JOURNAL JULY 196 1 



represent the  shortest  match possible and would match 
only after the  appropriate longer entries have been 
scanned. The integral addressing automatically results in 
a search for the longest possible match; if this is a single 
character break-point entry,  then  the input word is obvi- 
ously not stored in the lexicon. Recognition of a break- 
point  entry is employed to  start transliteration of the 
input, where the transliterated “meaning” is the pho- 
netically equivalent target  character or characters. The 
transliteration continues by means of a special addressing 
routine until the  next input word is reached. This  routine 
will be discussed in the next Section. There are some 
single-character words in most languages which might be 
confused with break-point entries. For this reason these 
single-character words are stored  in  a lexicon entry along 
with the succeeding space or punctuation. 

e Conditional addressing 

A useful and powerful routine  has been developed where- 
in  the lexicon entry matching particular input informa- 
tion  can influence the selection of the succeeding entry. 
In this  routine,  the address modification of the succeed- 
ing input  is achieved by prefixing. Prefix information is 
stored in a special input register which is scanned as a 
prefix to  the main input register. The control exerted by 
the first entry requires the use of a  control  character  in 
that entry. The following are examples: 

Disc Entries (1) - - - aAlA2A3pplp2~MMMa - - - 
(2a) - - - ~ P ~ P ~ A ~ A ~ A ~ T M M M ~ - - -  

(2b) - - -“plp2A4AgAgpp3~kfMhfa - - - 
Input  Data AlA,A,A,A,A6# - - - 
The new instruction  in  entry ( 1) is p, which serves to 
indicate that a  match  has been found and that the fol- 
lowing characters p1 and p2 are  to be prefixed to  the next 
input, A4A,A6# - - - -. The instruction T serves to ter- 
minate the address modifiers and  to  start  the readout of 
the entry meaning. Again the instruction a designates 
the beginning and end of the entry.  Thus  the complete 
address of entries (2a) and (2b) is plp2A4A5A6. When 
a  match  is  made on  an entry such as (1) above, the 
modifying characters p1 and p2 are transferred from  the 
disc shift register to  the special input registers, and cir- 
cuits are activated which will produce  a modified search 
for  the succeeding input after  the entry meaning readout 
is complete ,and A1A2A3 has been shifted out of the 
input registers. The next search will be made for the 
modified input: plp2A,A,A,# - - -. Either  entry (2a)  or 
(2b) would be in the dictionary; entry (2a) would be 
employed if the address modification were to be discon- 
tinued; however, entry (2b) could be  used to continue 
this routine. 

It is significant to note some characteristics of this 
routine. The modifying character  or characters p are 
prefixed to  the input. In this position they exert utmost 
control since they occupy the most significant position. 

198 In general p may be selected from  the input  characters 

or it may be made  unique to initiate  a special lexical 
operation. The address modification routine  can be con- 
tinued indefinitely to include any  number of succeeding 
input  characters or words and may be  terminated at will 
by the lexicographer with the appropriate choice of an 
entry of type (2a). 

The utilization of this  operation is basic to the present 
mode of translation in the AN/GSQ-16 (XW-1) system. 
The most frequent use is found in the splitting of word 
stems and endings where address modification is em- 
ployed to associate the separately stored stem and ending. 
In processing Russian, three unique p modifiers are em- 
ployed, one each for noun, adjective and  verb endings. 
The stem-matching entry  initiates the conditional address- 
ing by prefixing one of the  unique p modifiers. The end- 
ings are prefixed and  searched as a unique class of data, 
avoiding improper  matches with similar forms. In some 
cases, where there is syntactic ambiguity in  the stems, 
either  partial or complete listing of the inflectional forms 
is necessary. The splitting of stems and endings, with 
separately stored entries for each, results in  a consider- 
able economy of storage capacity for a highly inflected 
language such as Russian, but requires two lexicon 
searches for each complete input word so stored. 

Another  important use of conditional addressing is in 
the transliteration of input  data  not stored in the lexicon. 
A  proper  noun  probably will not be stored in the lexicon 
unless it is in common use. The single or double  charac- 
ter break-point entry will be matched. Now  this  entry has 
the  form of entry (1) above; that is, it is an entry de- 
signed to initiate  a conditional addressing routine. The 
modifying character p5 used for transliteration is unique 
and is employed to prefix the remaining input characters 
of the word being transliterated. After the transliterated 
meaning is read  out from the break-point entry, the 
search for the prefixed remaining characters will result 
in  a match on  one of a special set of entries of type (2b), 
referred to as transliteration continuation entries. These 
entries have as their address the po modifier and one of 
the object l’anguage characters. The continued use of p5 
for prefixing will constrain the search for  the remaining 
input characters to this set of entries, each one of which 
produces a transliterated meaning of the single input 
character addressed. 

This sequence is terminated when a prefixed punctua- 
tion or space is m,atched. The terminating  entry  has  the 
form of (2a) and discontinues the conditional addressing 
routine. As an aid to  the linguist in detecting words not 
stored in the lexicon, the initiating or break-point entry 
causes a  readout of the PRINT RED code  and  the ter- 
minating entry  reads out the PRINT BLACK code, so that 
the  entire transliteration is printed in red. 

The same type of routine is employed to transfer, 
through the system, English words which are entered as 
titles or explanatory notes. Since the roman  characters 
and arabic  numerals employ, in  the  input transcriber, the 
same code as characters of the objeot language, an input 
key is employed to indicate the beginning and  end  of 
such input sequences. The beginning instruction is 
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matched by an entry of type (1) which initiates the con- 
ditional addressing routine  and prefixes a  unique modi- 
fier p e .  Thereafter each succeeding input  character is 
similarly prefixed and the appropriate meaning read out 
until  the  ending  instruction is matched,  terminating the 
routine. 

Another important use of the prefixing feature is the 
extension of the fixed-length input register. The present 
system is limited, for  any  one search, to scanning 16 
input characters in addition to the prefixed characters. 
For  input words of greater length, an artificial dissection 
of the word is made such that  no component disc entry 
exceeds this limit. This  is accomplished by storing an 
entry for each  component and associating these  compo- 
nents by address modification. After  the last  component 
is matched,  the  entire  meaning is read out.  The effect of 
this is to make  the  input register appear semi-infinite in 
length. 

Some semantic ambiguities can be resolved through 
the use of the condition'al addressing routine.  Where the 
correct  meaning of a  word is dependent  upon  the  pre- 
ceding word,  address modification can be employed to 
associate this pair.  The preceding word then would match 
on  an entry of type ( 1 ) . If the next word is the antici- 
pated  one,  a  matching  entry will provide the  correct 
meaning. If the  next word is not the anticipated  one, 
then  the p prefix would be dropped when a  break-point 
entry is reached  and the next word would be searched 
without  a prefix. This  sequence typifies the  conditional 
addressing action. An example of this type of associa- 
tion,  where Input  Word  One modifies Word Two,  to 
produce  a special meaning for the  latter, is given: 

Disc Entry  Word One ruA1A1A1ppI-2~M1ru 

Word  Two apl.2A2A2A2~Ml-2a 

or ruA2A2A2rM2ru 

The modified meaning of Word  Two, M1-2r is obtained 
only if Word One precedes i't in  the text. Otherwise the 
second entry for  Word  Two would be matched, yielding 
the  regular meaning, M2.  

The address modification inherent in conditional ad- 
dressing can be employed to control  a  sequential  pro- 
gram  type of operation. As shown previously, the modi- 
fying prefix can constrain the search to a fixed set of 
lexicon entries. The initiation and termination of the  rou- 
tine is responsive to specific input information.  These 
features are amenable  to multilevel processing operations, 
with the basic control being exerted by the p prefix. 

Special operational features 

Several special features are included in the  search rou- 
tine to improve over-all operation by increasing system 
flexibility, reliability and continuity. 

e Character skip 

This operation provides a means of skipping comparison 
on  any particular input character. The skip  instruction II 

may be included in the address of any disc entry.  When 

the  comparison  routine  reaches this instruction character, 
comparison  is  suspended  until the next character is 
reached. Thus if v were the  third character in an entry 
address, no comparison would be made with the  third 
input character. The v character  can be used conven- 
iently in entries to skip over some input information, 
such as  an ending, when this  datum is not essential to  the 
translation. By so doing,  the  multiple listing of inflec- 
tional forms is avoided. 

e Automatic space 

This feature facilitates the processing of the space char- 
acter between input words. The space immediately fol- 
lowing an  input word will be matched along with that 
word without  requiring that  the space be included any- 
where in the matching disc entry. The disc entry has as 
an  'address  only  the characters of the  input word. If a 
space follows these characters  in the input register, this 
space will be read  out with the target part of the disc 
entry. Were this not  the case, then either  a  separate 
search would be required for  the space or else the  space 
character would have  to be included twice in each  ap- 
propriate lexicon entry. 

This automatic space feature is employed only after 
the  search  routine has located an entry in the lexicon 
which matches with certain input information; if this is 
so, continuance of the comparison  determines whether 
a  partial match exists between the disc control  instruction 
T and the next input character. By semicommon coding 
between the space character  and T ,  it is possible to de- 
termine  whether space immediately follows that  input 
information which matched with the lexicon entry ad- 
dress. When  an automatic  space match has been made, 
the target meaning readout is  extended to include a, 
which is interpreted  as  space by the output devices. Since 
the space is treated  as  a character, it is possible to in- 
clude it in an  entry such as an idiom or phrase. 

e Input data  shift control 

This feature provides a  means by which the normal se- 
quence of shifting in new input  and discarding matched 
input may be altered by a suitably programmed  instruc- 
tion in  the lexicon entry. An example of this type  entry 
is: 

- - M M a A A A r n S M M M a A A - - - -  

The two characters n8 are added to the  target part of the 
entry when input shift  control is desired. The identifiable 
instruction  is 6, which causes the  character n to be trans- 
ferred  to the  shift  control circuits. The fictitious character 
n is selected to have a  binary  coded  value  equivalent to 
the number of input shifts desired after  the target  read- 
out is complete. The number of shifts programmed may 
be arbitrarily selected from 0 to 16. The instructions nS 
are  not  read  out to the Lexical Buffer Memory with the 
other target  characters since the  present  shift  control 
applies only to the input  data.  An extension of this 
feature could control  the disposition of the  output  data 
transferred to  the buffer. 

I I 
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This feature  can be used to resolve meanings of adja- 
cent words by multiple usage of part or all of the  input 
data.  It  has been employed to extend the usefulness of 
transliteration routines  and  to implement format control. 

0 Duplication of lexicon entries 

Where extreme reliability is required,  lexicon  entries  may 
be  duplicated or repeated many times by means of a 
special conditional  addressing  routine.  Lexicon  duplica- 
tion  may  be  complete or may  be  limited to critical  con- 
trol entries  such as break points. This  can be  accom- 
plished  without  additional  controls or circuits. Each 
entry  to  be duplicated is stored once in  its  original form 
and  once with  a unique p,, prefixed. The coding of pD is 
selected to  guarantee physical isolation of the duplicate 
lexicon from  the  main lexicon but still permit access by 
means of the search  routines.  A search would normally 
be  directed through  the  main lexicon but would be di- 
rected  automatically to  the duplicate lexicon if a break- 
point  match were to result from this  search. If a match 
still were not  found, transliteration would be  instituted. 
The duplicate  lexicon  technique is employed in  conjunc- 
tion with an  error detection  device  which  indicates  when 
erroneous  information  is  read  from  the photostore. The 
signal from this  detector will cause the search system to 
stop comparison on  an  erroneous  entry  and  to ignore  any 
control instructions or p prefix contained  in that  entry. 
Should an  error  occur  in  the  entry intended to  match  the 
input present, then  the following break-point match will 
direct  a  search of the duplicate lexicon for a match. 

The duplicate lexicon technique is just  one application 
of the lexicon division possible with conditional address- 
ing. Conditional  addressing can effect a major division 
of the lexicon into microglossaries for  reference with spe- 
cial input categories. 

The  sentence  buffer 

As mentioned  earlier  in  this paper,  the  three  major steps 
in  language  processing consist of lexical recognition  (dic- 
tionary  references), syntax (grammatical  analysis),  and 
semantics (contextual  analysis).  The previous  Section 
has described the lexical file and  the various  techniques 
for lexical recognition. In  order  to  perform grammatical 
and contextual analysis it is necessary to include  in the 
system  a means  for  temporary storage of a portion of 
the lexically recognized text. Since analysis is usually 
made of words and phrases  in  relation to  other  parts of 
a  sentence, the storage  unit  in  this system (titled Lexical 
Buffer Memory  in Fig. 1 )  has been made large  enough 
for full sentences. 

The nucleus of the Lexical Buffer Memory system is 
a  2-psec  coincident-current core  array.  It provides  a 
perfect speed match  for  the projected  photostore readout 
rate. It is expected that within the next year,  the  photo- 
store bit streaming rate will be increased from 1.0 to 
3.0 Mc/sec by means of new developments in  disc tech- 
nology. The language processing system utilizes six-bit 

200 BYTES for  the representation of alphanumeric  characters, 
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p prefixing symbols, and  other  photostore address modi- 
fication entries; the resultant BYTE streaming rate is 500 
kc. The period of this BYTE stream is thus 2.0 psec, 
which coincides with the cycle time of the core  array. 
The buffer utilizes coincident-current selection in order 
to  permit reasonable  storage size at modest  cost and pro- 
vide excess capacity for expansion as linguistic experi- 
ence with the system is gained. 

The processing of natural languages by table  look-up 
techniques is  carried  out asynchronously in  order  that 
the syctem may  act as  soon  as lexical information is read 
out of the photostore. The Lexical Buffer Memory is de- 
signed for completely asynchronous operation; storage 
references may be made  at any rate  from zero to  the 
maximum 500 kc  rate of the system. 

The logic design philosophy that directed the develop- 
ment of the Lexical Buffer Memory will first be dis- 
cussed, considering  only output buffering implications. 
One of the principal design goals in the synthesis of the 
language  translation  facility was the preservation of flexi- 
bility of organization,  amenable to modification as 
progress in linguistic research develops. For these reasons 
storage  capacity and  the logic capabilities have been  as- 
signed expansion factors  commensurate with  reasonable 
construction  cost. 

The organization of the lexical buffer system, when 
used with an  IBM  729 I1 Magnetic Tape  Unit  and  an 
output typewriter, is depicted in Fig. 4. The IBM 729 I1 
records information  at  either  200  bits/inch  per  track or 
555 bits/inch  per track.  These  recording densities mu- 
pled with a tape  transport velocity of 75 in/sec  produce 
bit rates of 15 kilobits/sec per  track  or 41.7 kilobits/sec 
per track, respectively. Magnetic tape  prepared  in  the 
low-density mode is compatible with any of the  IBM  700, 
1400, or 7000 Series computers; magnetic tape  prepared 
in the higher  density  mode is compatible  with the  IBM 
Series 7070 or 7090  data processing equipment. Thus 
magnetic tape  prepared  in  the low-density mode  could be 
analyzed on  any  IBM medium- or large-scale data proc- 
essor. This  feature is invaluable for continuing linguistic 
research,  permitting ready statistical analysis of language 
parameters. 

The typewriter is  currently used to  produce a human- 
readable  copy of the output  information. A  paper-tape 
punch operating  in  synchronism with the typing  mech- 
anism may also be selected if a  reproducible  record is 
required. Although  the typewriter  operating speed is too 
low for efficient on-line operation,  the advantages of 
typewriter print quality, upper  and lower case availabil- 
ity,  color  shift, and  format control are desirable for  inter- 
mittent  monitoring and off-line printing.  Color-shift 
control is used to highlight input words (which  are typed 
in red as  a  phonetic transliteration)  that  are missing 
from the  dictionary, or proper  nouns which would not be 
translated by the system. Frequent  occurrence of a word 
typed in  red which is not a proper  noun would signify 
that this word  should be added to  the photostore. 

A  sentence  constitutes  a  unit  record both within the 
buffer memory  and  upon  the magnetic tape  prepared 
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by the system. The sentence is, of course,  a  variable- 
length unit record.  Present processing applications  handle 
the  data  one sentence at a time. Linguistic  experience 
with the system may  indicate that larger  blocks of mate- 
rial  should  be processed at a single pass. An average sen- 
tence contains  20 words with typical  word  length of six 
characters.  The present  coding  scheme utilizes six 
binary  bits  per character;  thus  the average  sentence could 
be  stored by 720 bits of storage.  Additional  storage  must 
be provided for longer  sentences, for tags and  other 
format  and  record identifying bits. As may be seen from 
Fig. 4, the lexical buffer has  a 6 4 ~  64 X 18 core  array 

C O N T R O L  
P A N E L  

TYPEWRITER 

(73,728 bits of storage).  It  appears unlikely that any 
meaningful  object or target  language  sentence  could ex- 
ceed the capacity of the buffer. However,  as  syntactic 
and semantic  research  advance and iterative processing 
of data by successive table  look-ups is practiced, the 
“lexical sentence”-which represents an intermediate 
step  between the object  language  sentence and  the target 
language translation-may require  many  more  than  the 
average 720 bits previously described.  Parsing  descriptor 
tags for syntactic analysis of the sentence or thesaurus 
descriptor tagging for semantic analysis are representa- 
tive of the additional  binary information which  must  be 1 
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manipulated in  the handling of the lexical sentence. Par- 
titioning of the memory array for  the multiplexing of 
input and output devices will also use portions of the 
available memory cells. It will be shown that the system 
organization of the buffer will accommodate this wide 
range of eventualities. 

Word organization within the buffer is fixed by the 
following considerations: 

(a)  The magnetic tape unit records  information in a 
parallel-serial fashion. Information  is recorded across 
the width of the tape by six parallel information bits and 
a parity bit. A  record consists of a serial set (along the 
length of the  tape) of these six-bit groups. 

Store Buffer) is used to indicate that a  character to be 
stored  is in half of the disc shift register, VZD.  This signal 
initiates a buffer store cycle during which the character is 
first placed in  the  character register, then into  the proper 
6-bit BYTE position of the 18-bit memory data register 
and finally into  the  proper  core register position of the 
array. The triangle preceding the memory data register 
represents the operation of directing the six input  data 
bits into  the  proper six-bit positions of the 18-bit mem- 
ory data register. The BYTE ring directs the incoming six 
data bits to the  proper BYTE position of the memory data 
register and  controls the regeneration of the other 12 
bits of the 18-bit buffer full word. During insertion of 
six new bits, the entire 18 bits of the full-word address 

(b)  The  output typewriter utilizes parallel six-bit char- are subjected to a 2-psec READ-WRITE cycle. All 18 bits 
acters as  an input, and also records  in parallel-serial on are read  and cleared to zero  during the READ portion of 
its paper tape. the cycle; the information from  the six bits to be stored 

(c)  The  output registers of the  AN/GSQ-16  (XW-1) 
search logic (labeled V2,  and VI, in Fig. 4)  are de- 
signed to convert the serial information  stream from  the 
photostore  into six-bit parallel groups because six-bit 
coding is presently used on  the photostore disc. 

From  the preceding it seems that six-bit parallel or- 
ganization is indicated. In addition, it may prove desir- 
able to connect the buffer directly to a data processing 
system such as the IBM 704  or  the IBM  7090 for on- 
line statistical studies and experimental simulation. A 
system capable of handling information  in  certain inte- 
gral multiples of six bits is quite  adaptable to the 36-bit 
full word, 18-bit half word organization of the IBM 704 
and 7090 computers. 

Analysis of engineering considerations and  the  re- 
quirement of the buffer to meet foreseeable lexical re- 
search requirements determined the array size to be 
6 4 ~   6 4 ~  18. The X and Y dimensions are integral multi- 
ples of 16 for engineering reasons; the Z dimension is an 
integral multiple of 6 for facile input-output communi- 
cation  and an integral submultiple of 36 for direct  inter- 
connection with data processing equipment. 

With  this array size, the six-bit parallel consideration 
encountered  during the handling of information for the 
magnetic tape, the typewriter, and the photostore serial- 
izing registers may be implemented by inserting or ex- 
tracting  information  into or  from  the magnetic core  array 
in six-bit BYTES. The processing of the BYTE-size infor- 
mation is accomplished by extracting the full  18 bits 
from a memory address. This data is then directed into 
the conventional memory data register. The proper six 
output bits from  the 188 contained in the memory data 
register are selected by the three-position BYTE ring (see 
Fig. 4).  Thus  to completely specify the address of a 
BYTE stored in the buffer memory, the full-word address 
must be  specified  by means of 12 bits placed in  the mem- 
ory address register and  the bit contained in  the BYTE 
ring. For direct connection of the buffer to a data proces- 
sor,  the BYTE circuitry is bypassed and the 18-bit infor- 
mation transferred directly. 

202 The signal shown in Fig. 4  and labeled S,, (Status- 
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is not retained by the memory data register as this  in- 
formation is to be replaced by additional data;  the infor- 
mation from  the other 12 bits of the full word is retained 
by the memory data register and is restored into the 
cores during the WRITE portion of the cycle. 

The triangle succeeding the memory data register rep- 
resents the  operation of selection of the proper  6 out of 
18 bits to be placed upon  the  output busses of the sys- 
tem. This is also under the control of the BYTE ring. 

Because the sentence has been chosen as the  unit 
record, the end-of-sentence or end-of-record criterion 
chosen for the language translation system is the se- 
quence  “punctuation, space, space, capitalize” contained 
in the  input text.  This is the normal sentence ending em- 
ployed in the typing of continuous text. This input 
sequence is looked up in the photostore and the punctu- 
ation and end-of-record symbol are read from the  photo- 
store to the buffer. The next sentence is begun by the 
readout of the space-space-capitalize symbols from  the 
photostore. This is the general operation for continuing 
text; additional considerations are involved for sentences 
ending a  paragraph  and sentences ending a complete text 
or article. 

Magnetic tape output provides the fastest system op- 
eration. The magnetic tape recording time is computed 
from the following data:  (1) 7.5 msec for the  tape to 
be accelerated to a  uniform velocity; (2) allowing for 
spaces between words and  punctuation, 140 characters 
average at 67.5 psec per character  (operating the IBM 
729 I1 in the  lowdensity mode) for a writing time of 
9.45 msec; and (3) deceleration and completion of 
reading while recording as a check upon the correctness 
of the record written, 3.5 msec. Th,us, the  time necessary 
for  the complete recording of the sentence unit record 
would be the sum of the  stated  component times, viz., 
20.45 msec. Using the  photostore  entry  random access 
figure of 35.0 msec, it may be seen that  tape recording 
of the previous sentence will have been completed before 
the f is t  word of the next sentence has been located. 

Occasional reference to this type-out of only the first 
word or first few words of a sentence would serve to 
monitor  proper  operation of the translation system. 



Reference has been made to the off-line production of 
hard  copy  where  human  readable  output  is required. 
This may  be  accomplished  by  utilization of the buffer in 
the magnetic tape-to-typewriter mode, with the buffer 
system dissociated from  the  search logic and  the photo- 
store. During on-line system operation  only magnetic 
tape would be  prepared. Then  during off-hours those 
magnetic tape files for which  human-readable  copies are 
required would be printed or punched out by the type- 
writer. In this case, input to the  memory  core  array is 
from  the magnetic tape  rather  than  from  the V,, register 
of the search logic. 

A system projected for completion during  1961 would 
have all input  to  the processing system pass through  the 
buffer. This  raw  input  information will then be  pro- 
cessed against the  photostore  and  the  photostore match- 
ing entries read  out  to  the buffer. This  readout, in  con- 
junction  with information merged from previous passes, 
would serve as new data  for  the next table  look-up pass. 
In this manner iterative processing will be carried  out  to 
any  depth required by linguistic considerations. The 
table  look-up passes would be classified as to whether 
the intent of the pass was to secure  syntactic or semantic 
information; the final pass against the photostore would 
load the  output region of the  storage preparatory  to 
transfer of data  to  the  output device. 

The present  translation system permits the modifica- 
tion of a word meaning by the preceding  word;  this 
selection of correct meaning is accomplished by the p- 
prefixing conditional  addressing  technique describe’d in 
the previous portion of this  paper. Storage of the  entire 
sentence  in the buffer will permit  the construction of 
elaborate linguistic trees for  the resolution of language 

ambiguities, thus resolving word meanings by  succeeding 
words and by words  some distance away. The capacity of 
the buffer should permit  maintenance of a complete 
“processing trail” of all of the successive passes. This 
processing trail will be available at  any  time for off-line 
linguistic analysis. 

The sentence buffer is presently used for  the buffering 
and  control of target  language output  to a  magnetic tape 
unit and an output typewriter. Off-line magnetic  tape-to- 
typewriter operation  is  in use for increased efficiency of 
hard  copy production.  Integration of the buffer, under 
the guidance of linguistic research, into  more complex 
sentence analysis routines is now in progress. 

Summary 

The table  look-up  language processing machine described 
in this  article has been constructed and tested, and  has 
already  been put to use  in  translating  Russian  technical 
articles and newspapers into rough English. Its present 
usefulness is the result of a  large high-speed random-ac- 
cess dictionary and novel addressing features.  Most  im- 
portant of its  present  features  are those  which 
(a )  determine  the longest possible match, 
(b) condition  some  searches  upon the  information re- 
trieved  in  previous  searches. 

I t  is recognized that syntactic and contextual analysis 
by the  machine is a necessary feature for further im- 
provement of the language-processing ‘ability. Develop- 
ment of these analytical  techniques is now under way. A 
lexical buffer memory  is already useful for  output op- 
erations and will allow sentence analysis as  soon  as the 
linguistic methods are  more completely developed. 
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