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An Analysis of Adequate  Inventory Levels 

Introduction 

This analysis was motivated by the necessity of determining 
adequate levels of  parts inventory for  an operating  plant. 
Both the demand for  parts  and  the arrival of new stock for 
inventory replenishment had a definitely stochastic, or 
random, character. The problem was to provide a reason- 
ably accurate  procedure for determining adequate stock 
levels. 

An introduction to  the problem of inventory analysis can 
be found in the literature.* It should be noted that in most 
such analyses, inventory levels are “optimized” relative to 
a cost criterion and  on  the assumption that demand and/or 
replenishment are predictable and nonstochastic. This 
paper  treats the situation in which both usage and replen- 
ishment of inventory have  a random character. 

More or less typical analysis of inventory levels proceeds 
from a  consideration of a  function of the following type: 

Total Cost = T. C. =AZ+BZ-’+Kp(Z) , 
where Z is the initial level of inventory at  the  start of an 
order cycle, p ( I )  is the expected cost of running out of stock 
and A and B are  appropriate cost  factors. In many cases, 
the factor K is found to be  indeterminate or very inaccurate 
and K p ( I )  is not included in the analysis. As a  substitute, 
the concept of a protective stock level is introduced. How- 
ever, in either case an analysis of the probability of running 
out of stock is an underlying requirement. 

The basic problem is the determination of the probability 
of running out of stock, for any given stock item, as a func- 
tion of initial inventory level at the start of a given time in- 
terval and  as determined by appropriate  random variables 
for the demand on and  the replenishment of  that stock. 
More specifically, the demand for a given stock item  is taken 
to be a  composite of a  fluctuating daily demand and another 
demand which is a random function of time and quantity. 
The arrival of a new supply or a replenishment of stock is 
taken to be  a random function of time. 

54 *See references at   the end of this paper. 

Abstrac jure for :t: An analytical procec determining 

adequate stock levels for an inventory system with 

random  demand  and replenishment functions is  

presented. 

Demand analysis 

Typical inventory data indicate that  the daily demand d for 
a single day may be represented by a probability density 
function of the  form 

for appropriate do and 5. The average or expected daily 
demand x is  given by x=do+5. This  function is illustrated 
by Fig. 1 .  

The  demand  for t days then  has  the corresponding 
function: 

p d d )  = 0 d<dot 
- (’t)d--dol 

pu(d)  = e-h‘- 
(d-dot)! 

d l d o t  . 
Throughout this paper  the  time t 2 0  . 

The other  demand, called the “extraneous demand,” may 
be represented by a probability density function of the 
form a,$(k,t)p&,j) where a,c.(k,t) is the probability that 
exactly k “extraneous” requisitions will be made in t days 
and pR(k,j) is the conditional probability that exactly j 
items will  be demanded if k requisitions are made. 

If during a replenishment cycle (Le., the time between 
two successive arrivals of new stock)  the probability that 
no requisitions will be made by time t is  given by c a t ,  then 

as(k,t)=e- ~ . 
k !  

Figure 1 
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where the expected value for j is k(wO+p). Here po may be 
regarded as  the minimum extraneous  demand. 

Now if p;( j )  denotes the probability that  the extraneous 
demand  in t days will be exactly j items one may write: 

k=O 

~ where [ j /pO]  denotes the maximum integer < j / w o  . 
In lieu of a  neat analytic simplification for p i ( j )  we use 

an approximation of the  form 

This expresses the probability of exactly j items being 
demanded in t days in terms of the expected number of 
demands k(t) .  From 7rJ5(k,t), the expected value of k is 

Using the density functions p ~ ( d ) ,  p;;(j) and  the well- 
known convolution formula for Poisson-type functions of 
this kind, one finds that P&>D), the probability of 
the  total demand in f days being at least D items, can  be 
written as 

&(t)=at .  

n=[D-All 

where L = i+ap A = d ~ + a p ~  

and [D-At]  denotes the least integer > D-At .  In  the 
following development the bracket will be omitted, but 
implied. 

Supply or replenishment analysis 

For the replenishment of stock  through the arrival of ship- 
ments, 

P s ( t ; s l ~ ) = = P , ( t ) P , ~ , . , ( s l s ) + [ l  -PA(t)IP's..l(sIS) 

where Ps(t;s<s)  is the probability that in t days the number 
of items arriving is at most S, and P.?(t) is the probability 
that at  least one shipment arrives in t days. Ps,.&<S) is 
the conditional  probability that  the shipment  quantity is at 
most s if a  shipment arrives. P ' , , A ( s < s ) = ~  is the condi- 
tional probability that  the shipment quantity is at most s 
if no shipment arrives. 

We take P,,(t) = O  for t < t  
- - 1 -e-'(t"o) for t 2 t020  , 

with appropriate to and 

f s , A ( s < S ) = O  (S<S=amount ordered) 

=1 . ( S 2 S )  . 

t days, then mt = l+ft -dt where I is the initial stock supply 
at  t =0, St is the increase in supply through replenishment 
up to t days and dl is the demand  up to t days. Let 
P>v(mt<M) be the probability that the  net supply at t is 
at  most M units; then 

PN(rn,lM) = S,lP,,(d/2~-M+s/)dPs(t;s_<S/) . 
If one supposes the replenishment quantity Sf is so large 
that 

Pndi(~z-"+S)=O 

then 

P * . ( r n , ~ M ) = P / , ( d / ~ l - M )  for t < to 
= e-'(t-lo)P/&ft 2 f "M) for t > to . 

Setting M=O gives P.v(rnt<O) , the probability of running 
out of stock within t days. 

Substituting the expression developed for P,,(dl 21") 
in the Demand Analysis section, one obtains 

P & < M ) = C  e - J J L T  n. for t<to 

n=/--iCl-.lt 

= e - u ( / - ( o i C  e-Lt(Lt)n for t> to . 
n! 

n=/-M-- , t f  

In order to determine an  adequate level of inventory I,  
the procedure is to obtain  the function 

P,(f)=Max. P.,(rnl<O) , 

from which the value of f required for  a  certain prescribed 
value for P.v(I) may be obtained.  This value of I =  lo is then 
the minimum level of inventory needed to insure that  the 
probability of a  stock out is not  more  than i j .$(fo) . 

The curve  for i j .~( l )  is obtained by calculating for each 
given value of I the value of t = i  for which P.,(rnt<O) is 
a maximum and then by calculating Py(I)=P.~(rn,<0) . 
The value i is determined by using a  differentiable  approxi- 
mation to P.v(rnl<O) whose maximum may then be 
obtained by elementary calculus. 

An approximation to fD(dt?o) 

In  order  to evaluate f ~ , ( n z f s O )  at i it is proposed to 
replace f ,v (mtlM) , through  approximation, by a  more 
manageable differentiable function. It is sufficient, there- 
fore, to find a differentiable approximation +(t,D) for 
P& 2 D )  . Consideration of the  function 

t 

?L=D-.I I 

indicates the following characteristics: 

For t=O  P/,(do2 D )  = 0 when D 2 1 

For t > - Pl,(df 2 D) = 1 D 
- A  55 
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and this 0 for practical values of the  parameters D,A,L . 
For t=t :=-  i.e. D - At: = Lti ( 5 )  D 

A+L 

P,,(d. 2 D) A + . 
For t=tt Po(dt:+l,n>D)-Pl,(dt;2D)=S , (6) 

where from the Appendix: 

For D=O P ~ ( d ~ > 0 )  = 1 for all t . (7) 

For D+ M P/,(dt 2 D) - 0 for all finite t . (8) 

For D=(A+L)t P , ( d L 2  D ) A +  for  any given t . (9) 

Taking now a  function of the form 

+(t,D) = K(Lt)me-Y(Lt)r , 

one can observe that  the required conditions (1) and (3) at 
t=O will  be satisfied if m and r are both > O  or < O  . To 
meet conditions (2) and (4), the zero of 

dl.=+(,,,) m-yr(Lt)' 
dt t 

is taken  at  the point t = - = TU ; that is, 

rn -=(LTlj)' . 
-Yr 

Thus at TU (2) is satisfied and condition (4) gives the 
equation 

D 
A 

From these relationships one  obtains 

Condition (5) yields 

- 2  9 

where r = ~- 
A 

A+L 

Using S as defined in (6) (cf. Appendix) one obtains 

rn(l -7r) - - 2ST0 . (6') 
7 

The first  of these (5 ' )  yields 

56 where log is to base e, here and throughout the following. 
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where G =  - ___- log + -0.3466(A+L) 
2S7 TU SD 

=0.8688 L!L 2 (cf. Appendix) . 
d A + L  1-1 

One can show that a  solution for r>O exists if the param- 
eters I,A,L satisfy 

0.758<---<3.032 , IL  
A+L 

and a solution for r<O exists if 

3.032< I L  
A+L 

In practical situations the  latter condition prevails. A  suit- 
ably accurate  approximation may be used in expression 
(7') to calculate r .  It is clear from  the above that all other 
required parameters  in $(t,D) may be obtained  from r .  

One may also verify (7), (8), (9). This  then determines the 
approximation +(t,D) for Pu(dL2D)  in the interval 
0 5  t< TI,. For t > TU one defines the approximating func- 
tion to = l .  

Application  of these formulae 

Using the approximation +(t,D) one considers 

P.Y(mf<M)=$(t,I"M) t<to 

=e-'(t-tO)+(t,Z-M) t> to . 
The problem then for given I and M is to find the best 
t = i  for which P.v(rnt<M) is maximal. Evaluation of 
P.y(m,< M)=& then yields the probability that the net 
supply of stock on  hand will fall below M units at  the 
worst point of time i. In  order  to determine i one must 
consider the critical points t=to and t=  TU where the 
functions are redefined. 

If Tost0  then ;=to  and P."=1. 
If TU > to one determines the value of t = t,n,,, at which 

e-'(t-to)+(f,I-M) has its maximum. If tn,ax<tO then i=to 
and P., =$(to,I-M); if t,,,,,>to then i= t  ,,,= x and 

P,Y = e-'(l,,,-to)+(t,,,,,I") . - 

In this manner one can  compute the desired probability 

Figure 2 presents a curve of 13.v vs I for  a  stock  item with 
P., for each I - M .  

demand  and supply parameter values as  follows: 

Mean daily demand 1 =25 
Minimum daily demand &=20 
Mean extra  demand ji = 21 
Minimum extra  demand 13 
Average number of days between extra demands = 30 
Average number of days in replenishment interval = 30 
Maximum number of days in replenishment interval = 32. 
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Figwe  2 Probability of stock out versus number of pieces  of stock in inventory. 

where At=-  - Writing g,(t)=ePLt- 
1 (Lt)” 
A IZ ! 

and using Stirling’s formula for large D one  gets  when 
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