
1. J. Good 

Jch Science Can You Have at Your Fingertios? I 

Abstract:  Numerous  suggestions are presented for  helping men to  learn and retrieve scientific information, 

with or without  artificial aids. 

In a discussion of how much information can be stored in a human brain, and  how this compares with the 

amount of scientific information  that has been published, it is argued  that the number of "conceivable" states 

of the brain i s  much larger  than the number of attainable states. It i s  necessary  here to use a  definition  for the 

number of effective states of a brain or of any record. 

I It i s  mentioned that access to  published  literature i s  not the only problem in the communication of scientific 

information. 
A 

A discussion of  how  a man might acquire an encyclopedic knowledge emphasizes, for example, that  a vital 

principle in learning  and teaching i s  an  explicit  belief in the importance of general principles. 

Knowledge i s  compared with a  network  having various impedances in the connections between the nodes, 

somewhat like a nervous system. Difficulties in classification (and in organization)  appear  when networks 

depart very much from  having  a  tree-like structure. Some tentative suggestions for  learning arise out of this 

model. 

Possible new fields of research,  such  as saporology, and of new periodicals, such as Half-Baked Ideas, are 

touched upon. 

A discussion of the value of mechanical aids concludes with a list of probable  new advances in consulting 

scientific literature in the near future. Sixteen applications are listed for tape recordings of books. 

The paper concludes with a  warning  that some of the world's greatest scientists have done their best work 

when they were given  plenty of time to think their own thoughts. 

The title of this paper is deliberately ambiguous. When 
we say that a man has knowledge at his fingertips we usu- 
ally mean  that  he knows all the answers and  can produce 
them rapidly  without  reference to machines or other 
people. But we could also mean  that  he could  produce 
the answers quickly with artificial aid-by pressing keys 
and buttons, or by having a retinue of experts at his beck 
and call. 

We may sometimes ignore  methods of learning and 
think  too much about artificial aids. If we are  to evaluate 
artificial aids, it is worthwhile to consider what one can 
do without them, or without the  more extreme  forms. 

I propose to  approach this subject by considering the 
number of possible states of an individual  brain. This is 

282 of course very speculative and may well be quite wrong. 

There  are supposed to be about 1010 nerve cells (neu- 
rons)  in  (the cortex of) the  human  brain,l  each with 
30 10 connections  (synapses) with other nerve cells,* 
rather crudely expressed. From these estimates we can 
estimate the number of possible states. I shall distinguish 
between the  number of possible static  states (in which the 
condition of the electrical pulses in the  neurons or axons 
is ignored),  and  the number of possible dynamic states. 1 
shall also distinguish between the conceivable states  and 
the possible or attainable  states,  a distinction that will 
become clear in a  moment. I shall also be writing about 
the effective number of states. If the brain is regarded as 
a continuous  record, its number of states may be regarded 
as infinite. By the effective number of states of a continu- 
ous record I mean  the antilogarithm to base 2 of the ex- 
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pected amount of information,  measured in binary digits 
(bits), concerning whatever it is that is stored in that 
rec0rd.3~ 

I shall assume that each  synapse can have effectively 
ten states. The precise number  here does not make much 
difference provided it is not  utterly wrong. If it  were  a 
million instead of ten it would make a  substantial differ- 
ence, but not if it were  two. It is a guess that  the number 
is small. 

On these  assumptions the effective number of conceiv- 
able  static  states is about f03x1011=21n12, equivalent to 
1012 bits of information. The  number of dynamic  states 
is obtained by assuming that each  axon can either  have 
or  not have an electric pulse in it. I am regarding  time as 
discrete here and believe this assumption would not  make 
much difference. So the number of conceivable dynamic 
states is 210”~  2101” =21012~1.01. This is about  the same 
as the number of static states, after taking  logarithms 
twice. Most of these states would not be symbolic of any 
sort of reality; in other words, most conceivable states of 
the  brain would be quite mad. There  are more ways of 
going wrong than of going right.  A lot of them would 
presumably be substantially equivalent in the sense of 
leading to substantially the  same activity, even if the 
states themselves were physiologically very different,23 
just as  two different languages or symbolisms can have 
similar practical effects, or two different machine  pro- 
grams  may effect the  same  calculation.  Equivalent  states 
of the brain are perhaps topologically identical, so to 
speak. 

Of all  these conceivable states of a brain only  a small 
proportion would be possible in the sense of being attain- 
able. This seems intuitively clear and  can  be checked by 
means of another approach. We  can consider  the rate  at 
which information can  be fed into  the  brain,  and  the  rate 
at which the  brain can modify its own state by thinking. 
If the  input is reading, the maximum rate is about  25 bits 
per ~ e c o n d . ~ ~ ~ ~  At this rate  the  amount fed in for  forty 
years at eight hours a  day would be 1O1O. Thinking would 
probably not  add  much  to this. (In  fact,  the direct func- 
tion of thinking is to handle  information, not  to generate 
it, at  any  rate if one definition of information is used.29 
Indirectly,  thinking  leads to  the generation of new infor- 
mation and of course helps to determine the  nature and 
importance of what is read, but these indirect effects prob- 
ably do  not undermine the present  argument.)  Presuma- 
bly the  number of possible states of the brain that  can 
actually be reached by reading can hardly be more than 
21°10. It is comforting that apparently only a  tiny  fraction 
of the  conceivable  ways of being  mad  are  actually 
possible. 

Unfortunately these estimates are open to dispute. 
McCulloch,ls citing von  Foerster,lg  conjectured in 1949 
that  in a small, deep  portion of the brain there may be as 
many  as 1 0 2 1  protein molecules, each  capable of storing 
at least one bit of information. But that was nine years 
ago  and I should not be surprised if McCulloch no longer 
believes it. If it is true, it  may  enable  men to hold the 
machines in check  should they become obstreperous. 

These estimates can be compared  with the potential 
capacity of printed books. The  Library of Congress, with 
nearly  ten million books, would have a capacity of say 
1013  bits.5 In practice the  information  in these  books is 
highly “redundant,”  in  the sense of  information theory, 
but so is the  information  in  the brain, and presumably to 
much  the  same extent if we are concerned only with 
reading  as the input. It seems reasonable to suppose that 
one  brain  cannot hold as much as  one thousandth of all 
printed knowledge. 

But not all knowledge is equally important  and  not all 
of it is scientific. The  London Science Museum Library 
has about  400,000 volumes, including 10,000  current sets 
of periodicals.6 Perhaps a tenth of all publication is scien- 
tific. Most new knowledge appears in periodicals, so that 
10,000 books a  year is a fair measure of what  you have 
to read to  make  sure of a  comprehensive coverage. This 
ignores the backlog. But at a guess only a quarter of this 
is original, and of this quarter say  a  tenth is reasonably 
important. 

If scientific knowledge were sufficiently well presented 
it begins to look  as if one  man with a perfect memory 
could  know  a  reasonable  fraction of what is important in 
science, and  could  know  all of what is highly important. 
This proposition is intended to apply to each  meaning of 
the word important, but not  to all of them at  the  same 
time. I confess that  the proposition does not really convey 
any information. 

Access to published literature is not  the only problem 
in  the communication of scientific information. Consider, 
for example, the following statistical decision problem. 
Suppose we are testing some simple statistical hypothesis, 
such as that cosmic rays or atomic fall-outs have  no effect 
on  the mutation rates in mice. Suppose  we  have  done an 
experiment and it reaches  a significance level of 5  per- 
cent. Should we reject the null hypothesis? It may  occur 
to us that  the experiment  may  have been performed by 
other people  without significant results. If these other 
experiments  were  taken into account the  total significance 
of all the experiments  combined may be negligible. More- 
over the  other results may  have been unpublished  because 
they  were non-significant and therefore  uninteresting. So 
we are  left guessing even with  immediate access to  the 
published  literature. This may be one  reason why appar- 
ent medical  advances  often do not fulfill their early prom- 
ise. The published statistics are biased in  favor of what is 
interesting. 

The next  question is how a man could  acquire an en- 
cyclopedic knowledge, what could  help it  and what  pre- 
vent  it. I shall first consider the question  independently of 
artificial aids; or  rather of new aids. Even books and stone 
slabs must  have  been  regarded  as artificial or  supernatural 
when  they  were first introduced.  Progress  depends  on 
artificial aids becoming so familiar that they are regarded 
as natural. 

Perhaps  the requirement that seems most obvious is a 
good innate memory,  but I doubt if this  is  anything  like 
as important as it seems. Thousands of chess players and 
card players develop a  memory that seems phenomenal  to 
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a beginner.  A good memory probably  depends more  on 
interest and incentives than  on  anything else. 

Children  are supposed to  learn  their first language 
faster  and better than adults. I think this again is a  ques- 
tion of incentives more  than  innate  memory. A child who 
keeps  making the  same mistake is continually  teased by 
his friends; an  adult is not teased so much. 

A  vital  principle in learning and teaching is a firm 
belief in the  importance of general  principles. General 
principles are  often  both obvious and overlooked. It may 
be  conjectured that scientific ability (and  perhaps even 
the I.Q.)  depends  largely on  an early habit of thinking  in 
terms of general  principles, of forming abstractions, of 
attempting to generalize, of looking for analogies, of ask- 
ing  what is fundamental,  and of repeated return  to  the 
elements  (like the scales in music). Hilbert’s recipe for 
mathematicians was “a lot of beginnings.” By often  think- 
ing about what is usually taken  for  granted, like the  fact 
that things fall,  you may believe you  can levitate, or you 
may invent  a flying machine, or a  law of gravitation. To 
the  unusual all things are unusual. 

It is surprising  how many  teachers  forget  to emphasize 
the  fundamental points. They  often go into turgid  techni- 
cal details, when the  fundamental points alone would be 
of far  more value. 

Another  important subject for  the scientific generalist3” 
is classification. There have  been  various attempts to clas- 
sify knowledge in  the  form of a  tree. In  fact  the organiza- 
tion of every university is such  an  attempt.  The Universal 
Decimal Classification is another one. The difficulty of 
carrying  out  such a classification is exemplified by the 
subject of this  symposium. The following headings in  the 
Universal Decimal Classification are all  relevant:  Tele- 
communication, Linguistics, Education, Psychology, Bib- 
liography, and  Electronic  Computers.  These  are  at very 
different places in the classification. 

Thus the tree of knowledge is a  sort of banyan tree  or 
rather a  network. The network has nodes and roads. The 
roads  are  not all equally  good; good roads correspond to 
strong associations. The strengths of the associations may 
be different along the  two directions between two nodes. 
We can  cope with this in our model by making  each  road 
one-way.  We  may think of the  network as  electrical  with 
the  roads having  various  impedances and with a valve in 
each  road.  Apart  from  the impedances we have  what the 
topologist calls an oriented h e a r  graph. 

The use of the word impedance rather  than resistance 
suggests a theory  about  the  brain,  though probably  a 
wrong  one. It suggests that  the impedances  along the 
nerve fibres or at  the synapses  may  depend on  the in- 
stantaneous frequency of the electroencephalogram. This 
suggests that if you have difficulty in  remembering any- 
thing  you  should try switching to  another  frequency, 
which can be done,  for example, by closing the eyes. The 
McCulloch-Walter theory  about  the electroencephalo- 
gram is quite different.’O It seems likely that changes of 
resistance at  the synapses can be achieved by biochemical 
mechanisms, so that  the suggested mechanism  may  not 
be required,  although its effect may not be the same. 

Instead of representing fields of knowledge by nodes 
we could  use the nodes to represent scientific propositions, 
or perhaps atomic propositions, an expression  used by 
Wittgenstein though  he probably never defined it.21 (An 
atomic proposition can  perhaps be best defined as any 
proposition belonging to a particular set, S, of proposi- 
tions, S being minimal, i.e. none of its members can be 
expressed in terms of the  others with the help of Sheffer’s 
stroke. S should also be complete, i.e. every (Scientific) 
proposition  should  be expressible in  terms of the members 
of S. It is not necessary to assume that S is unique. This 
definition would be adequate  for symbolic  purposes 
though so far  no  one  has produced a useful set, S, of 
verbally expressed atomic  propositions.z2) 

The connectivity of the  network would now be very 
high. It would have  one or more vaguely tree-like sub- 
structures  but with innumerable cross-connections, rather 
like a complete  nervous system. In  fact  it  may serve as a 
picture of a comprehensively  stocked scientific brain.  It 
would also resemble an organization of people, with the 
strength of the association between a pair of nodes cor- 
responding to  the  amount of information  that flows be- 
tween a pair of people. Difficulties in organizing people 
for any project depend largely on  the  fact  that  the project 
cannot be logically organized  in the  form of a tree.  This 
is more  than  an analogy when the project is a university, 
because the organization of a  university  ought to look 
like the knowledge network viewed from a  distance. 

The network of propositions is the fine-structure  net- 
work; viewed from a short distance  away it looks like a 
network of documents as  considered by Fan07 from  the 
point of view of the retrieval of recorded  information;  and 
still further away it looks like the  structure  diagram of a 
university or of the Universal Decimal Classification. 

I have been  talking as if the nodes formed  clumps or 
ganglia, but really the network is topological, and a clump 
needs a topological definition. Given a  subset of nodes we 
could define its clumpiness  as  say 
min xlZij l -* ,  

where the Zij are  the impedances. A clump or ganglion is 
a  large  subset of nodes  with a large clumpiness. A docu- 
ment usually corresponds on  the whole to  one or more 
clumps of scientific propositions. 

Imagine a particle performing a random walk on  the 
knowledge network  with the probability of traversing a 
road depending on  the strength of the association. In  the 
long run  the particle will be  at each  node  for a certain 
proportion of the time  (since we can safely assume that 
the  network is connected).  Then a possible recipe for 
wide learning is to allocate one’s time  in  these same limit- 
ing  proportions. This recipe  could  be  applied  either to  the 
document  network or to the  propositional  network. A 
possible desideratum for  the definition of the strengths of 
the associations would be that  the two recipes (and all 
analogous ones) should  be consistent with each  other. 

All this is only  pseudo-quantitative. It would be very 
difficult to  make it properly quantitative. It represents an 
idealized form of mechanized  knowledge in vague general 
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terms, and resembles Bush’s mythical Memex machine. 
In practice,  a person’s reading  actually resembles a 

randomly  moving  particle. But some of the nodes act as 
centers of attraction partly because of the advantages of 
specializing. The impedances  leading into these  nodes are 
much smaller than those  leading out.  This  may be the 
main  thing that distinguishes the specialist from  the gen- 
eralist. Also  in  practice the motion is Markovian  rather 
than strictly random: when a road is traversed its im- 
pedance is lowered and then slowly increases  but usually 
never gets as high  as it was originally. 

Even  the generalist has  to  do some specializing, other- 
wise he would not  learn  the  true  nature of scientific work. 
He needs to know  everything about nothing  as well as 
knowing nothing about everything. 

This network  model of knowledge leads as  a  corollary 
to the  importance of general principles, because each 
general  principle is a  node with a  lot of connections 
(associations). 

There  are  many hints, which I shall not discuss, con- 
cerning the use of libraries and abstracting  journals. There 
is a good account by N. G. Parke.8 It is also important  to 
be  able to  read  both  fast  and slowly, changing  speed  ac- 
cording to needs. Fast reading would be possibly facili- 
tated by having books printed with alternate lines running 
from right to  left, since the eye would then not have so 
far  to travel. This may be called boustrophedon  printing 
(like an ox ploughing  a field).  The method was used in 
early Greek inscriptions. An increased size of alphabet, 
as suggested by Bernard  Shaw, would also save  reading 
time and printing and storage costs, but here  too  the 
capital  cost would be  high. 

In mathematical printing, the reader’s physical move- 
ments  could be decreased by repeating formulae,  and by 
printing symbols in the margin on their first occurrence. 

My  brother,  A. J. Good,  once  made a  useful suggestion 
about learning. It was that  after reading  a  book  you 
should read  through  the table of contents  several times. 

I have been talking about acquiring existing knowledge. 
I do not wish to imply that the  emphasis given to different 
scientific subjects is already  optimal. If the  purpose is to 
extend knowledge then, in the above  network  model, the 

strengths of  the associations may  be  replaced by what  they 
ought to be instead of what  they happen  to be. If the 
greatest  happiness of  the greatest number is the criterion, 
there should, for example,  be far  more research on a 
science of  tastes.17 It may help to suggest a name, say 
geistics (from YEIJUTLKOP)  or saporology (a hybrid but 
perhaps better-sounding name). Without any increase  in 
world food production the  total enjoyment of it  may be 
capable of a big increase. There  are so many  unique 
tastes that  it is clear that taste-space is at  present only 
thinly filled and  many new tastes  remain to be  discovered. 

Closely connected with this question of new fields for 
research is the  fact  that  there seems to  be  no scientific 
periodical (of  the ten thousand  or so that  are published) 
that is devoted to  the publication of half-baked ideas. Did 
Gauss, PoincarC, Hilbert,  or Einstein  keep  notebooks of 
half-baked  ideas and if so where are they? The main  com- 
munication of half-baked  ideas is through science fiction 
and personal  contacts. Bertrand Russell recently  said that 
the anticipations of science fiction are  much  more intelli- 
gent than  the expectations of statesmen. The Manchester 
Joint Research  Council in 1950-53 said that personal con- 
tacts are  much  more  important  than  the printed  word. 
Will this  be so true when Half-Baked  Ideas is published? 

It is time now  to ask how  much a man  can “know” in 
effect with the help of a desk-aid. 

Imagine a man seated at a control panel, designing 
aircraft.  Part of the panel  could give control of a  wind- 
tunnel  and of other experimental  work. This  part of the 
panel  may simply be a  telephone. Another  part would 
give control of one  or  more computers,  with automatic 
programming.  A third  part would give quick access to 
the literature. 

In the  diagram of Fig. 1 everything  communicates  both 
ways with the “decerebrated  man,” and  in  no  other way. 

If the writing paper were  replaced by suitable  digital- 
ized information,  operated by means of a  keyboard,  then 
it could  be transferred  into  the box marked literature. It 
could  also be  transferred without  digitalization, but  it 
would need  a digitalized tag as in  the Rapid S e l e c t ~ r . ~  

Some of the experiments  would  be  very expensive and 
one of the main functions of the  man is to decide when to 

Figure 1 
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Figure 2 

launch these expensive experiments. The time to  make 
these decisions is,  roughly  speaking, when relevant infor- 
mation can be  expected to  come in slowly. This is a sort 
of general  principle for making decisions. Without  the 
computer  and without rapid access to  the  literature  the 
decisions will be  made using less information. I expect 
you have all had  the experience of requesting a book 
from a library,  and when you  get it  hardly  remembering 
what  you  wanted it for. 

The set-up  could  be modified by allowing the  computer 
to communicate directly  with the experiments and with 
the literature. It could not  communicate directly  with the 
brain except  by extra-sensory perception. We should then 
have  the set-up  shown in Fig. 2. 

The complete  system  could  be  a lot  more effective than 
a better man without  aid. There is nothing new in this 
situation; a man with a  race-horse can  sprint  faster  than 
any  athlete. 

The  computer is now seen to be in  competition  with the 
man. If the  computer were good enough  the  man could 
go home.  A firm called IBP,  International Business Peo- 
ple, would then grow  up. It would be staffed by robots 
only. At  their Symposia  they  would discuss whether 
people  could  think. 

To come  down to earth we may  ask what  are  the  prob- 
able new advances in consulting the  literature in the  near 
future?  They  do  not all depend on mechanical  aids. I 
should like to discuss some of them briefly under seven 
headings. 

1. Libraries 

These  can of course be improved by orthodox methods, 
by simply spending  more. There could  be more libraries 
with more books and  more staff, and with more  rapid 
exchange of books between libraries. If books  could be 
printed  on  thinner  paper,  at least for a part of the printing 
of each edition, then  the  problem of space  in libraries 
would  be partly solved. There may be some  scope here  for 
more chemical research concerning  paper-making. 

It would be  convenient if each book  could  have at- 
tached to it a collection of all its reviews. There is some 
danger  here though. One of the reviewers of a book by 
C. E. M. Joad admitted  privately that  he gave the book  a 286 
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scathing review although  he  thought  it was a good book. 
He said  it was more  than his job was worth  to praise the 
book  in print. Such a dishonest review needs less pub- 
licity, not  more. Unless of course it is known to be bogus. 

2. Abstracting journals 

It  would be  very  useful if scientific abstracting  journals 
would produce  more cumulative indexes, especially au- 
thor indexes  with the titles of the articles  attached. This 
would be  a simple IBM sorting job;  perhaps  the  Govern- 
ment should subsidize it. 

It would also be  very useful if the abstracts themselves 
could  be  re-sorted by subject, to cover say periods of five 
years and twenty  years, and  printed  up.  The microcard 
system does  this to some  extent but  each recipient has  to 
do his own  sorting. You might drop  them  on  the floor 
after eight years of sorting and  have  to re-sort  them. 

3. Photostats 

These should be more readily accessible and  at lower  cost. 
Authors of papers  should give the full range of page 
numbers  in  their references to facilitate the requisitioning 
of photostats. I know that the  London Science Museum 
would support this, because I have asked them. 

4 .  “Micromicrofilms” 

The first question is how  soon will it be possible to get 
linear  reductions of a few hundred econ~mical ly ,~~~O  and 
what would it cost to  put  the whole of the Science Mu- 
seum  library,  or  the  Fine  Hall mathematical library  on 
your writing  desk? Could a  micromicrofilm reader be 
developed that would make  ready access possible?Z7 Could 
copyright difficulties be overcome? Could  the  ordinary 
index cards of the libraries also be micromicrofilmed an- 
nually and distributed? Would  the new fast  printers being 
developed for  printing 10,000 lines per  minute  (for  the 
Bureau of Old Age and Survivors Insurance)  be a suit- 
able device for this annual distribution of the index?  All 
this would be more useful than  it  may seem at first, be- 
cause in  the  comfort of his study a  scholar would be 
prepared  to  learn  and  make use of far  more elaborate 
indexing  methods than he can usually tolerate  in  a  public 
library. 



0 5 .  Incentives 

I mentioned incentives before, but they are relevant  again 
in this discussion of plans for the near future. For exam- 
ple, the incentive to mechanize is much higher in  the 
United States than elsewhere, because labor costs are 
higher.  Should  referees of articles  be  paid, so as to  make 
it possible to fine them  for keeping  manuscripts too  long? 
Should  technical  papers  written  in the Civil Service  con- 
tain, besides the author’s  signature,  acknowledgments for 
help  received? 

6.  Linguistic  difficulties 

This includes difficulties arising out of bad exposition. 
Should each member of an audience at a lecture  have a 
knob  to  turn  to indicate his degree of understanding, the 
total  current being presented to  the  lecturer  on a dial?ll, 
Should science students  be given lessons in technical ex- 
position and in  technical  reading, and who  by?  Inci- 
dentally  a  decimal classification of rules  for writing 
informative English exists.12 

Very great help  could  be given to  readers  both of their 
own  language and of foreign  languages by means of better 
technical dictionaries. What is needed is up-to-date spe- 
cialized d i~ t iona r i e s .~~  A routine  for compiling  these  dic- 
tionaries would be via the abstracting  journals. On  the 
first occurrence of a  technical  term in  an abstracting 
journal  it should  be  accurately defined in a footnote.  (If it 
is a vague term its degree of vagueness could be accu- 
rately specified.) A cumulative  index of the defined terms 
would be  necessary, and cumulative  dictionaries could 
then be  compiled. These dictionaries would sell like hot 
cakes, so that  the expense may be  defrayed.  (See also 
Ref. 28,  pp. 16-18.) 

It should  be one of the explicit responsibilities of ref- 
erees to judge whether new terminology was useful, or 
adequately  self-explanatory. Stuart Chase made a  naughty 
remark  about scientific vocabulary. “Some professors 
seem to feel that if they can only  get a terminology which 
is dense  enough,  they  have  somehow  achieved the scien- 
tific method. All they have  done is to  shatter  the com- 
munication line.”15 

How  about foreign  languages? It  may be worth  holding 
in mind  that when you have difficulty in understanding a 
foreign  article, you  may be less to blame than  the  author. 
But assuming the exposition to be adequate,  there  are 
still difficulties, the main one being  vocabulary,  just as  it 
is when  trying to understand another specialist talking 
English. It would be  helpful to  have  frequency lists of 
specialized vocabulary  in  each of the  major languages. 
You  could  then learn  the words in  frequency  order so as 
to maximize the expected  utility per  hour spent in  learn- 
ing  vocabulary. The compilation of these specialized lists 
would be a  very  large IBM sorting  job. There is some 
interesting  statistical  theory  connected with the compila- 
tion of such l i~ts.1~31~ 

I can hardly  leave this question without  referring  to 
mechanical  translation. This is a field of  work  that seems 
especially appropriate  for UNESC0.Z5 Perhaps they 

should  spend  a much  larger  proportion of their  funds on 
it, and especially on  the invention of an unambiguous 
intermediate  language. This leads me  to  my last heading. 

0 7 .  Datunz handling and datum  conversion 

When print is set up by means of a  keyboard it would not 
be at all expensive for a  digital  magnetic  tape, or its 
equivalent, to be prepared at  the  same time. All printers 
of books and periodicals  could and should do this. These 
tapes  would then be useful for  the following  purposes: 

a) For sending abroad  for reprinting. Note how cargo 
handling can be replaced by datum handling. 

b)  For  other reprinting  in type of different size, or for a 
different number of words to  the line. 

c)  For  later printing on specially thin paper,  or  for  other 
reprints  after  the printed type pages have been broken 
UP. 

d) TO speed up  the  production  of a  second  edition. 
e)  For conversion into Braille. 
f )  For conversion into microfilm via a cathode  ray  tube 

g)  For conversion into micromicrofilm via an  array of 

h) For mechanical  translation. 
j )  For inserting  easier  synonyms  in  brackets for  the 

benefit of all readers, especially foreign ones. This 
might be a part of a more general and difficult project 
for translating  articles from English into English, but 
this more difficult job  may be better done by young 
research  students  via  a central  bureau. 

k)  For re-sorting by subject when the  book deals with 
several subjects. 

1) For indexing, possibly for a joint  index  with  several 
other books. 

m)  For compiling the cumulative  dictionaries of special- 
ized vocabularies  mentioned  earlier. 

n)  For compiling the  frequency lists of vocabulary also 
mentioned  earlier. 

p)  For  boustrophedon printing. 
q) For conversion into simplified spelling. (When a bill 

in favor of simplified spelling was  considered in  the 
British House of Parliament  it was  only  just  rejected.) 

display. 

cathode  ray  tube displays. 

r )  For conversion into a larger alphabet. 

There  are also datum-conversion  jobs that would  be 
required merely because  different printers  may use differ- 
ent types of magnetic tape, or punched  tape  or cards, or 
just  plain  print! If there  are n different media  then  there 
may  be  as many as n ( n -  1) distinct  datum-conversion 
jobs. Perhaps this problem  can  be rationalized, as in 
mechanical  translation, by having an intermediate elec- 
tronic medium. Then only 2n distinct  types of machine 
would be required for  datum c o n ~ e r s i o n . ~ ~  

In  conclusion I should  like to refer to some  sentiments 
expressed in  the editorial of Nature re~ent1y.l~ It said 
that  the only way to meet the challenge of communication 
inherent in  the diversity of the  natural sciences is creative 
thinking, and also the type of environment  provided by 
the great universities and  the great  research  institutes. 287 
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“From such  environments,  comprising  communities of 
investigators,  working  together  in a common  mode  but  in 
divergent fields, in  continuous  converse,  in  sympathy  and 
in  rivalry,  without  predetermined  goal,  without  overcom- 
mitment as a body to any  given  sector or to any  one 
approach  to  the  natural  world,  have  come a goodly  pro- 
portion of the real conceptual  advances  which  have 
proved  to  be  landmarks  in  the  history of science.” 

That  is a fine piece  of  prose for  a scientific  periodical, 

but let’s not forget  the  apparent  exceptions.  Newton’s best 
work  was  possible  because  Cambridge  University  was 
closed  down  during  the  Great  Plague  and  there  have  been 
plenty of other lone workers,  though  perhaps  at  some 
time  in  their  lives  they  all  had  the  sort of environment 
mentioned.  Among  them I think  were  Galois,  Heaviside, 
Einstein,  Dirac  and  Eddington. So let’s pay a reasonable 
proportion of people for doing  nothing,  without  bom- 
barding  them  with  too  much  information. 
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