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Abstract: Analysis of the research and development process has suggested improved techniques for esti- 

mating the anticipated effort requirements for engineering projects. logistic  growth curves have  been fitted to 

the time distribution of cumulative man-hours, and  an effort-distribution array permits the extraction of 

meaningful information from historical cost records.  These provide  a consistent basis for adjusting current 

project schedules and  making further estimates. 

Introduction 

In almost all industrial or military  research and develop- 
ment  activities,  we  are  interested  in  predicting  the 
probable effort requirements for applied  research and 
development  projects. As the  pace of competition accel- 
erates,  and  the technology of many products becomes 
more complex, an increasing premium is placed on ac- 
curate forecasting  methods. To date,  much of the esti- 
mating for R & D  projects has been done  on  an ad hoc 
basis, and even educated guesses in  this area have at times 
turned  out  to be wrong by as much as 300% to 400%. 

Traditionally, R & D estimates have been made by 
comparing the  job  at  hand with jobs previously com- 
pleted. When  job breakdowns,  matrices, and estimating 
check-lists are available,  forecasts are  more  accurate,  but 
all too  often  the records are  not truly comparable  from 
job  to job.  Since an experienced  estimator largely weighs 
the  performance requirements of a  new  project  against 
his  recollection of relevant prior jobs, he  may  obtain a 
highly subjective estimate. The present  study investigates 
broad,  stable  patterns and relationships  in the R & D 
process, so as to provide  a basis for  at least limited im- 
provement  in  forecasting  accuracy.  Since the  outcome 
of a  development  project is affected by a large  number of 
factors with wide variances,  a  prediction accuracy of 
* 25 % of total  actual time and effort would be considered 
a significant improvement for many projects. On  major 
systems projects,  which often  run  from 3 to 5 years, an a 
priori estimate which falls  within & 50% of actual would 
be of value for planning  purposes. 

In scheduling we are interested not only  in the total 
effort requirement, but  also  in  its  distribution in time; in 

*Portions of this  paper were  presented  at  the Tenth  National  Meeting 
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Novemher 15,  1956. 232 

IBM JOURNAL ' JULY 1958 

this paper we examine the problem with emphasis on  the 
distinction between the phases of work and  the items 
and problems worked on. The distribution of effort within 
sequential  phases of work appears  to be  more sensitive to 
task  complexity than  the traditional measure of total effort 
spent on subtasks. It should  be  emphasized at  the outset 
that we are  not dealing  with  phenomena  which exhibit 
stability in a  rigorous  quality-control sense. 

Problem  complexity is defined as a function of the mag- 
nitude  and difficulty of the task at hand. Magnitude is 
measured by a count of suitably chosen unit  elements 
comprising the  primary task, while difficulty is repre- 
sented  as an index based on previous comparable work. 
With this in mind, we set up  an organized set of records 
(the effort-distribution array)  and  provide a  body of rules 
(the logistic and phase curves)  for developing  forecasts 
and schedules from these  records.  Starting  with the best 
information obtainable from  expert estimators, we refine 
our knowledge of the process parameters by feeding data 
back into  an accumulating  body of records, in a consistent 
manner, as  each  project is run.  The method is capable of 
continued  increase  in  accuracy if systematically applied 
for several successive projects. It has been programmed 
for  the IBM 704 Data-Processing  Machine. 

This  paper will discuss the research and development 
process,  examine the  transformation concept and its ap- 
plication to forecasting and monitoring, and describe the 
method of developing an effort-distribution array  for a 
given project. 

The research and development complex 

Applied  research and development  may  be  regarded  as 
two segments of a chain which begins with fundamental 
research and terminates with the  manufacture of new 



products. This sequence is shown in the lower portion of 
Fig. 1. If a  prediction of total  time  and  man-hours to 
complete  a given project is made, we may plot the  actual 
outcome, once the job has been run, as a  percent  deviation 
from  the prediction. We define the confidence limits as 
the  boundaries of the  areas within which these deviations 
may be expected to lie. In Fig. 1 three confidence intervals 
are shown. The limits tend to converge because, as the 
production  phase is approached,  the estimator has in- 
creasing knowledge concerning objectives to be achieved, 
the operating  parameters  and  statistical stability of the 
process, and the  methods and technology to be employed. 

Knowledge of the process being measured  tends to 
decrease as we go towards  research. This is illustrated by 
the three pairs of limits of Fig. 1. The dashed lines rep- 
resent tolerable  prediction limits in  a given situation. Pre- 
dictions useful for budgeting and planning  should  have  a 
probability of accuracy within the indicated limits. The 
solid lines give a  qualitative  estimate of what is presently 
achieved with conventional  forecasting  methods. And 
the  dotted lines indicate  the  improvement that is sought 

with the techniques  proposed  here,  namely, to extend the 
useful  prediction range over the full area of engineering 
development, and slightly into applied  research. Much  of 
the  latter  and all of fundamental research are considered 
too open-ended for  the method to apply. It should be 
emphasized, however, that since the study is still in prog- 
ress, the relationships discussed below represent  a  work- 
ing hypothesis, and  are subject to verification in the light 
of additional data. 

The present investigation is, therefore,  concerned with 
the time  span between the inception of a development 
project and  the point  where the first article  meets all ap- 
plicable specifications, and is released for  manufacture. 
This  interval  has been subdivided into the  sequence of 
activities shown in Fig. 2. In  the field of electromechani- 
cal systems and equipment design this sequence appears 
to have considerable  stability. In  other fields, slightly 
different activities may be appropriate,  although  there  ap- 
pears to be widespread agreement in general on  the  nature 
and ordering of activities in  research and development. 
This sequence is essentially independent of the  content of 

Figure I Probable deviation limits for actual vs estimated costs 
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Start of project 

1. Basic conceptualization and  planning 

2. Crystallization and methodology 

3. Experimentation and reduction to practice 

4. Preparing specifications to guide subsequent 
design 

5. Design and logic planning 

6. Design (for experimental model) 

7. Drafting (for experimental  model) 

8. Building and testing of experimental  model 

9. Design (for final model) 

10. Drafting (for final model) 

1 l a .  Engineering model 

1 1  b. Design and  build test equipment 

12. System testing and debugging 

Initial statement (or specification) o f  design and per- 
formance objectives * 
0 Formulation of problem Literature search Analy- 
sis of problem * Fundamental  inquiry Formulation o f  
hypotheses Conjecture as to nature or technique o f  pos- 
sible solution Gestalt generation: “This  looks like a 
possible solution” 0 

0 Determining  approach to experimentation Design o f  
experiments 0 computation and simulation of anticipated 
relationships Designandsketchingof experimentalstruc- 
tures 0 Determination of problem-solving methodology 0 

0 Build breadboard models 0 Construct test equipment 
for experiment a Conduct experiment 0 Take measure- 
ments * Analyze results * Test original hypotheses * 
Evaluate 0 

Write  down recommendation based on the  findings of  
the foregoing work Specifications Definitions Sys- 
tem philosophy and structure 

Engineering approach to  the whole design Develop- 
ment and evaluation of alternative configurations,  struc- 
tures and the way they will  be combined 0 

* Design and layout of structural and functional  features 
of all parts of the equipment for experimental  model * 

Preparation of sketches,  schematics, detail and assem- 
bly drawings, parts lists and bills of materials Checking 
of the  above for experimental model 

* Fabrication, assembly and test of experimental model, 
experimental  circuits, components and techniques In- 
clude  construction of test equipment intended for this 
phase primarily * (Charge engineering changes found 
necessary here, to Design 9) 0 

* Same a s  6, but  intended for engineering model (“First 
article”) Include industrial design here 

Same as 7, but  intended for engineering model (“First 
article”) 

Fabrication and assembly of engineering model In- 
clude  such testing as is incidental to assembly,  but not 
performance testing of completed  device * 

Design and construction of all test equipment intended 
for use with the engineering model * 

Performance testing of completely assembled engi- 
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the project, i.e., the nature of the items worked on. The 
activities themselves continue while the items to which 
they are applied may change. 

The 13 activities shown  in  Fig. 2 are grouped into 
three phases: 

Phase  1 : Creative (exploratory) ; establish feasibility. 
Phase 2: Design; establish practicability. 
Phase 3 : Experimental Hardware; physical embodiment. 

Every  part of a given R & D  project must pass through 
these phases and activities at  some  time  before  the project 
is completed. 

For purposes of estimating, it is customary to  attack a 
project in parts. The  nature  and extent of this partition, 
of course,  depends largely on the field or industry con- 
cerned. Figure 3 shows a  typical  schematic of such a 
breakdown. While there are  no  hard  and fast  rules gov- 
erning  the  proper choice of subdivisions or how far this 
process should be continued,  experience has shown that 
at any given level of project responsibility, second- or 
third-order breakdowns are preferable. The partitioning 
process is inherently scaleless. While carrying the break- 
down to  the  “nut  and bolt” level is patently absurd, these 
procedures are as applicable to  the development of an 
engine as to the design of an  entire  aircraft. In this discus- 
sion,  first-order  breakdowns are termed tasks ( T) , second- 
order breakdowns are elements ( e )  and third-order  break- 
downs are subelements ( E ) .  

Figure 3 Job breakdown. 

Some  considerations in choosing the size of the smallest 

1. They should be of sufficient magnitude to  warrant 
the assignment of at least one  man  for a significant 
period, the length of time  depending on  the  opera- 
tion and its associated scale factor. 

2. As far as possible, they  should be physically self- 
contained. In dealing with  machines or processes, a 
good choice appears  to be a subassembly or clearly 
identifiable process stage. However,  a definable 
problem,  as  distinct from a piece of hardware, is 
also a  suitable  element.  (Military  environmental re- 
quirements  illustrate this point.) 

3 .  They  should be manageable by small numbers of 
men or teams. If the  subelement chosen is too large, 
prediction  accuracy is generally sacrificed. 

Initial decisions in this area are best made  on  the hasis 
of a company’s experience.  Most businesses can find nat- 
ural  first-order tasks. For example, in camera develop- 
ment we may find such items as body, film magazine, lens 
assembly, and drive  mechanism. Computers may suggest 
input-output devices, memories,  central processing units, 
controls, and power supplies. Here again, consistency of 
choice from project to project is essential to  the refine- 
ment of any associated measures of complexity and pre- 
diction  accuracy. 

The final step in scheduling an  actual project is the 
construction of a Gantt  chart or its functional equivalent. 

subdivisions are as  follows: 

I PROJECT 

T A S K  

I 

ELEMENT 

1 
SUBELEMENT 
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Consistent  with our concepts of work phases and job 
elements, the  Gantt  chart in  Fig. 4 is a  master  project 
schedule  which  indicates the  time when each task is 
scheduled to pass through  the various activity phases. A 
limiting  condition  would  be to lay activities end to end 
in  time, but this is patently  impractical in all but  the 
simplest of assignments. Knowing  which activities can be 
started simultaneously and which are sequentially  depen- 
dent is more  an  art  than a science, and  the decision is 
usually left to planners  experienced  in their field. How- 
ever, it will be shown  how  decomposition of cumulative 
effort curves  can assist materially in approximating op- 
timal Gantt charts. 

Once  a Gantt  chart  has been laid out we have effec- 
tively fixed the sequence, duration  and  manpower require- 
ments of each  element-activity  combination, and thereby 
uniquely  determined a schedule  polygon for  the project, 
as  shown  in  Fig. 4, top.  This polygon is the  curve de- 
veloped by cumulatively  adding the  total  number of men 
scheduled  each month.  In addition to  the  man-month 
polygon, two additional  curves are shown on  the  upper 
portion of Fig. 4. The  data  for  the “progress  estimate” 
curve  are  taken  from periodic  progress reports  prepared 
by project  engineers or other R & D administrators. “Ac- 
tual expenditures of effort” are  taken  from accounting 
records. The  ordinate is expressed both in percent-com- 

Figure4 Relationship of Gantt chart to schedule polygon. 
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Figure5  Typical  activity  lags  in Phase 2. The A 
intervals represent lead times between 
the start of successive elements. 

THE R AND D 

PROCESS 

A D M l  NI STRATI VE 
C O N T R O L  

REPORTS7 

/ 

Figure 6 The R 8, D transformation process. 

pletion and in a  suitable effort scale, such as man-months. 
The total appropriation  for  the job may logically be 
equated to 100% completion. It  then becomes possible to 
evaluate  schedule,  progress, and expenditures  in  terms of 
a common percentage scale. 

To illustrate the inherent scalelessness of the phase con- 
cept, Fig. 5 shows the time lags between several successive 
activities of Phase 2, the design phase. Whether we em- 
phasize lags between successive activities or successive 
phases depends solely on the  coarseness  with which we 
wish to estimate. In general, tasks and projects are best 
associated with their respective phase lags, while elements 
and sub-elements can be considered in terms of activity 
lags. Preliminary  studies  indicate that  the relative diffi- 
culty of diverse tasks  correlates well with their associated 
lead times. While the sequence  illustrated in Fig. 5 is not 
atypical, the objection might be raised that these lags are 
not actually  as  clear-cut as represented here. These points 
will be treated more fully below. 

The transformation process 

An essential difference between the R & D and  the pro- 
duction processes lies in the  fact  that the  production  proc- 
ess has  for its output a  population of discrete  objects 
capable of being uniquely identified and  counted, while 
the R & D process produces  solutions to problems. The 
output of the  R & D process is new knowledge embodied 
in  written  reports and experimental hardware, such as 
prototype models, shown in Fig. 6. The  input consists of 
human effort and money distributed in time. While the 
costs of materials, tools, test equipment,  and purchases, 
et cetera, do not seem to have  a  functional  relationship to 
the difficulty of the project, the availability of electronic 
computers,  nuclear  reactors,  and  similar high-power com- 
putational and test equipment, contributes  to  the produc- 
tive capacity of a  group. Use of such  equipment  should be 
noted explicitly in any  study of project effort. 

We are concerned  here, however, solely with the  man- 
hours of engineering effort. The lower portion of Fig. 4 
indicates that creative human effort is applied to  the work 
in successive phases. In each of these, the  rate of applica- 

tion of effort builds up  to a  peak  and  then diminishes, and 
the waning of a  leading phase is generally associated with 
the waxing of the following phase.  This  phenomenon is 
depicted in Fig. 7, which shows the  rate-of-effort  curves 
for  each phase of a  typical  project. The relation of the 
three phase  curves, with respect to magnitude  as well as 
location in time, is by no means fortuitous,  but causally 
related.  Preliminary  planning by a few men gives rise to 
a series of questions which must be explored by increasing 
numbers of other investigators. Eventually, the required 
answers are  found and  Phase 1 draws to a close. But 
while it was operative it generated  a sizeable number of 
specifications and engineering directives, which call for 
a relatively larger group of designers and  development 
personnel for Phase 2. These  in turn  produce drawings 
from which the Phase 3 hardware is ultimately built, and 
when the  latter is “de-bugged’’ the project is terminated. 

In practice, the trailing legs of the curves of Fig. 7 often 
extend for  protracted periods  at  a low level, since  a  small 
liaison, manual writing, or “clean-up” group is often re- 
tained to  attend  to the  inevitable  odds-and-ends  as  the 
project is released to production.  However, one can  agree 
that a  phase  shall be considered  terminated as soon as the 
effort level drops below, say, 1 percent to 5 percent of 
the phase peak. 

Since the phase  curves  overlap, we obtain points of 
intersection at points on  the time scale at which the rate 
of effort for  the leading phase exactly equals that of the 
lagging phase. We  term these time points AI, ha, . . . , and 
propose the time between them as real-life equivalents of 
the idealized lead-times of Fig. 5. The utility of X i  in 
project  monitoring is treated further in  the section en- 
titled,  “Establishing the Reference  Project.” 

It is apparent  that  the  rate  at which engineering man- 
power is applied to a  project at any  time  in its life is the 
sum of the  manpower  rates for each phase: 

@ ( t )  = + t ( t )  + + 2 ( t )  + + 3 ( f ) .  (1) 

The total effort (cumulative  man-hours,  man-months, 
etc.) absorbed by a  project from its inception to some 
time t i ,  is given by the  area under the phase curves, so that 
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for projects of sufficient magnitude to  treat  the functions 
as continuous 

F( t i )  =lt’ @ ( t ) d t  =lt’ & ( f ) d t  +Lt” & ( t ) d t  

This equation defines F ( t i ) ,  the cumulative effort ex- 
pended on the  project. Analysis of historical  project 
records appears  to indicate that  the cumulative effort of 
many  projects may be described by logistic growth  curves 
of the  form 

In  the present investigation, a  curve-fitting  program  has 
been written, based on  the  equation: 

K 
F( t i )  = 

1 + exp ( a  + bti + cti’ + (3a) 

The program first tries the Pearl-Reed  curve, in which 
both c and d equal  zero. If this does  not fit well it selects 
the best values, in the least-squares regression sense, of 
all the parameters a, b, c, and d ,  for given values of K 
and t,. It also determines  the closeness of fit in terms of 
the  standard  error of estimate. It is intended to increase 
the utility of this  program by adding routines  permitting 
iterative  scanning of incremental and decremental values 
of K and t,. The dotted line in  Fig. 8 shows the logistic 
curve fitted to  the cumulation curve (solid line) of the 
project of Fig. 7. 

The possible meanings of the several growth  curves 
which might  describe the R & D process are of some 
interest. At  the beginning of an R & D project, there is a 
latent body of unsolved problems. The number and com- 
plexity of this body of problems  may not be  known.  At 
the outset it is necessary to analyze the total  problem be- 
fore  the subproblems and their  sequentially  dependent 
implications can even be identified. This  initial analysis is 
made most efficiently by a  very  small number of indi- 
viduals. As  approaches to problem  solutions are con- 
ceived, more personnel  must be added to  the project to 

Figure 7 Rate of application of effort for sample project, by phases. 
The  number of men assigned to  each  phase of work  per  month, is shown by curves c$~, and $3. Their 
algebraic sum  produces  curve 9, the  manpower  distribution  for  the  entire  project. 
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begin  work  on  the  subproblems  now  formulated.  This 
analytic,  planning,  and  problem-solving  process is carried 
on  into  the  design  and  drafting  stages of the  job,  until  the 
original  body of problems is fully  explored  and  exhausted. 
From  this  point  on  there  generally is a  decline  in  the 
number of men  needed  on  the job. Through  the  experi- 
mental  assembly,  testing  and  debugging  phases,  there is a 
gradual  “phasing  out” of engineering  and  technical  per- 
sonnel  as  the  item  under  develapment is perfected.  This 
process of growth  and  decline  and  the  resulting  logistic 
curve is readily  related  to  population  growth  phenomena 
and  the  growth of living  organisms,  which  have  been  ex- 
tensively studied.”’ In  particular,  the  Pearl-Reed  curve, in 
which B ( t )  is linear,  has  been fitted to  the  growth of a 

population of fruit flies in  a  bottle,  and  describes  the 
change  in  population  density  in  a  confined  space,  as  a 
function of time.  There is thus  an  analogy  between  the 
exhaustion of the  set of unsolved  problems  in  the R & D 
process  and  the  exhaustion of space  in  the  bottles. 

Davis,’  however,  points  out  the  interesting  fact  that 
there is an  essential  difference  between  the  growth of a 
population  which is not  subject  to  a central mechanism of 
control  (the flies in the  bottle),  and  the  growth of a  popu- 
lation  which is. The  latter  situation is illustrated by the 
growth of the cells of a  pumpkin or the  increase  in  weight 
of an  animal  from  birth  to  maturity.  In  this  case, B ( t )  in 
Eq. ( 3 )  has  been  shown  to  approximate  the  cubic  func- 
tion b t + c t 2 + d P ,  with  the coefficients of odd  power  terms 

Pearl-Reed logistic curve fitted to cumulative  effort  for a sample project. 
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Figure 9 Cumulative  effort distribution. 
a)  Development of a large computer F(t).  

negative. If we consider the managerial  direction of an 
R & D  project  a  type of central  control  function, we may 
suspect that  the cubic function would apply. 

The R & D effort distributions for widely different 
classes of products  can be approximated by the family 
of logistic curves. Figure  9a shows the  curve for the 
development of a  large computer,  on a  percentage (di- 
mensionless) plot. This project was completed several 
years before this study was begun, and  the accounting 
information was not segregated on as  rigorous  a classifica- 
tion scheme as the  one  to be  outlined below. Nevertheless, 
the logistic curve gives an  adequate fit for planning pur- 
poses. Data  for a  calculator  and for a very large computer 
system are shown  in Figs. 9b  and 9c. Figure 10 shows the 
effort cumulation for a  small  electromechanical device 
manufactured by a small company, also prior to  the  for- 
mulation of this  method. This illustration  includes  a  toler- 
ance interval of 22.5% of the  nominal values of the 
parameters a and h. While their numerical values differ 
for  the two companies, the  functional relationship holds. 

There is a  temptation to speculate  whether given 
organizations or product types give rise to  character- 

240 istic distributions.  Johnson and  Turner,5 in  a  study of 

K = 102.0 
aa= 3.61 113 
bo=-0.108103 

do=-0.0000054 
ca= 0.000830 
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b)  Development of calculator of moderate size. 
c)  Development of very large computer  system. 

1 
00 

multiproduct engineering-sales relationships at  the Min- 
neapolis-Honeywell Regulator Co., show curves for en- 
gineering effort which were strikingly  similar to our @ ( t ) ,  
and were led to  state: “Most devices exhibited a similar 
pattern in the way that  the engineering effort increased to 
a  peak and then  decreased  rapidly to a  low level. The 
low level continued during  the sales life of the  product. A 
remarkable similarity appeared in the sales pattern.” 

This consistency of pattern  in the effort curves is note- 
worthy  in the light of the wide ranges of project  magni- 
tude,  nature of devices developed, size of company,  and 
time  span of data collection. 

While it is possible to achieve good fits to project  data 
with other growth  curves, the Pearl-Reed has  the con- 
siderable  advantage that  the  parameter K estimates the 
upper asymptote of the  curve explicitly, providing  a  direct 
value for  the  total effort predicted for a given project. 

The  upper  terminus of the cumulation function repre- 
sents two highly important quantities: total effcrt  and 
total time. The  shape of the  function describes the time 
path along which the  end of the project is approached. 
For forecasting, it remains to relate these factors  to task 
complexity in operational situations. 
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Establishing the  reference project 

Our estimating  procedure is based on  the  careful analy- 
sis of a  project  typical of a company’s class of work, called 
the reference  project. It is possible to select such  a  project 
from previous jobs, but unless the available  historical 
records are unusually  detailed and  accurate, it is prefer- 
able  to establish a current job as the reference for  deter- 
mining the parameters K and t ,  of later projects. 

Thus, if K R  is the total  number of man-hours (weeks- 
months) of the  reference  job, K=KnA, where A is a 
proportionality coefficient which is taken to t e  a  measure 
of task complexity. 

Complexity, as a  function of the magnitude  and diffi- 
culty of a  job, is not easily measured.  However,  in  any 
breakdown of a job into tasks, tasks into elements, and so 
on,  the magnitude  can be taken  as the unweighted count 
of the smallest subelements. In  the early stages of the 
forecasting  procedure the weighting function may have 
to be supplied by an experienced  estimator,  but after  re- 
peated analyses of successive projects this  information 
should  emerge from the data.  The estimation of difficulty 
is accomplished by suitably developed performance  in- 
dices $, which are discussed in  the section entitled  “Esti- 
mating and Monitoring.” 

An effort-distribution array of the type shown in Fig. 
1 1  is a  useful device for accumulating data while estab- 

Figure 10 Cumulative  effort distribution. 
Pulse mechanism for aerial camera control. 

80 - 
F(t)=K/l+ea+bt 

KO 5 102.2802 
log a, = 4.080328 
log bo = - 0.40781 1 
KU= KO= KL 

60 - log ou= log (lo - 0.025 l o g  a. 
log oL= log 00 + 0.025 log 00 

log bU= log bo - 0.025 log bo 
log bL= log bo + 0.025 log bo 

lishing the reference  project. If  we list the  subelement 
set F~ across the  top of the  array, as column headings, and 
list the activities Ii down the left-hand side for row head- 
ings, each cell of the  array will correspond to a  unique 
element-activity combination. Thus Til represents the 
total  number of man-hours generated by applying the i-th 
activity to  the j-th job element. The column  totals  define 
the  total time  spent in all activities on a given job element, 
while the row totals  show the  total effort spent  in each of 
the several activities across  the entire job. The cross- 
footed total in the lower right-hand corner gives the grand 
total effort. By proper grouping of rows or columns we 
can determine the effort attributable  to phases and tasks. 
The effort-distribution array used here is a refinement of 
job  matrices variously used in industry. It differs from 
these primarily in the strict adherence to the time-sequen- 
tial arrangement of the work phases, and  a rigid distinc- 
tion between the items and problems worked on ( F )  , and 
the nature of the activity ( I )  applied to them. Further- 
more,  the  array preserves the  input-output concepts dis- 
cussed earlier and generates all the information  required 
for estimating and monitoring  purposes. 

We  designate by T the concept of time  as  a  commodity 
(in man-hours, etc.), and by t the  notion of elapsed or 
calendar time. The  array presents an instantaneous pic- 
ture in  calendar  time. In practice, we make use of two 
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types of arrays, one showing effort during a single ac- 
counting  interval and  the  other showing cumulative effort 
to date. If the accounting  intervals are small  relative to 
the  duration  of  the project,  then  in  the limit, the row totals 
of  the first type of array generate points of the rate-of- 
effort, or phase, curves; while the  grand-total  term  gener- 
ates points on the  over-all project curve: 

T,j+ + l ( t )  
r:1 j=1 

and 

x 2 T i j + Q ( t ) .  
m IL 

1=1 j = ,  

Similarly,  the  cumulative arrays generate the integral 
functions 

E Ttij +JSt +l(t)dt, 
t i=l  j:1 

and 

Thus the row totals  describe effort input to  the R & D 
process, while the  column  totals  provide level-of-com- 

Figure I I Effort distribution array. 
Column totals: time spent on each job element; 

plexity information for  the elements of the job. 
It is worth  noting that each  column  vector  and  each 

row  vector of the  array is composed of independent func- 
tions of time. This property enables us to use this  device 
for projects differing widely in magnitude, and  for such 
activities as military product  development, which fre- 
quently starts with a  detailed specification that truncates 
Phase 1. 

Data-handling  procedures have been developed to 
transfer  and process the  information from the work place 
to  the  array. Effort data  are generated as soon as work is 
performed.  Once  each day this information is entered at 
the  source  on a  time sheet which is a sub-matrix of the 
array  and includes  only that  part  on which a given indi- 
vidual is likely to be working. 

The research  worker or engineer is thus called upon 
to make a daily judgment as to 

a )  Which  item he worked on; 
b) Which activity he  pursued; 
c)  How  many  hours  he spent on a particular combina- 

He enters the quantity (c) in the  appropriate cell of the 
matrix on his time  sheet. The information is validated, 
suitably  coded,  and  punched into IBM  cards. An  IBM 
704 program  has been written which generates  the array 
and produces  a  print-out of the  format shown in Fig. 11. 

tion. 

row totals: time spent in each type of activity. 

kT j = l  

CT 
i= l  __ 

mi 
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The accumulated data  are stored on  tape  for re-use the 
following week. The phase  curves and cumulation  distri- 
butions arc then  plotted from  the row  totals and smoothed 
for monitoring  purposes.  A separate  program  has been 
written for normalizing the recorded man-hours, taking 
into  account differences in  productivity of different man- 
assignment  combinations. It may  be  noted that  the con- 
cept of individual differences in job performance is 
important not  only to cost  estimates but  to any  prediction 
system based on  the analysis of human effort, and  further 
study in this area is needed. 

Estimating and monitoring 

Once a  reference  project  has been analyzed as described, 
the  estimation of a new project  reduces to specifying a 
cumulation function F ( t )  as in Eqs. (2) and  (3a).  This 
is equivalent to predicting values for K and  for  the  pa- 
rameters a, b, c, and d. If the method is being applied for 
the first time, the values of the reference project param- 
eters  must be used for  the forecast. If a number of projects 
have been administered in a manner consistent  with  these 
procedures, mean values may be superior, provided that 
their associated variances are sufficiently small. Other- 
wise the last  previous comparable  job may furnish  more 
appropriate values. 

The estimate for K is based on  the terminal  cumulative 
array  for  the reference  project. The  effort distribution of 
the reference  project is taken  as  unity for every  element 
and activity  combination of which it consists. This is con- 
sistent  with the concept of scalelessness and applies equally 
to elements, tasks, or  the  entire job. We proceed to build 
up  the estimate of K from estimates for  the smallest func- 
tionally stable  modules, or sub-elements. As previously 
stated, intelligent choices for these must  be based on each 
company’s experience  in its own field. In general, esti- 
mates synthesized from predictions for  each  part  are 
considerably more  accurate  than forecasts of the project 
in toto. The effort-distribution army enables us to per- 
form this synthesis systematically. 

Essentially, we compare the new job feature-by-feature 
with the reference job. The  column totals of the reference 
array show a  total effort figure, taken as unit  complexity 
for each  element.  We  can now either  estimate the total 
effort requirements of the elements  directly in  man-hours, 
or assign an  appropriate measure of complexity S j  to 
each.  Sundry  companies  have developed techniques for 
this. Epstein” treats the problem in terms of a “value func- 
tion.” Another method calls for development of a  per- 
formance index. Such an index takes into consideration 
increased levels of performance or output;  unusual power 

Figure 12 Task complexity  determined by graphic addition of relative  complexity of components. 
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consumption  constraints; severe size, weight, and cost 
restrictions;  unusual  environmental  requirements,  et  cet- 
era.  The following may serve  as an example  in the  area of 
memories for electronic  computers. Specifications for 
these devices often  include these considerations: 

Direction of 
Feature Improvement 

A Time/memory cycle (secs) Decrease 
B Word length (bitdword)  Increase 
C  Capacity of unit  array  (bits)  Increase 
D  Volume of unit  array  (in3) Decrease 
E Supply voltage variation 

tolerance ( % ) Increase 

A performance index $ may be constructed from  the 
above : 

BCE 
AD 

$ = -  

The dimensionality of all factors,  as well as  their func- 
tional  characteristics,  must be statistically determined in 
each case. However, if a measure  such as  this is used con- 
sistently over  an extended  period of time, it can become 
quite valuable for estimating S i ,  since Si is a proportion- 
ality coefficient which measures the effort requirements  to 
achieve  a given value of $. 

The element  estimates may be added either  graphically, 
as  in Fig. 12, or computationally. The radiating  delta lines 
refer to  the complexity level of the next higher break- 
down  echelon. That is, if  we are synthesizing effort by 
elements, the result is the net  complexity of the composite 
task.  Overall  project complexity is analogously computed. 
For new project features which have no  functional  coun- 
terpart in the reference array we can use either the average 
value for S R  as base, or estimate on practical  experience 
alone. Having arrived at a  value for AJ,  we must select a 
feasible total  time for  the project’s duration. A family of 
curves as illustrated  in  Fig. 13 is useful in this regard. The 
curves  plotted are equilateral  hyperbolas defined by the 
equation G t  = KEA, relating the average effective number 
of men G to  the calendar  time t of project duration.  The 
delta  curves are  thus constant-complexity  contours. The 
dotted lines indicate an example:  a  hypothetical  project of 
difficulty level 3 is seen to require  perhaps 300 men for a 
four-year period. The curves describe all possible ranges 
of combinations of men  and  time to complete a job with 
a specified amount of total effort. Which one of these is 
optimal in a given situation  depends on practical  consid- 
erations such as contractual commitments, availability of 
personnel,  competitive release dates, et cetera. Further- 
more, the relation is obviously not defined over the entire 
G t  plane. 

G only gives the net rate of application of manpower. 
Since our  rate of effort utilization was shown to follow 
@ ( t ) ,  we must also examine the peak number of men 
called for during the project. This is determined by solving 
@ ( t )  =0, and may influence our choice for t,. Ultimately 
a feasible combination of K and t ,  is chosen and  the task 
of generating a detailed project schedule  remains. 

For this purpose, an  adaptation of the method devel- 
oped by Johnson  and  Turner5 may he utilized. In examin- 
ing the relationship between engineering effort and sales 
income for a given product,  both as functions of time, 
Johnson  and  Turner  found sufficient regularities to postu- 
late  the  one as stimulus and  the  other as response, and to 
apply  the  Laplace  transform  to  generate a  transfer func- 
tion  relating the two. As  seen  in Fig. 7, we are faced  with 
an analogous  situation. We may therefore consider the use 
of a  similar transfer  function relating the  analytic expres- 
sions of the phase  curves with the overall function ( t )  : 

@,(SI = fr $bt( Lrn s t  . t ) d t / L r n e - . % ( t ) d t .  
Since this transformation is reversible, we can  obtain  the 
phase  curves  uniquely by making use of the inverse La- 
place transform 

9i = c - 1 { W )  .d: [Nt>l} .  
If we had confidence that all projects  have closely sim- 

ilar  time  distribution of effort in  time,  a  simple propor- 
tional scaling technique would suffice to  determine  the 
new value of +i. However, this is not  generally the case, 
and  the  Laplace  transform is a  convenient  tool  which 
enables us to  handle  the variations  in the  shape of (e.g., 
skewing)  with  a single computer program.  We  proceed on 
the assumption that,  for practical  purposes,  this transfer 
function is sufficiently stable between two successive proj- 
ects for useful  predictions to be made.  Since the activity 
content of the several phases is defined (Fig. 2 ) ,  it is then 
comparatively easy to develop  a Gantt  chart compatible 
with the predicted  value for +i.  

By generating the complete  project forecast as phase 
curves  over  time, we automatically  produce  predicted 
values for  the cross-over points of the several phases. Spe- 
cifically (see Fig. 7) we predict XI and  the accumulated 
effort 

9 l ( t > d t .  

At this cross-over point the project has progressed suffi- 
ciently for  the effort utilization of the second phase  to 
equal  that of the first, and similarly for  the  third  and sec- 
ond.  In this regard,  the point Xi is superior to straightfor- 
ward monitoring of F ( t ) .  The project  must  pass through 
these points, and  an examination of the  actual  and pre- 
dicted points in  time,  coupled  with the associated cumu- 
lative effort, provides a check on our initial  estimate of A. 
In practice it is desirable to normalize the  actual  man- 
hour  data first by applying  a  productivity factor.  Then a 
comparison can be made whether, say, a  delayed occur- 
rence of hi -actual was coupled  with  a  greater  cumulative 
manpower figure than predicted. If not,  the time  schedule 
can be reviewed to  determine whether the project can still 
be completed as planned, using the  same value of A, and 
to see whether the increased level of exertion is feasible. 
If a significantly greater use of manpower  had been logged 
at X i ,  we would have to conclude that we had underesti- 245 
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Figure 13 Graphical  method for selecting time  required for  project duration. 
For  most  companies,  this  relation is defined  only f o r  a limited  area  near,  but  not  necessarily  centered on, 
the  knees of the  curves. 

mated A,  and would then re-schedule with the revised A, 
advising all those  concerned of the  implications.  The 
required  algorithms  can be presented graphically or pro- 
grammed. Since XI generally occurs when about  one-third 
of either total forecast effort or promised delivery time 
has been spent, it is a very useful  early-warning device. 
Also, since it is possible to monitor  individual tasks and 
phases independently, we have a flexible tool for changing 
the basic process as far as feasible, by combining and/or 

246 truncating  certain activities. lncreased  familiarity  with the 

behavior of these variables  should  ultimately  lead to 
increased insight and control  over the R & D process. 

Conclusions 

The forecasting  method  described, if conscientiously ap- 
plied over two or  more projects,  enables us to  compare 
jobs systematically phase by phase  and  element by ele- 
ment.  It is estimated that accuracy of t 15% of total 
effort for familiar classes of products under development 
should be attainable. In addition,  generating the effort- 
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distribution  array  on a computer  enables us to  monitor List of symbols 
project  schedules  in a matter of days or hours,  whereas 
previously  such  information  was  not  available  for  weeks 
or  months, if at all. 

Projects  to  which  these  techniques  are  applicable 
should  be sufficiently large for random  fluctuations  to  be 
expected  to  cancel.  In  general, a project  should  have  at 
least four  or five first-echelon  tasks  and  require  the  serv- 
ices of a minimum of five men  for  approximately  one  year 
or more. 

Certain  limitations  are  inherent in the  present  study. 
The  data  were  collected in the  area of complex  electro- 
mechanical  devices.  and  the  exact  choice of effort  phases 
may  not  necessarily  apply  to  other  industries.  In  addition, 
the  length of time  and  cost  required  for  analyzing a refer- 
ence  project in this field make  the  conductingofcontrolled 
experiments  nearly  impossible. 

1. The  general  problem of personnel  interchangeability. 
2. Determination of the  best  composition of  a working 

group  in  terms of different  scientific  disciplines. 
3 .  Determination of a unit  module of effort,  and an  op- 

timal  economic  assignment  size  for  groups of varying 
magnitude  and  composition. 

4. Collection  and  analysis of considerably  more  data  to 
explore  the  variances of R & D process  parameters. 

The  implications  that  the  natural  growth of  a develop- 
ment  project  may  be  logistic  in  character  are  provocative. 
It means  for  instance  that a rectangular  distribution of 
manpower  assigned  to a project  (one  in  which  we assign  a 
given  number of men  to  the  job  from  the  outset,  and  leave 
that  number  unchanged  throughout  the  life of the  project) 
is decidedly  uneconomic. Of course  this is an  extreme  ex- 
ample,  and  not  commonly  experienced  on  large  projects. 
But  we  may  speculate  that  projects  which  are  put  on  crash 
programs, or truncated  by  administrative  decree,  could 
also  be  viewed  as  arbitrary  and  presumably  uneconomic 
distortions of a natural  pattern of project  behavior. 

Finally, a n  underlying  assumption of many  studies of 
human  effort is the  existence OF some  normal level of 
exertion.  Variations  from  such a  level are  certainly  con- 
ceivable. For instance,  there  appears  to  be a tendency  for 
an  operating  group  to  converge  upon a known  completion 
deadline  by  consciously  or  subconsciously  adjusting  their 
work  speed  by a normative  mechanism.  This  ability  to 
attenuate or concentrate  work  effort  to  meet  an  estab- 
lished  goal is not infinitely great, of course,  and we must 
be  within a certain  sphere of forecasting  effectiveness  for 
this  type of mechanism  to  operate.  lmproved  forecasting 
methods  and  careful  monitoring  and  adjustment  can  help 
in bringing  applied  research  and  development  programs 
into  this  sphere  on a profitable basis. 
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Further  study is needed in the  following  areas: 

Complexity  coefficient  for ~i 
Complexity  coefficient  for J or T 
Element  (2nd  level of job  breakdown) 
Subelement  (3rd  level of job  breakdown) 
Men, or group,  assigned  to  work 
Activity 
Job or project 
Total  effort  requirement  for J 
Phase  lag  (crossover)  point 
All  phase  lags 
Lead-time 
Laplace  Transform  operator 
Activity  phase 
All  activity  phases 
Rate of effort  application  for J 
Performance  index of a piece of equipment 
(Subscript)  Reference  job 
Calendar  time  (elapsed  time) 
Hours  worked  (time  as a commodity) 
Task  (1st  level of job  breakdown) 
Transfer  function 
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