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PERSONAL COMPUTER NETWORKING

Paul T. Antony
Hewlett-Packard

Although Local Area Networking- technol-
ogy is still at an early stage, it is already en-
joying rapid growth. Computing environments
increasingly require the interworking of
many different data processing devices, each
with its own degree of intelligence, each with
its own advantages in terms of functionality
and cost, each capable of operating more or
less independently of any other system com-
ponent, and, increasingly often, each supplied
from a different source in order to take ad-
vantage of the rapid developments in infor-
mation processing technology. Providing such
an environment through integration within a
local area network will offer the users of mini
computer based systems new power and ver-
satility, with which they will be able to offer
a real price/performance challenge to tradi-
tional mainframe based systems. An in-
tegrated system based on a LAN also offers
the hope of a smoother path for upgrading
overall systems capability through replace-
ment of individual functional units as newer
and more powerful facilities become available.

Few areas in the data communications
world have seen as much recent technological
innovation and new commercial offerings, as
the area of Local Area Networking.

As the cost of individual processing com-
ponents falls, organizations are aquiring greater
numbers of separate: “specialized" computer-
based systems. Each system focused on meeting
specific user needs for higher worker produc-
tivity, better computer accessibility, and faster

responsiveness. The benefits of conveniently

interconnecting these systems to allow them to
share common resources is becoming increas-
ingly important. This includes both software
resources-(such as databases, development tools,
reports, and office style memos), and hardware
resources (such as expensive high speed printers
and large plotters.)

1-1

A local area network is a data
communications system that can be used to
provide the level of interconnection described
above ideally providing these services
transparent to the end users of the different
systems being connected.

Some general characteristics of this type of
network are: '

o HIGH DATA RATES - One
megabit/sec or higher. Usually, at
least 10 megabits/sec. To allow fast,

multiple station -  access with
transparent network operation.
o LOW TRANSMISSION ERROR

RATES - Networks must realiably
accomodate heavy ‘data transmission
traffic. Should an error occur, a net-
work station should detect it and in-
stitute a recovery.

o LIMiTED GEOGRAPHICAL
COVERAGE - Distances can vary
from a few hundred feet to several

miles. Generally, LAN’s span less
than two kilometers.

o RELIABLITY AND HIGH
AVAILABILITY - Networks are -

highly user interactive- LAN should
have sufficient capacity to handle
bursty traffic without long system
delays. LAN should remain unaffec-
ted by individual failures and
network maintenance should be done
with minimal interuption of network
services.

FLEXIBLE TOPOLOGY - Network
should be flexible so that as your or-
ganization changes you can readily at-
tach, disconnect, and delete stations
without operational changes and
disruption of network service.

(=]
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o SINGLE ORGANIZATION
OWNERSHIP - LAN’s are usually
wholly owned by a single organiza-
tion, with gateways to allow com-
munications to other organizations.

There are a broad spectrum of LAN
products available, and finding the one that
best suits your particular needs can be difficult.
Anticipated use will determine which network
type best matches your application require-
ments. For exampl;, some applications such as
office automation, entail text editing and file
processing, which can occur at adequate rates
over short (room) connection distances using
low cost desktop computers. On the other
hand, general purpose data and message com-
munication applications, with or without office
automation, demand more expensive minicom-
puters interconnected over relatively long
(floor) distances. Finally, for very high speed,
complex engineering and scientific computa-
tions, you might need costly superminicom-
puters interconnected to nodes scattered
throughout one or more buildings.

Primary Advantage(s):
- SIMPLE/LOW COST NODES

Primary Disadvantage(s):
- SINGLE POINT OF FAILURE

To select the Local Area Network that best fits
your needs, you need to have a basic under-
standing of these LAN criteria.

1) NETWORK TOPOLOGIES

2) NETWORK ACCESS METHODS

3) MEDIA ALTERNATIVES
LOCAL AREA NETWORK TOPOLOGIES
A) STAR TOPOLOGY

A star network consists of a central node to
which each of the host system devices are con-
nected (Fig 1). The central node acts as a rout-
ing switch for data arriving at the central node
from each of the host connections. A star net-
work simplifies access control and routing deci-
sions required within attached hosts. However,
throughput performance and reliablility of the
entire network relies on the operation of the
single central node.

- PERFORMANCE DEPENDENDENT ON CAPACITY OF CENTRAL NODE

Primary Application:

- CENTRALIZED PBX TYPE SYSTEMS -- WORKSTATION TO SYSTEM COMMUNICATIONS

B) RING TOPOLOGY

A ring topology seeks to eliminate the
dependency on a central, controlling node of
the star network without sacrificing the rela-
tive simplicity of the other nodes (Fig 2). In a
ring network a single communications path is
shared amongst, all attached nodes. This path is
unidirectional and provides for the transfer of
discrete packets of data. Each packet of data is
injected into the ring from one node to the
next in a predefined direction. There are no
routing decisions to be made in this topology.
The sending node simply transmits its message
towards its next neighbor node in the ring and
the message then passes around the ring until it
reaches the node for which it was intended.
Each node acts as a regenerative repeater of
receiving packets, generally introducing one or
more bits of delay as it does so. The only rout-
ing requirement made of each node is that it be
able to recognize those messages that are in-
tended for it, by examination of the node ad-
dress contained in each data packet. Then,

dependent on the control strategy and im-
plementation, the receiving node may remove
the packet from the ring or pass the packet on
back  to the transmitting node with an
acknowledgement field marked to indicate
whether or not the packet was accepted. In
this case, the original transmitting node
removes the packet from the ring.

The inherent weakness in this structure is
that the transmission path relies not only on
the integrity of the transmission medium, but
also on that of the ring interface which is an
active component of the network. A failure in
either of these two areas could paralyze the en-
tire network. Techniques have been devised
which can:detect repeater failures and switch
those units out, while allowing the remainder
of the network to function normally --
however these devices increase both the cost
and the complexity of each node.

1-2

Prepared by the Southern California Regional User's Group




Proceedings: HP3000 IUG 1984 Anaheim

Primary Advantage(s):

- ELIMINATE DEPENDENCY ON CENTRAL NODE

- NODES REMAIN RELATIVELY SIMPLE

Primary Disadvantage(s):

- SUSCEPTIBLE TO NETWORK FAILURES DUE TO SINGLE NODE FAILURE
- BUILDING PREWIRING CONSTRAINTS DUE TO CIRCULAR GEOMETRIES

Primary Application:

- HIGHSPEED SYSTEM TO SYSTEM COMMUNICATIONS

D) BUS TOPOLOGY

The bus or broadcast network structure is
conceptully simpler than that of the ring. The
basic structure is linear and derives essentially
from traditional computer architecture of in-
put/output channels (Fig 3). The bus medium
itself is passive and allows bidirectional trans-
fer of messages. Like the ring, the bus:struc-
ture does not require any of the attached nodes
to make routing decisions. A message simply
flows away from the originating node in- both
directions towards the ends of thesbus. The in-

Primary Advantage(s):
- DECENTRALIZED CONTROL

tended destination node must be able to recog-
nize messages that are intended for it and then
read the message as it passes by. Each node is
attached to the bus medium in a 'T’ fashion so
that the message signal continues to propagate
down the bus whatever the action in or by the
attached nodes; there is therefore no require-
ment_for a busmode to absorb and regenerate
the message, and no modification or delay is
imposed on the information in transit. It is this
intrinsic feature of the bus topology which of -
fers the great attraction of simplicity and ’fail
safe’ operation.

- BUS MEDIUM IS PASSIVE (NO ACTIVE REPEATERS)
- EASY TO PREWIRE BUILDINGS; VERY FLEXIBLE GEOMETRY

Primary Disadvantages(s): :

-"SIGNAL DEGENERATES OVER DISTANCE (UNLESS REPEATERS ARE INSTALLED)

Primary Application:

- “BURSTY TRAFFIC' SYSTEM TO SYSTEM COMMUNICATION

NETWORK ACCESS METHODS

Currently, -there 'are two dominant but
widely varying network access control schemes
that have proven successful: carrier sense mul-
tiple access with -collision  detection
(CSMA/CD) and token passing.

A) TOKEN PASSING

Token Passing is used predominantly in ring
networks. By design, only the node that- holds
the token at any time can transmit on the
network; therefore no-access control conflicts
can arise. In a ring network, a message token
passes from node to node in one direction
during the idle network periods. Under strict
timing. rules, any node wanting network access
must acquire the token within a defined inter-
val by altering one of the token’s bits on the
fly. This node then transmits its message. The
sequence for aquiring control of the network
using token passing is as follows:

1-3

1) node wanting to transmit, waits

for token
2) node removes token from
network :
--3) node transmits ‘“information"

packet onto network

4) packet travels around network in
predefined path

S) receiving node(s) read packet and
may set an acknowledgement
field on packet trailer

6). packet travels back to transmit-
ting node

7) transmitting node removes packet

8) transmitting node reinserts token
onto network
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Token passing is highly deterministic and
predictable. One can calculate the max1mum
delay that a station will encounter in gaining
network access (this is not possible with CSMA
methods, whose channel access times fluctuate
randomly).

Another token passing advantage stems
from the high transmission efficiency achieved
for varied message/packet sizes and data rates.
Other key advantages include guaranteed max-
imum access times to accomodate real time ap-
plications, reliable ‘operation under all load
conditions and media independence without
collision detection mechanisms. However,
tokens travel only m one direction in a ring
network; if a node misses a token, it must wait
until the token makes a complete ring revolu-
tion. Additionally, a break in the enclosed ring
opens the circuit and destroys the token. The
asynchronous operation of token passing can al-
low message tokens to get lost, destroyed, or
degraded in a distributed control topo]ogy
Furthermore, strict timing requirements trans-
late into design complexity.

B) COLLISION SENSING MULTIPLE AC-
CESS/COLLISION DETECTION
(CSMA/CD)

Just as token passing dominates in control
accessing ring networks, the Carrier Sense Mul-
tiple Access with Collision Detection
(CSMA/CD) method governs virtually all bus
networks. It involves two major operational
rules. First when the bus or data channel is
busy -- attending to a nodes’s message trans-
mission needs -- all other nodes must wait un-
til the channel clears before trying to send
their own messages. Second, if multiple nodes
then try to transmit simultaneously resulting
in message interference or collision, these nodes
must stop transmitting and wait for varying
delay times before transmitting again. This ac-
cess method’s chief advantages lie in 1) its
simplicity - reflected in lower costs per node
because the scheme needs no complex or expen-
sive priority access circuits, and 2) its variable
length message handling efflclency - more
than 99 percent of all messages get through in
bursty or intermittent applications (such as of -
fice automation). Conversely, for heavy traffic
appllcatlons such as busy data or reservation
processing systems, CSMA/CD incurs’ higher
message collision levels, longer access delays
and reduced thoughput Moreover, it doesn’t
suit real time needs because no priority
mechanism exists: Messages with different
degrees of importance compete ‘equally for bus
access. In the ultimate worst lockout condition,
a node’s message continually collides with those
of competing nodes and never gains bus access.
Several bus networks do not use the collision
detection aspect of CSMA/CD because their
lightly loaded applications result in extremely

low collision rates. Using collision. avoidance
instead, these networks save cost and
complexity in their bus interface boards. In
collision avoidance, message collisions get
detected by the sendmg and receiving nodes’.
circuits. In a common detection technique, the
receiving node delivers an acknowledgement
signal back to the sender. Should the sender
not receive the acknowledgement, it usually

" retransmits until successful.

TRANSMISSION MEDIA

_ Transmission media fall into three fairly
distinct cost/performance categories:

a) TWISTED PAIR
~ low cost, easy to install

- bandwidth limitations

- distance limitations (less than 1 mile at
256 Kbps)

b) COAX CABLE
- heavy shielded cable

- high bandwidth (greater than 10 Mbps)

- Good noise immunity

¢) FIBER OPTICS
- very high data rates (greater than 100
Mbps)

- Excellent noise immunity
- difficult to make tap connections

Twisted pair provides an excellent media
for integrating voice:and data through a digital
PBX system. This type of PBX based network
allows for the low cost interconnection of a
large number of workstations (terminals/ per-
sonal computers), all through existing twisted
pair phone wiring. Fiber optics, although cur-
rently exhibiting the highest transmission
medium price, possesses inherent point to point
performance capabilities that outclass all other
transmission media. Its key characteristics in~
clude virtually unlimited bandwidth, high
gigabit per second data transmission speeds in-
sensitivity to electromagnetic interference,
complete electrical ground isolation between:
transmitter and receiver, high voltage isolation,
nonelectronic radiation, small size and hght
weight. Despite these impressive properties,
though, fiber optics is still too costly for multi-
tapped connectlons Compared with low cost
twisted pair wiring, shielded coaxial cable’s
moderate -cost, high ‘performance, ready
availability, easy configurability and wide
bandwidth make it the most popular transmis-
sion medium for interconnecting . local
networks. Because it maintains low level
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capacitance in lengths to several miles, coax
allows high megabit per second data rates
without signal regeneration, echoes or distor-
tion. These features reflect a field proven
technology with more than 20 years of use in
data communication networks and CATV
applications.

SIGNALING TECHNIQUES

When using a coax based local area net-
work, two primary signaling techniques are
used 1) BASEBAND and 2) BROADBAND. A
baseband network uses purely digital transmis-
sion techniques and usually has a maximum
capacity of approximately 10 Mbps. The dis-
tance of a baseband network is usually limited
to two kilometers, and the network is generally
used for data transmission only. A broadband
network uses analog transmission techniques,
and can accomodate upto 400 Mbps of infor-
mation. This information is carried through a
broadband network by creating several logical
cables within the one physical coax cable (Fig
4). A broadband network can handle multi-
mode transmission (data/voice/video) simul-
taneously and extend for distances up to twen-
ty miles. Broadband’s principle advantage lies
in its immense information handling capacity:
One broadband cabled local network ac-
comodates many thousands of connected nodes,
handling nearly all the word, data, voice, video,
and image communications generated by a busy
high traffic system. These communications
might include broadcast and closed circuit TV,
video surveillance, telephone calls, facsimile,
word messages, and data transactions. However
broadband networks have several major short-
comings. Baseband networks can make use of
clamping tap connections. When a clamping
tap is used, systems can be easily and quickly
connected to or disconnected from a baseband
coax at any location without disturbing net-
work operations. Currently, connections to a
broadband coax must be inline. To make an in-
line connection, one must shutdown the net-
work in order to sever the cable. (When install-
ing a broadband network one should try to
plan ahead by installing extra interfaces so that
disruption to network services can be mini-
mized. In addition to requiring network and
station interfaces, broadband networks use ex-
pensive fixed frequency or frequency agile
modems costing $500 to $1200. Not only does
this double the broadband interface cost, but
tunable RF modems prove difficult to check,
maintain, and adjust because they are usually
installed behind walls and above ceilings.
Broadband networks also rely on a central
transmission or head end facility in a single
cable network. This facility acts as the net-
work’s technical control center. It filters in-
coming RF signals from multidropped sending
nodes and retransmits them at higher frequen-
cies to receiving nodes. This central transmis-
sion facility represents a point that, if it fails,
can deactivate the entire network. One other

major shortcoming of a broadband network is
that there are no widely accepted standards in
the industry for interfacing equipment to these
networks. Several vendors have endorsed the
IEEE 802 standard for baseband networks, and
this will allow the implementor of an IEEE
802 network to select from a wider variety of
equipment that will be able interface to his
network. Selecting a broadband vs. a baseband
network will again largley depend on your ap-
plication. However, for applications where the
primary use of the network is for data only, a
baseband network  provides  significant
cost/per- formance advantages.

FUTURE ISSUES FOR LOCAL AREA NET-
WORKS

NETWORK MANAGEMENT - As larger
numbers of systems connect to the LAN,
having the tools to allow effective resource
management and planning will become in-
creasingly important.

SECURITY - Most organizations want to
protect the confidentiality of traffic flow-
ing over the network. In some ways a LAN
provides more security than conventional
office communications, such as phone or in-
teroffice mail. Converting voice and paper
information to electronic signals makes
them less accessible to the ordinary office
worker. On the other hand, a communica-
tions network is a powerful tool in the
hands of a sophisticated information thief
or saboteur. Vendor’s will have to develop
new security techiques to prevent misuse of
network.

TECHNOLOGY IMPROVEMENTS - The en-
capsulation of LAN communication systems
onto VLSI silicon chips will contribute sig-
nificantly to the promotion and general ac-
ceptance of LAN facilities. THe VLSI will
reduce the LAN component prices and en-
force a level of LAN standardization
through sales of volume chips.

BRIDGES AND GATEWAYS - The creation
and use of LAN facilities will demand the
development of mechanisms to 1) intercon-
nect various LAN’s to each other and 2) in-
terconnect LAN’s to long haul networks to
allow long distance informational exchange
and resource sharing.

HYBRID NETWORKS - For many organiza-
tions, no one network topology, access
method, or media may suit all of the user’s
needs. In these organizations hybrid net-
works will evolve. The management of in-
formation across these hybrid networks will
continue to be a challenge during the com-
ing years.
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SUMMARY . ‘ The effectiveness of this total resource will

then be measured by added capability and the

The creation and effective implementation degree of coherence that it achieves. This is

of a local area network is the key to unlock the turn will depend on the care and foresight put

full potential of the "information age". A LAN into the design of the network and the

should be used to bind the distributed systems development of standards for interworking of
within an organization into a unified resource. systems at all levels.
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New Trends in Workstation 170

Jim Beetem
Catherine Smith

1. Introduction

The purpose of this paper is to-discuss what we
in the Data Comm lab feel are the major
trends in terminal and workstation I1/O, some
new tools. we have for dealing with newer
devices and connection methods, and how
programmers and system managers can best
connect and utilize these new devices. We are
using the term workstation vs. terminal to em-
phasize the fact that it is not only 'terminals
which are connected over serial communication
lines, but also personal computers, printers,
plotters, and black boxes.

The paper is organized into four sections. The
first section discusses the current connection

methods and how we see these methods evolv-
ing. The second section mentions features we
think will be added, deleted or changed from
current terminal drivers. Its emphasis is on
features in the point-to-point terminal drivers,
since those features are the ones which have
evolved more (vs. being planned). The third
section discusses trends in support: tools which
we are providing for the user, programmer, and
system manager. This secion also is concerned
with point-to-point connections.only. ‘The last
section offers some hints and suggestions on
how best to program and/or configure non-
traditional devices through terminal drivers on
the 3000

2. Current connections & trends

The .current connection methods supported by
HP for workstations are: point-to-point (via
the ADCC and ATP terminal drivers), multi-
point (through multipoint terminals and print-
ers or the 2333A cluster controller), X.25
(through PADs or the 2334A cluster controll-
er). There are other methods available from
other vendors, some of which work very well.
However since these connection methods have
not been tested by HP, they are not supported.
These other connection methods will not be
discussed.

Workstation communication has evolved from
teletype communication. Originally this invol-
ved infrequent data transmissions, one charac-
ter at a time at low line speeds. Speeds have
gotten faster and workstations much more in-
telligent which has resulted in new uses and
needs for workstation I/0O. Applications which
do large transfers at line speed such as block
mode, downloading, and file transfer are more
prevelant. Also, due to the increased amount
of data communication in general, the topology
of workstation connections has changed. The

old choices were either hardwired terminals
located close to the system, or terminals
connected via modems. A third major change
is that the devices being connected over serial
lines are different. Instead of terminals, we are
finding more personal computers, printers, plot-
ters, and other non—tradxtlonal devices. All
three of these changes, speed increases, topology
changes, and types of devices connected have
put a higher importance on data integrity.

2.1 Point-to~-point connections

Many point-to-point terminals connected to a
system is the default connection method. Since
it is the default connection, almost any applicar-
tion program written for 3000 terminals will
run on point-to-point terminals. Connection
methods for point-to-point' terminals are
numerous and usually inexpensive. They can
be connected through modems or hardwired.
With. RS-422 and fiber optics multiplexors
they can be hardwired at great distance from
the system. Modems for async communication
are inexpensive. Another big advantage of
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point-to-point  workstations is that if
something goes wrong (because of the terminal,
the application, or the user) it only affects the
one terminal. Serial printer support is avail-
able for point-to-point connections.

Point-to-point connections have several disad-
vantages. Since they are point-to-point, there
is a separate cable for each device. This
requires lots of junction panel space at the sys-
tem and a lot of cost for the cables and instal-
lation. The cost problem is more acute if there
are a lot of remote workstations, since there
must be two modems per workstation. Also
point-to-point terminals have no data in-
tegrity since there is no error checking other
than parity. This is becoming a bigger problem
due to the increase in 8-bit terminal types for
foreign language and file transfer applications.
The only way that point-to-point devices may
be used on other than the primary system is via
DSN/DS. Also since point-to- point connec-
tions are so flexible, there is a larger variety of
apphcauons/devwe running over pomt to-
point which makes support difficult since there
are more COrner cases.

One of the new connection methods for point-
to-point workstations is through PBXs. The
advantage that this connection method has is
that the wiring is already in place for voice
communication and so can be used for data
communication. It also allows for connection
to multiple systems and so enables pooling of
systems and system resources (such as modem
pools). All applications and devices supported
by the point-to-point controllers are supported
over PBX connections.

Unfortunately, PBX connections are currently
high cost compared to traditional point-to-
point connections. PBXs have fewer numbers
of switch points than logical connections, so if
everyone picked up their phone at once, not
everyone would get a dial tone. This means
that users who don’t disconnect the PBX con-
nection after they have finished communicat-
ing with the system, are wasting a valuable
resource. PBX connections also have no data
integrity other than parity, although the error
rate is very low.

2.2 Multipoint terminals

Our current solution for solving some of the
deficiencies of -point-to-point connections has
been multipoint. Since multipoint devices are
connected on a single line, cabling costs -are
reduced. This reduction is especially noticable
for remote connection. Only one modem on
the system side, and one modem for each drop
of devices are needed. Multipoint connections
can be either asynchronous or synchronous.
Synchronous connections are used for remote
connections so that the faster synchronous
modems may - be used. Asynchronous
connections are used for local connections via

the factory data link. Not only does the data
link provide better imunity to noise, but
multipoint also has excellent data integrity via
CRC checking.

Multipoint also has its disadvantages. Since it
does use CRC, there is more overhead than for
point-to-point terminals. Also multipoint
terminals are inherently block mode, the sys-
tem does not receive any characters until the
user hits enter. Because the command inter-
preter does not know how to talk to block
mode terminals, the multipoint software trans-
lates the data to look like it came from a
point-to-point terminal. This extra software
also adds extra overhead for communicating
with multipoint terminals. When a block mode
interface like V/3000 is used, no conversion
from character mode to block mode is needed,
so multipoint runs more effieciently and over-
head is reduced.

Since multipoint terminals are inherently block
mode, some applications must be changed to
run (or to run well) on multipoint terminals.
Since multipoint terminals share a single cable,
the response time and throughput for one ter-
minal depends on -how much of the line
bandwidth other devices are using. So what
one device does affects more than just itself, it
affects all other devices on the line.

Another multipoint connection is via the HP
2333A cluster controller. This allows the user
to connect point-to-point terminals to the
controller which is connected via multipoint to
the system. CRC checking is used to talk to
the controller, so data integrity is achieved.
Since point-to-point terminals are connected
to the cluster controller, any application which
can run as terminal type 10 can run on a ter-
minal connected to the 2333A. The 2333A
cluster controller allows a wider range of
;yorkstations to be connected to the multipoint
ine.

Workstations connected via the 2333A have
some of the same disadvantages as multipoint
devices. There is some software overhead on
the system to communicate with the 2333A as
well -as the workstation and all workstations
connected to the 2333A are sharing the multi-
point line. Also although any software used to
run terminal type 10 terminals can be run
through the 2333A, no other terminal types
are supported and some applications (such as
keystroke interaction applications) will not run
well.

2.3 Terminals connected over X.25

There are two ways which terminals can be
connected over an X.25 packet switched net-
work. The first is via a public PAD (packet as-
sembler disassembler). To use a PAD, the user
calls up the local PAD (a local phone call) and
then gives the PAD commands to "dial" a
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system. This is a very cheap method for long
distance communication (if the system end has
other uses for the X.25 connection) since the
X.25 price is not tied to distance. Instead of
being tied to distance, prices for X.25 connec-
tions have some fixed cost for connection to
the network (small for connections to PADs)
and then a very small cost per packet. This
connection also is beneficial if the terminal
user uses many systems on the network.

On the minus side, PAD terminals have many
of the same disadvantages as multipoint ter-
minals. Communication must work .its way
through the network and so response time is
often slow. The response time also depends on
the application. An application which runs
poorly over multipoint is likely to be worse
over an X.25 network. Also all features are
not supported over a PAD terminal. Currently
the only block mode which can be used is via
V/3000. Since terminals are not permanently
connected to a system, there is no way for the
system to FOPEN a PAD terminal. Since
printers can only be FOPENed (they can’t
logon), printers are not supported through PAD
connections.

The second way in which terminals can be
connected to an X.25 network is via the HP

2334A cluster controller. This connections
method has many of the same advantages and
disadvantages as a terminal connected to a
public PAD.

Workstations connected to the HP 2334A
cluster controller provide a cheap long distance
solution if there are many workstations con-
nected at one location. There is an additional
expense since the 2334A is connected to the
X.25 network as a system, not a PAD. This
adds a larger monthly expense in this country,
but not much more in Europe. Printers and
terminals may be FOPENed since the 2334A
cluster controller is connected as a system (a
permanent connection).

Terminals connected through the 2334A have
the same response time limitations as do ter-
minals connected through a public PAD since
data must work its way through the network
and the system software. As with PAD ter-
minals, V/3000 is the only block mode sup-
ported for terminals connected. The cost of
2334A terminals over PAD terminals only be-
comes favorable to 2334A terminals if there
are a lot of terminals at one location.

3. New Features

As mentioned earlier, there are several trends
apparent in the terminal I/0 area which must
be reflected in the design of future HP systems.
First, to handle the demands of personal com-
puters and intelligent workstations, new sys-
tems will need I/O facilities that handle data
in large blocks with "perfect" data integrity.
Second, the traditional asynchronous terminal
I/0O port will be used to connect an increasing
variety of devices, each requiring a different
set of characteristics. Many of these devices
will not be compatible with HP -terminals.
Third, as the price of high qulity, high speed
printers decreases, HP 3000 customers wish to
move these devices closer to the user’s work
area. Terminal I/O ports (either point-to-
point or multipoint) provide the only cost ef-
fective solution to this need. Fourth, some of
the facilities that are now widely used; many
of these facilities will not be implemented on
future 1/0

In the following section the discussion is aimed
at point-to-point terminal connections. Other
terminal connections either have solved the
problems or the problem never existed for that
connection method.

3.1 A Reliable Link to Work Stations

Personal computers and intelligent
workstations often move entire files of data to

or from the HP 3000, manipulate the contents
and move it back. Their primary concern is
that a large amount of data be moved quickly
and accurately between the two machines.
This is a new requirement in the HP 3000
Terminal I/0 environment.

The current terminal I/O interface on the HP
3000 was designed for use with simple "TTY-
compatible" terminals. It is intended to trans-
fer one character at a time at human typing
speeds inbound and to print data on the display
at human reading or scanning speeds. HP has
enhanced this basic design to handle VPLUS
and HPWORD block mode terminals with
reasonable reliability and efficiency. However,
the new devices demand much higher thruputs
and require more efficient operation to avoid
degrading system performance.

The primary source of data integrity in the ex-
isting design is inherent in the physical
facilities. Within their speed/distance limita-
tions, the RS-232-C and RS-422 standards of -
fer a very high quality link to local area users.
Where telephone lines must be used, only
parity checking is availale. In the future, HP is
committed to using the 8th bit for data not
parity, so even this facility will not be
available.
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The solution to these requirements is an
efficient link protocol. It should allow
movement of masses of data at close to the
capacity of the data comm line connecting the
machine. The protocol should use an error
detecting mechanism like Cyclical Redundancy
Checking (CRC) and automatically trigger
retransmission of blocks containing a error.
LINK/100, a product that transfers data be-
tween the HP 3000 and the HP 100 series of
personal computers is a step toward an effi-
cient and reliable workstation link.

3.2 Broader "Connectivity"

On current HP 3000 systems, each terminal
1/0 port must be configured as a specific "ter-
minal type". The "terminal type" describes the
set of facilities that are operational for that
port. Any terminal connected to that port
must be compatible with those facilities. For
example, any terminal connected to a port with
the ENQ/ACK handshake enabled must be
able to perform that protocol.

HP provides point-to~point terminal types that
allow our software packages to operate HP
terminals properly. However, customers
developing their own software or wishing to
connect non-HP devices to the HP 3000 often
have problems finding a terminal type that ex-
actly fills their needs.

The solution to this problem is a new HP
product, the Work Station Configurator (WSC).
This product allows customers to specify their
own terminal types as files that reside on the
disc. These user-defined terminal types may be
configured as the default terminal type in
SYSDUMP, specified as Log-on terminal type
in the :HELLO command, or ‘changed
programmatically at run time. Users cannot
add new capabilities to the existing terminal
I/0 interface, but they can selectively enable
or disable almost all of the available facilities.

The new terminal types that can be created by
this product (and by the associated -enhance-
ments to MPE) allow users with unusual needs
to tailor the actions of the terminal I/O inter-
face to their specific device. For example, none
of the HP-supplied terminal types allow
V/3000 to by used without the ENQ/ACK
flow control handshake. A user-defined ter-
minal type can eliminate this restriction, allow-
ing more efficient operation of statistical mul-
tiplexers. For printers, the FOPEN-time In-
itialization string that is written to the device
may re-defined, allowing users to initialize the
device to any configuration of margins, charac-
ter size, paper size, pitch, etc that the device
supports. Since the default terminal type in
the 1/0 configuration can be temporarily
changed by the ;ENV= clause in the :FILE
command, subsequent jobs on a spooled device
are not affected by the unusual requirements
of a single job.

As new capabilities are added to the terminal
1/0 interface, control of the capability will
generally be available to users thru the WSC
facility.

This product is intended for knowledgeable
users. The WSC allows users to specify any set
of the available features. Many of the sets
would not be satisfactory for general use.
There is no method that the WSC product can
use to detect possible problems. For example, a
user-defined terminal type with all flow con-
trol mechanisms disabled is likely to suffer
data overruns at high line speeds. A terminal
type that sets the ENQ/ACK handshake block
size to 10 characters will operate inefficiently,
especially over statistical multiplexers. The
detection and prevention of such problems
with user-defined terminal types is the user’s
responsibility.

3.3 Improved Printer Support

As the price of high quality, high speed print-
ers continues to decline, more and more HP
3000 customers want to move these devices
into the user’s work area. The only economical
method of connecting these devices to the HP
3000 is via one of the serial I/0 facilities.

Between the point-to-point I/O port and the
device, only the physical quality of the data
comm line is available to insure data integrity,
80 that connection of printers must be limited
to the distance supported by the Level | stan-
dard, either RS-232-C or RS-422 (ATP only).
Special care must be taken in electrically noisy
environments to prevent data errors.

The only exceptions to this restriction are
devices that operate as terminal types 19 and
21. These are 7 bit devices that always operate
with parity checking enabled, allowing them to
detect but not correct data transmission errors.
Multipoint printers obtain data integrity
through the CRC checking inherent in the
multipoint protocol.

HP now supports terminal type 18 for connec-
tion of printers that depend only upon the
quality of the data comm line for data in-
tegrity. The use of terminal type 18 devices
across phone lines with modems is NOT sup-
ported, since their quality is never high. In
many cases there is one error for each one
hundred characters transmitted.

3.4 Obsolete Features Not Expected To Be
Supported

Many of the features of the existing terminal
1/0 interface were added to support a specific
device; when the device was no longer sold and
the need for the feature went away, the fea-
ture stayed on. Many of the current features
were intended to support simple TTY terminals
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and are rarely used today. Implementing these
features in the ATP added significantly to its
cost; these same features are a major con-
tributor to the data overrun problems ex-
perienced by the ADCC at high line speeds.
Most of these features will not be.supported on
the next .generation of terminal interface
products. .

a. Control of Echo from the terminal: typing
(ESC) ; and (ESC) : allow- the user to enable or
disable the input echo facility. Scanning the
input stream for the (ESC) character is a major
problem. It is very unlikely to be available in
the future. Programmatic control. will be
available; if sufficient demand is present, an
MPE command like the ' :SPEED command
could be implemented.

b. Line. Feed triggers output of Carriage .

Return: to facilitate input on certain devices,
the HP 3000 will echo-two characters, Line
Feed and Carriage Return, in response to a
single Line Feed character. This feature also
requires scanning the input data stream.

c. Substituting Line Feed for Form Feed in
Output streams: this feature handled a device
that didn’t recognize the Form Feed character.
That device (the-HP 2615) has not be sold since
1974;- it will .not be supported on future
interfaces.

d. Echo the End of Medlum character when
Backspace is received: another feature unique
to the HP 2615 terminal.

e. X-ON/X-OFF Disabled during FREADs:
this “feature" of the ATC and ADCC interfaces
was not implemented on the ATP and will not
be on future interfaces, For the X-ON/X-
OFF . protocol to:operate properly, the. X~-ON
and X-OFF characters must always be special
characters that start and stop. the flow of data.
When it is necessary to pass "binary data", ie.

any one of the 256 possible 8.bit characters

may exist, in the data stream, some other flow
control protocol must be used. Defining and
implementing such a protocol must be done by .
the user.

f. Input Data Saved over a Break: at present, a
user can type an MPE command, type BREAK,
type some other MPE commands (like :FILE),
type :RESUME, then type Return and the first
MPE command is now executed. It was saved
during all of the subsequent transactions. This
facility is largely unknown by users and
probably will not by 1mplemented on future
interfaces. -

TTY Delays: early termmals were not able
to process all characters in "real time" and had
no buffering; this required a short delay fol-
lowing these characters. The HP 3000 inserts a
short delay after.Carriage Return, Line Feed
and Form Feed for - some “terminal types.
Support of this feature requires scanning the
output data stream, adding to system overhead
and slowing the output data rate. This feature
will not be supported on future controllers.

h. Slow Line Speeds: current terminal inter-
faces support most of the following line speeds:
110, 150, 300, 600, 1200, 2400, 4800, 9600
and 19200 bits per second (bps). Future inter-
facesare unlikely to.support speeds of 110 and
150. Support of 300 and 600 bps is probable,
but as higher speed modems become cheaper
and available throughout the world, support of
these " speeds becomes less likely.

i. End of File Indicator: typing the string :EOF:
from your terminal causes the File System to
detect an end of file (EOF) condition on the in-
put file. If you are logged on, the EOF occurs
on $STDIN and causes your program and ses-
sion to terminate immediately. - This. feature
does not appear to be used and adds slightly to
the overhead processing of all FREADs. It is
likely . to be eliminated - in  future
implementations.

4, Trends in Support '

There are two new facilities available for

point-to-point terminal I/O users that are .

typical of the support facilities that will be
available.in. future products. The TERMDSM

(or TERMinal Diagnostic/Support Monitor) is.

an on-line support tool for use with the ATP

controller (it was named ATPDSM in MPE IV).,

It will be extended to include. the ADCC
hardware and the new ADCC driver
(HIOTERM2 and HIOASLP2) when MPE V/E
is available. A new Point-to-point Worksta-
tion I/0O-Reference Manual will be available

with MPE V/E, greatly expanding the informa-.

tion available on users of point-to-point
terminals.

4.1 TERMDSM

This support tool lS designed for use with the
ATP hardware and the HIOXXXX! software
and the ADCC hardware with the HIOXXXX?2
software. , The facilities available are similar to
those. included with the ATPDSM (which it
replaces). -

This On-line tool allows the system manager,
system operator and diagnostician to handle

many hardware and software problems without

halting normal operation of MPE. For ex-
ample, the new driver- software does not call
the System Farlure routines for most software
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errors; instead, the state of the single terminal
port affected by the error is dumped to an
extra data segment, the port is marked
"Broken" in the Device Information Table
(DIT), a message is printed on the system con-
sole and operation ‘of the port is suspended. As
a result, that single port is "broken", but all of
the remaining ports ecan contmue normal
operation.

To "repair" the broken port, the System
Manager or Operator should first use the
DUMP facility in TERMDSM to print the data
dumped to the extra data segment and then
mail it with a software service request to his
local HP Service office. (This report allows the
factory to find and fix the software problem.)
Then, the broken port can be RESET, aborting
the user’s'session, and the user can log on again
to resume processing. In a few cases, the
RESET fails. This most often happens because
the “critical" bit is set for this process. When
this happens, a WARMSTART is required to
clear the port.

The DIAGnostic facilities of TERMDSM allows
some hardware diagnostics to run on-line, af-
fecting only as many users of the system as ab-
solutely necessary. (No on-line diagnostics ex-
ist for the ADCC hardware.) The loopback
capabilities allow troubleshooting of intermit-
tent data loss or garbling problems.

The DISPlay command allows knowledgeable’

users to look at a snapshot of the MPE 1/0
tables that relate to a terminal port. This in-

formatlon can be very valuable to help deter-
mine why a port or process appears to be
"hung".

There are several contributions that this tool
makes. First, it allows HP to obtain data to fix
software problems without serious inconvience
to our customers. Second, it allows customers
to fix simple software problems themselves,
without waiting for an HP Customer Engineer
to come to the site. Third, the diagnostic and
display facilities allow troubleshootmg of ter-
minal 1/O problems in either HP hardware or
software or in customer applications without
bringing down the entire system.

This tool is typical of the approach HP expects
to take in future products, where facilities are
provided that allow the customer to do more of
the system support work, lowering the cost of
support. by minimizing the need for expensive
on-site visits by HP support personnel.

4.2 New Point-to-point Workstatlon 1/0
Manual

The new Point-to-Point Workstation I/0
Reference Manual (30000-90250) will be
available with MPE V/E. It expands greatly
the previously available information on the use
of the MPE intrinsics to perform terminal 1/0.

It describes in detail what many of the .

intrinsics do and gives hints on how to
accomplish many tasks within the constraints
imposed by MPE.

5. Programming for new workstations

One of the problems mentioned for a lot of the
terminal connections was response time for
some applications. The problem is that connec-
tions with good error correction (currently
multipoint and X.2§ but there will be' more
coming) have a fixed overhead (both CPU
overhead and bandwidth use) per block of data
sent. When an application sends a fixed
amount of data in several small writes (less
than 20 characters), the performance perceived
by the terminal user is much worse than if the
application sent it all at once. What is even
worse are applications which do single charac-
ter reads. These types of applications can be
made very friendly on a single user system.
The user sees immediate response to any input.
Unfortunately on either a heavily loaded sys-
tem or over a network, the user has to-wait for
every keystroke to be handled by the system or
sent through the network.

Another common problem is data overruns on
the system side. The flow control for character
mode devices was designed when the problem
was sending too much data to a terminal. With
personal computers becoming more prevelant,
there is a need for stopping the device from

sending too much data to the system. Input
from terminals in character mode was always
seen to be dependent on how fast the user
could type. Now some terminal emulators or
personal computers send large amounts of data
at line speed. This can overflow the controller
(the point-to-point controllers in the system or
the 2333A and 2334A cluster controllers).
This can be avoided by using the block mode
handshake if the transfer is not a binary
transfer.

Another reason for data overruns on some of
the point-to-point controllers is due to special
charactérs. The character which presents the
most difficulty is ESC. Since ESC ;/ESC :'is
used to turn on or off echo, if an ESC is
received, the controller must check the next
character to see if it is a semicolon or a colon.

If the transfer is binary, the block mode hand-
shake characters will be treated as normal data
(that is the purpose of binary mode). Binary
mode is needed for file transfers, so the only
way 'to not overrun the controller is to make
sure that no more 128 characters are sent in ~
one block.
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Another problem we had been seeing a lot of is shake but did need the DC1 read trigger, there
devices which do not fit any of our supplied was no way to do it. This last problem has
terminal types. If a user wanted to connect been solved with the new Work Station Con-
some black box that didn’t do ENQ/ACK hand- figurator user definable terminal types.

Jim Beetem is a project manager in IND's Data Comm lab where he was responsible
for the ATP product and the INP software. His undergraduate degree is in Mechani-
cal Engineering from MIT; he has an MBA from Stanford where he has done graduate
work in Computer Science. Jim is married and has two small children, who occupy
most of his “free” time.

Catherine Smith is also a project manager in IND's Data Comm lab. She joined HP in
1978 after receiving her BS degree in Electrical Engineering and Computer Science.
She has worked on software for multipoint terminals, point-to-point terminals, and the
23334 cluster controller. Catherine, her husband, and her teenage son spend as much
time as possible skiing.
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Performance Characterization of Disc Caching:
A Case Study
Becky McBride & Sam Boles
Hewlett-Packard

Synopsis

Disc Caching is one of the most significant performance enhancements to be introduced in
the HP 3000 line. The basic theory is clearly sound, but even in the conceptualizing stage the
devzloptment team knew that empirical validation was essential before announcement of the
product.

As soon as the code stabilized after integration, the Cupertino Systems Performance team
moved in to subject it to an intensive 4-month performance characterization exercise.

The performance team a,nal{yzed existing benchmark test sets and selected a rantge of
database and sequential file fests. This approach gave a real-world flavor to the test sets,
gnd ’llever?(ged on the substantial engineering resources already invested in performance
enchmarking.

The team then created an environment in which they emulated terminal load by driving the
system under test with terminal messages generated by another computer direct-connected
to the system under test. This enabled not just a measurement of resource utilization on the
system ‘under test, but also a measurement of response times and transaction throughput
time at the individual “terminal” level. The automation of the terminal load also enabled
precise repeatability and exactly controlled think time and typing stpeed -~ all critical to the
measurement of sensxtmt)‘/ to” memory pressure, disc conﬁgura ion changes, number of
concurrent sessions and other variables.

The joint effort of the development team and the performance team resulted in a definitive
performance profile of the product prior to manufacturing release.

Background: The Other 2 1/2 Rule and the Bottom Line

The Other 2.1/2 Rule The 2 1/2 Rule and the HP3000

Back in the Dinosaur Days of computers - 20 years
or so ago - somebody at the Pentagon came up with
the "2 1/2 Rule." They had had a lot of experience
with the glant, monolithic systems contracts for the
Defense Department. The Rule went something like
this: Big computer systems take 2 times as long to
build as planned, cost 2 times as much, and have 1/2
the functions and performance.

Any of us with combat experience building bi
systems (or even little ones) can empathize with the
1/2 Rule. We might debate the numbers (they may be
too optimistic), but the message is painfully true.

There's another 2 1/2 Rule in the computer industry.
It's a little more positive. It says: Every 2 years
deliver twice the performance or cut the price in half
-~ or do both.

3-1

We've all seen the good 2 1/2 Rule in action in the
HP 3000 famllr‘ It's a growing family in performance
and functionality and it's competitive price -wise in an
industry whose amazing productivity contribution is
surpassed only by it's dramatic price competitiveness.

A Few Surprises

We've seen some impressive advances in processing
power, main memory capacity, I/0 rates and other
system components. And we've seen performance
gains. But we've had a few surprises.

Let's take a look at what's happened.
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The HP3000

CPU MIPS Relative to the Series il -
Serlas Il Serles 39 Series 48 Serles 68

] /[ o xxa3

1.3X 1.3X
(graphion by DSG/3000 TNove3)

... With MIPS Like These....

In the area of CPU (Central Processing Unit) power,
we've seen the MIPS (Million Instructions Per Second)
grow by more than a 3X factor as we moved from the
Series Il (about 0.3 MIPS) to the Series 64 and 68

1 3ax

(1.0 MIPS).
The HP3000
Main Memory Relotive to the Series Ill
Serles Il Serles 39 Serfes 48 Series 68
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1.5X 2X
(graphlos by DSC/3000 7Nova3)

... and Main Memory Like This....

The main memory capacity of 2 Megabytes on the
Series IIggas grown 4X to 8 Megabytes on the Series
64 and 68.

1X 4X

The HP3000
Disc 1/0 Relotive to the Series Il
Serlgs A Serles 39 Series 48 Serles 68
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2X
(9raphics by DSG/3000 TNova3)
... and Disc I/0 Rates Like These....
From the 30 or 40 disc I/0’s per second on the Series

il we’'ve grown to the 120-160 (and higher) range on
the Series 64 and 68.

X 4X

The HP3000

“Pawer" Relative to the Series I
Serles § Serles 39 Series 48 Series 68
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1.8X
(¢rophlos by DSG/3000 7Nova3)

... You Get a Power Curve Like This....

When you put these components together you get
some entrory (ke CPU consumption from the
overhead of moving more |/0 load) but a lot of
synergy (like more supported terminals to utilize the
greater disc capacity) so that your data processing
"power” looks something like at least a 4X gain.

X 4X
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The HP3000

Expected Elopsed Time Performance of Series 64 vs Series Il
Serles 1l Serles 39 Serles 48 Serles 68
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(graphics by DSG/3000 7Nova3)
...S0 We Expected This....

With 4X the data processing power, we thought we
could take 20 minutes’ worth of work on the Series Il
and do it in 5 minutes on the Series 64.

The HP3000
Actual Elapsed Time Perf of S/64 vs S/Ill (Before Disc Caching)
Series 1l Serles 39 Saries 48 arfes 68
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25

200

20 Minutes 15 Minutea
(graphion by DSG/3000 7Nova3)

... But We Got This....

When we took the 20 minutes of work from the Series
Il and ported it very carefully, 1-for-1, to the 64 and
ran it there, we found we got only about a 25%
improvement in performance.

The Bottom Line
Somehow if wasn't getting there.

If It Hasn’t Got It There, It Hasn’t Got It

We knew from our unit tests of individual components
that we had the raw horsepower in the box to do
better than that. But in the systems test,
benchmarking customer data and customer programs,
It wasn't making it to the Bottom Line.

The Autopsy of Our Shattered Dream

We started dlggin? into the problem. We looked at
some of the stats from the instrumentation we usually
enable when running a benchmark. We found that we
had the CPU busy less than 50% of the time and
paused for I/0 over 40% of the time. We were idling
at a 75 nanosecond rate -~ a very fast idle:

We looked at main memory utiiization. Of the 8
Mbytes we had configured we were,usmlg between §
and 6 Mbytes, with 2 Mbytes standing idle.

We looked at disc I/0. We were doing only 50 1/0's
a second on a system where our unit’ tests had
sustained better than 3 times that load.

about
atabase
to assure data

We found that we were getting a process sto,
40 times a second from impedes on the
control block (single-threaded
Integrity and correct linkage.)

For a number of reasons, the majority of which were
directly or indirectly related to disc I/0, we. were not
realizing the dperfc:rmance potential of the Series 64
when we did a simplistic migration of the typical
HP 3000 job mix.
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The Birth of Disc Caching

Enter the Bhsch-l(ondoft‘ Team

About that time, John Busch, architect of the MPE
Kernel, and Al Kondoff, a disc I/0 specialist in the MPE
lab, focused on the problem. ’

The Memory Hierarchy

They looked at the time it takes to get data from main
memory. That's about 400 nanoseconds. They looked
at the time it takes to ?et data from disc. That's
about 40 milliseconds. A J0000X difference.

The Typical HP3000 1/0 Profile

They did extensive sampling of a wide range of
HP3000 job mixes. They built instrumentation to
measure and characterize fetch sizes, temporal and
spatial locality, read:write ratios.

~Tl'uey built an 170 simulator and analytic model to
ledvaluate design alternatives and emerged with a new
ea.

The Mechanics

John and Al devised a scheme that would use the 1-2
Mbytes of idle main memory on the 64 to store |ar?e
blocks of disc data that were local to data specifically
requested by the user. If you asked for record #1,
they'd read in record # 1 and the next 20 Kbytes or.so
of data, on the assumption that you'd ask for record
#2 soon and other records in that vicinity. As these
disc domains get cached into main memory, when you
asked for record #2, you'd get it_in 4 milliseconds
;atitzer than 40 milliseconds. That's 10 times
aster.

From the analysis of real-world I/0 traffic patterns, it
looked as though you would get a hit in the disc data
cached into memory about 70% of the time - more
than enough to make the several millisecond disc
cache overhead a high-yield investment.

Not a Pyrrhic Victory

The Cache management was integrated at the Kernel
level so that disc cache was competing for main
memory via the same approximate LRU (Least
Recently Used) algorithm that manages code, stack
and extra data segments. This enables a dynamic
sensitivity to the varying resource needs of the
system at the giobal level. That way you don't
sacrifice some other important sector of performance
Just to peak your disc I/0's.

When John told us about his simulation and analytic
model results, we were very interested. It sounded as
though he were on to something. Something that we
really needed in the Systems Performance Center.

3-4

The Systems Performance Center

In Cupertino, California, the location of the key
HP 3000 R&D Lab, the Systems Performance Center
runs customer benchmarks and does performance
characterization of HP3000 hardware and software
products.

A typical scenarlo of the Performance Center
operation goes fike this: A customer has a Series 1l
and has outgrown it. He wants to see what response
time and transaction throughput rates he would ?et
with a 64. He and his SE and Performance Specialist
in the field analyze his job mix and select programs
and data for a benchmark. (They: usually expand the
load in order to do a littie ad hoc capacity planning
along with the benchmark.)

The field/user team then makes 'reservations In
Cupertino and joins the System Performance Team
there to run the customer's programs and data on
equipment in the Performance Center configured to
reflect what has been proposed as a solution.

The key element in this exercise is its real-world
connection: it's customer programs running customer
transactions against customer databases, in many
cases, ported directly from the customer’s production
environment.

On-Line Dimension

A major contribution of the 3000 is to bring the
on-line interactive dimension to the world of
commercial data processing. With the customer still on
the phone you can see that you have a hundred
widgets in stock that you will ship him today, and 500
more are coming out of QA tomorrow that you will
Federal Express to him. He says "Go”, you update the
inventory (so nobody else gets promised the same
100 widgets) and launch the order. Now. In almost
real-time.

This is the world of the HP 3000. And this is what
customers want to benchmark. But with the Series
6X, they want to see the response time they will get
with a hundred terminals going at the same time. And
what will happen to response time if they add a Me%
of Memory? And what will happen to response time |
:{\eyhadd another 7935 disc drive? Another GIC?
nother....

Benchmarking Tools

Well, how do you get a hundred terminals, hook them
up, get a hundred operators, get them to enter data
with the right think time and typing speeds, make
errors onfy when you want them to, measure the
response time at each terminal for each transaction
(down to a hundredth of a second), get them all to
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start at a specific time, stop at a specific time, not
sneeze or stop for coffee except when you want
them to, then do the whole thing over again exactly
the same way in every detail after you have changed
the disc configuration for the next test (which will be
about midnight, at which time you want ail hundred
operators and timers and terminals and files on the
mark, ready to go -- and it's Saturday night)? :

How?

No how.

You can't do it.

Except maybe with a computer. Like an HP- 3000, for
Instance. :

TEPE

You take a terminal emulator like HP's TEPE (Terminal
Emulator and Performance Evaluator) and write
"scripts” for it. You tell the program the think times,
typing speeds, baud rates, programs to run, answers

to give to the program you're running. You build a
hundred of these, varying whatever you want to vary,

then complle them into a form that the computer can

use.

Then you take a-couple of 44's and configure them
with a special terminal-driver. You get some. special
TEPE cables that hook right onto the ADCC (terminal
handler) edge connector on one end and onto the
3-pin-RS232 ATP-connector on the other end at the
Series 64 junction panel.

The System Under Test

On the 64 (the System Under Test) you load your
application programs and databases and other files.

On'the 44's you start up the TEPE monitor, tell it what
scripts you want to run with what start times.

Then you launch. Each 44 takes 50 scripts, analyzes
the parameters and sends an RS232 bit serial
message down' the wire to the 64. By the time ther
hit the 100 ATP connectors on the 64 junction panel it
looks just like what would have arrived if you and |
and the other 98 operators had been sitting there
ban;ing real terminals. Only it's exactly repeatable.
And controliable. And changeable. "And response
time is measurable at a fraction of a second. And it's
economically and ergonomically feasible.

Emulation

This Is emulation. Not simulation. It's real RS232
messages comInF' over real wires to a real System
Under Test. This is how you execute and measure
large configurations of on-line systems.

While you're running the benchmarks, the TEPE monitor
on the driver 44's Is'°  measuring the
inquiry -to -first-response response time on each
"terminal” so at the end of the benchmark you can get
mean resonse time, min, max and standard deviation

for individual terminals or for the whole load, for the
entire test or for a selected steady -state window.

Over on the System Under: Test, you enable
instrumentation like OPT.(On-Line Performance Tool),
to ?et CPU, main memory and disc I/0 statistics with
variable granularity: global total, global by interval,
Io?lcal device level. You can get system table
utilization, working sets by process, and other
components of a wide range of performance
statistics.

Disc Caching Into Battle

It was into this arena that Disc Caching came to prove
itself. This was real-world programs, real-world

ata, real-world loadings, real-word response time
requirements, right out of real-world customer
production systems around the real world. Where it
deviated from the real-world was where customers
injected worst cases (eg: zero ‘think time) to
stress -test the system. A

Now remember where we performance engineers were
coming from: we'd examined John's and Al's design.
They had done their homework. Their design was
esthetically beautiful. Their implementation showed
the consummate art of skilled craftsmen. And we
wanted very much to have something that would
enable the 64 to do the job it was built to do.

But in the Performance Center the real-world
Bottom Line is what counts. If it hasn't got it
there, it hasn't got it.

The Firs_t Round

We went to the Benchmark Library to get some of the
tougher customer tests we had run. We selected one
with a 56 data-set IMAGE database and a couple of
KSAM files. We set up for 21 terminais and gave it a
shot. We first ran with a rre-Cache Q MIT (the
official current MIT at that point in time) to calibrate a
base line. One of the design criteria John and Al had
set for themselves was not to degrade performance
on a system where Disc Caching was not enabled.

We then restored the database, reset -the system,
updated to the Cached Q-MIT and ran the same
21 -terminal test with Caching disabled. We compared
the numbers (overall mean response time
inquiry -~to-first response) and other stats of finer
qranularlty and found no degradation due to Caching
(in fact, there was a small improvement from some
minor optimization John and Al had done while they
had MPE "open on the table.”)

The Caching Parallel: Some Gain

We then re-staged (reloaded the databases, etc),
enabled Caching on all LDEV's and repeated the 21
terminal-test. We got about a 20% performance
improvement. That was better than nothing, but like
tapioca -- good, but not exiting.

As with the other tests we were running with OPT and
MPEDCP (MPE Data Collection Program) enabled with
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logging at 60-second intervals. This, in addition to
the TEPE response time stats as seen at each
"terminal”, gave ‘us a wide range of granularity in
monitoring this extensive instrumentation. o

John and Al pored over the stats, and proceeded to
optimize the code. We staged for the next shot and
t:ieyﬂgave us a new build. We ran with a 25% gain
this time. .

The queue length at the LDEV level showed that we
didn't have enough load with only 21 terminals to get
the full "Cache Effect.” We went to 42 terminals, then
to 63 and started to get 50% (2:1 response time
reduction ) improvement and better.

Stage, 'Shoot, Tune, Build

We worked into Saturday night . with a
Stage -Shoot-Tune -Build routine, tweaking things like

the cache-flush algorithm and fetch size. Most:

iterations picked up a few points. Some were
disasters that we had to undo. We were tired but
encouraged. :

We came back  Sunday and went into the
Stage -Shoot-Tune -Build mode again. We pulled in
some other benchmarks from the library. We ran some
saguential file processing. With the larger fetch sizes
and higher cache hit rates we got some very
impressive results.

As the week wore on, we widened the -range of
benchmarks. We took the 66-dataset IMAGE
benchmark with 63 terminals doing transaction
grocesslng and added 38 developmental (COBOL,
ORTRAN, BASIC edit, compile, test) sessions. Here
we had a hybrid benchmark with 101 -terminals
accessing IMAGE, KSAM, and sequential files.

We ran with Caching disabled. Mean Response Time
(Inquiry to First Response): 0.92 seconds.

3:1 Improvement

We restaged, ehabled Caching and ran again. Mean
Response Time: 0.31 seconds. A 3:1 improvement.
We knew we were on to something big. : .

After two weeks we cleaned up the debris, sifted
through our data, had an engineering review by the
development . .team and the full Performance
Engineering team. We decided to integrate a -Disc
Caching parallel phase with every benchmark coming
through the Performance Center.

Looking for the Holes
We were dgnf:imng very impressive results where we
t: :

had a goo

20-40% available CPU
1-2 Mb available main memory
Average file locality on disc

Average (3-4:1) Read:Write ratio
Heavy disc I/0 load

We had found that there were conditions where Disc
Caching not only didn't help but actually degraded
performance. We focused on defining those
conditions, so as to minimize the occurrence of misfits.

We found these conditions where Disc Caching had
marginal or negative effect:

CPU busy >65% of the time

Memory Pressure >10%

Low hit ratio in a 4 Kb IMAGE
or 24 Kb sequential
fetch size

Block size about equal to
Caching fetch size

Very Good Becomes Better

As we gave Disc Caching more and more real-worid
exposure John and Al added some features to make
Caching more flexible.

In addition to the STARTCACHE & STOPCACHE MPE
commands at the LDEV level, they built a
CACHECONTROL facility that would allow user
specification of - fetch sizes for both sequential and
random files. This enables some remedy to situations
with a {ocality problem. The fetch size can be
expanded to get better hit rates; or, if that doesn’t
remedy the problem, the fetch size can be reduced to
avoid the overhead of futile Caching.

For IMAGE integrity -sensitive applications where
recovery. is difficult or impossible, John and Al built a
CACHECONTROL BLOCKONWRITE  facility. This
enables a user to force a process wait until the
completion of physically posting the cache buffers to
disc. This works at the systemwide level.

Alternatively, if IMAGE Logging and/or ILR (intrinsic
Level Recovery) are enabled by the database
manager, the Serial Write Queue facility protects th
integrity of the database. . .

A Performance Profile at Product Announcement

By the time Disc Caching was announced in May of 83,
the Performance Center had benchmarked the product
for four months. Just prior to the announcement a
preview edition of the Performance News Notes (the
monthly publication of the Performance Center) went
to the field SE Organization with performance data
like the Improvement Rate chart below.

This issue also had an internals description by John
Busch and Al Kondoff.. The .combination of theoretical
Insight coupled with real-world performance data
over a wide range of conditions gave the field SE's a
head start in learning the characteristics of _an
important new product and the conditions that make it
a good investment for the HP 3000 user community.
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IMAGE: An Empirical Study

B. David Cathell
Hewlett-Packard

Background

Last April, Jorge Guerrero addressed the Per-
formance Specialist Class that I was attending.
He made a rather bold assertion that “There is

no evidence that a prime capacity for an IM-

AGE master data set gives a better distribution
than a non-prime capacity." In light of the
fact that we had all been trained to believe
that a prime capacity is decidedly . better, we
students were shocked to hear Jorge’s conten-
tion. I began design and implemenation of a
program to read any data base and test the key
values contained in a specified data set using
various capacities. Although the initial goal
was to prove or disprove Jorge’s assertion, the

program was also intended to be a tool to -

evaluate potential capacities should the asser-
tion prove to be true.

Image Theory

The following section deals with the theory
upon which the IMAGE design is based.
Readers who are already familiar with this
theory may wish to jump forward to the dis-
cussion of the program itself.

IMAGE, like any data base system is an or-
ganized collection of data. The method of or-
ganization is intended to speed the retrieval of
particular data that a user requires. There are
many methods of organization but the design-
ers of IMAGE chose two types of sets of data
which we call master data. sets and detail data
sets.

Master data sets contain key data by which the
rest of the data is retrieved. Names and iden~
tifying numbers (such as social security num-
ber) are common Kkeys with which we are
probably all familiar.

Detail data sets usually contain the bulk data
but are organized with pointers to maintain
linked lists of information with common key
(called search items) values. Data for a
particular person, for example, can be obtained

4-1

by finding the head of the chain for that
person’s name and following the chain.

Because accessing the data in an IMAGE data
base usually requires initially accessing a mast-
er data set, this paper will only deal with ques-
tions pertammg to masters.

When a user attempts to access a master data
set, he or she provides a key value. Somehow,
IMAGE must be able to transform that key
value into a unique address where the desired
record (data entry) resides. The easiest way to
do this is to assign a unique number to every
possible key value and have a correspondingly
numbered data entry location reserved for it.
Unfortunately, even a short data item may
have a huge number of possible values; for ex-
ample, the number of possible file names in
MPE 1s over two trillion.. Although, your HP
sales representative might like to sell you
another disc drive, two trillion records would
require a good sized building full of disc drives.

Therefore, IMAGE has to transform that key
value to some reasonable number of possible
record locations. Whatever method is used
must be repeatable. That is, .once the user
places information in some location, a sub-
sequent request for that same information
must be directed to the same location. Second-
ly, the method must produce a reasonably good
distribution of record numbers. If the trans-
formation algorithm produces the same record
number from two different keys (the keys are
called synonyms), we have-a problem in that
only one data entry can occupy a record loca-
tion, but two entries wish to reside there.

Thus, in addition to selecting a good transfor-.
mation algorithm, the designers of IMAGE also
had to contend with a method of handling
synonyms. The method chosen allows a
synonym to reside in a location other than the
one determined by the transformation algo-
rithm. Such a synonym is designated a secon-
dary entry, whereas an entry which resides in
the correct location is termed the primary
entry. The primary. and secondary entries
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which are synonyms of each other are linked
together in a linked list, with the head of the
chain in the primary location. In order to find
a secondary entry, IMAGE must first find the
primary entry and follow the synonym chain
until it finds the desired entry.

Importance

With this brief discussion of the theory of IM-
AGE, one now has to ask the question "Why

would anyone care if the capacity of a master-

data set is prime or not?" Actually, one has to
go back to the transformation algorithm men-
tioned above.

IMAGE actually has two parts to the trans-

formation.” The first part applies only to byte .

type keys. It is called the Bale-Estes-White
hashing algorithm and attempts to fold the en-
tire key into a two word value. (The exact al-
gorithm is given below.) The second part ap-
plies to all keys and consists of simple modulus
arithmetic whereby the right most two words
of the key (or two word hash) are divided by
the capacity. The remainder plus one is the

record location to be used for -that key. It has
been asserted (although I don’t know who made -

the original assertion) that a prime divisor
produces a better- d:stnbutlon of record
numbers. .

It should be apparent that a poor distribution
would result in an excessive number of
synonyms and thus a greater number of secon-
dary entries. This results in additional over-
head in accessing the master data set because
IMAGE must more frequently follow a
synonym chain.in order to produce the desired
data entry.

It can also cause additional overhead in adding
or deleting entries in the master data set. This
condition is termed migrating secondaries and
results from a rule that IMAGE eriforces; a
data entry has first priority over its home (cal-
culated) location. If in adding a new data
entry, IMAGE discovers that a secondary entry
(a. synonym- of some other key) already resides
in the this data entry’s home -location, the
secondary entry must be moved (mlgrated) first
to some other empty location. Then the new
primary key may be placed in its rightful home
location. -

The second case of migrating secondary is
caused by the deletion of the primary entry
which has a synonym chain. The second
synonym in the chain is moved (migrated) to
the primary location.

It should be obvious that it is very desirable to
minimize the number of synonyms in order to
avoid excessive overhead in-both accessing and
changing a master data set. If choosing a
capacity which is a prime number-(or any other

specially computed number) produces
significantly fewer synonyms, then it is
certainly worth the effort.

The DBCAPCK program

In an effort to answer the question of prime
capacities, I decided that one could argue the
theory of transformation algorithms forever,
but the proof is contained in real data bases
with real user data. Although my primary ob-
jective was to prove or disprove the prime
capacity assertion, I also intended that the
design of my program would be flexible enough
so that if the assertion proved to be true, the
program could be used to determine good
capacities for a given data set.

The first step was to obtain the IMAGE trans-
formation algorithm and adapt it to my
program. I had already decided to use PASCAL
for the program and had to either interface to
the actual SPL code or simulate it. Perhaps it
was intellectual curiousity or perhaps some per-
sonality flaw, but I decided to simulate. For
those who wish to share this experience, the
hashing algorithm follows:

IMAGE Hashing Algorithm

1. Obtain the left most two words (4 bytes)
of the key.

2. If the key length (in words) is an odd
number, shift the two word value to the
right by 16 bits, introducing leading zeros.

3. Shift the two words left by 1 bit, with an
end around carry of the sign bit.

4. If all the words in the key have been used
in the hashing; go to step 9.

5. Get the next two words in the key (begin-
ning at the right) and divide (unsigned) by
31 and add 1 to the remainder.

6. Use the above result as a shift count and
shift the hash accumulated thus far, to
the left with an end around carry of the
sign bit.

7. Perform an unsigned addition of these
next two words in the key with the just
shifted accumulated hash (saved as the
new intermediate hash value.

8. Go back tostep 4.

9.  Shift the accumulated hash to the right
by 1 bit, introducing a leading zero bit.

I can assure you that I had no confidence that I
accurately translated the algorithm (written in
SPL but actually every line is part of an
ASSEMBLE  statement).  Therefore, the
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program contains a check, comparing the
record number computed by the program
versus the actual record number of the primary
key (aha! Finally a use for the mode 8 DBGET)
when the user scans a data set specifying the
original capacity.

Modulus Calculation

The actual calculation of the relative record
number is very straight forward; one only
needs to perform unsigned division of the hash
(byte key) or right most two words by the
capacity, using the remainder plus one as the
relative record number. Or so I thought!

After the program was beginning to run, I
visited one of my accounts who is a heavy data
base user. They kindly consented to test out
my program on one of their data bases. All
was fine until we examined a data set that had
a capacity of 150,000 entries (since it was non-
prime, it looked like a good candidate to
analyze). The program began issuing an error
message indicating that the relative record
number computed by the program differed
from the data base. There were so many mis-
calculations that it couldn’t have been an end
case; in fact, we had the impression that every
entry was miscalculated. But a pattern emerg-
ed, every calculated value was exactly one less
than the value IMAGE had generated. Later
testing revealed that IMAGE has a bug in the

modulus calulation (I even suspected PASCAL)
when the capac1ty is greater than 65535. Of
course, the "bug" can never be fixed because of
the requirement for repeatibility of the trans-
formation algorithm.

General program description

When the program is run, it initially prompts
the user for a data base name and password. It
then opens the data base in mode 5 (shared,
read only) and using DBINFO lists the master
data sets with information about each. The
user is prompted for a data set, a proposed
capacity and a proposed blocking factor. The
program reads the indicated data set, calculates
the hash (if a byte key) for each data entry,
stores it in an extra data segment, calculates
the relative record number and records it in a
statistics file. Once all the data entries have
been read, it counts the number of keys which
had no synonyms, the number with exactly one
synonym and so on. It then produces a table of
these results on the terminal display. The user
may also request a graph of the distribution of
entries. The user may then select to repeat
with the same data set changing the proposed
capacity. In the second pass of a data set, the
program uses the hash from the extra data
segment rather than re-reading the data set.

The following is a sample of the dialogue from
the program.

DBCAPCK Version 1.0 (c) Hewlett-Packard Company, Inc.
Data Base = dummy
Password = <cr>
No. Name Type BF Entries Capacity
1 PEOPLE M 14 166 200 .
2 INT M 68 36 200
3 ASCINUM M 38 25 200
Data set number = 1
Search item = NAME
Item type = X
Capacity ( 200) = <cr>
Next larger prime? (N) - <cr>
Blocking factor (14) = <cr>
Entry count = 166 (83.0%)
Entries with 0 synonyms - 62 37.3%
Entries with 1 synonyms - 46 27.7%
Entries with 2 synonyms - 45 27.1%
Entries with 3 synonyms - 8 4.8%
Entries with 4 synonyms - 5 3.0%
Overflow block count = 3
Total block count = 15
Would you like a graph? (N) - <cr>
Repeat? (Y) - n

Most of the above is pretty straight forward,
but a few items should be discussed. Why is
blocking factor important? In all of the
previous  discussion, we simplified the
explanation so that 1t would appear that each

data entry has its own physical location on the
disc. In fact, data entries reside in blocks
whose blocksize is determined by the
BLOCKMAX control option in DBSCHEMA.
The number of data entries that will fit is a
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function of the size of the data entries and the
number of paths to associated detail data sets.
As we discussed earlier, there is overhead as-
sociated with synonym chains, but the amount
of overhead is much greater when the synonym
chains span multiple blocks. The time required
to perform the physical 1/0 to obtain a second
(or even third) block in following a chain is
considerably greater than if the chain is con-
tained only within one block.

It is also for these reasons that the Overflow
Block Count 1is reported. This statistic
represents how many blocks in the data. set
could not contain all the data entries which
have their home location in that block. In each
of these blocks there will be at least one
synonym chain which spans into another block.
In many cases, this statistic may be as impor-
tant as the actual synonym counts themselves.

Are prime capacities better?

I have used this program to examine many data
bases with many types of keys and I cannot
find any benefit to prime capacities. I realize
that many of us find this hard to accept and
may question the conclusion of one individual.

The following is a compilation of the statistics
reported by DBCAPCK making numerous pass-
es through a data set containing a six-byte key
(TRACKER PICS id consisting of three charac-
ter month abbreviation followed by three AS-
CII digits). The number of entries was 1243
with a blocking factor of 20. The results are
representative of the patterns that I have
observed.

% Percentage with synonym count of Blocks
Capacity Ful 0 1 2 3 4 5+ Ovrflo Total
1380 90.1 40.9 36.8:15.9 5.1 1.2 0.0 19 69
1381% 90.0 43.4 34.6 159 4.8 0.8 0.5 20 70
1382 89.9 39.8 37.3 16.4 4.8 1.6 0.0 20 70
1383 89.9 40.5 38.9 159 4.2 0.4 0.0 18 70
1384 89.8 41.6 36.8 15.2 5.1 1.2 0.0 15 70
1385 89.7 41.4 37.8 13.3 6.8 0.8 0.0 15 70
1386 89.7 39.9 35.1 20.0 4.2 0.8 0.0 22 70
1387 89.6 40.2 35.4 18.8 3.5 2.0 0.0 18 70
1388 89.6 41.2 34.8 157 6.8 1.6 0.0 18 70
1389 89.5 41.5 36.5 157 3.9 2.4 0.0 16 70
1390 89.4 39.3 37.7 14.0 5.8 3.2 0.0 18 70
1391 89.4 40.1 37.7 16.4 55 0.4 0.0 19 70
1392 89.3 40.0 39.7 145 45 0.8 0.5 15 70
1393 89.2 40.6 34.6 17.1 6.4 1.2 0.0 20 70
1304 89.2 40.8 38.0 15.2 4.8 1.2 0.0 18 70
1395 89.1 43.3 37.0 14.7 4.2 0.8 0.0 16 70
1396 89.0 41.4 35.1 16.9 6.1 0.0 0.5 22 70
1397 89.0 41.8 36.8 13.8 5.5 1.6 0.5 18 70
1398 88.9 43.0 35.2 17.1 4.2 0.4 0.0 17 70
1399% 88.8 41.5 37.2 17.1 3.2 0.4 0.6 18 70
1400 88.8 43.5 36.5 13.3 5.8 0.4 0.5 19 70
1550 80.2 44.3 38.3 12.8 4.2 0.4 0.0 7 78
1551 80.1 45.7 38.0 11.3 4.5 0.0 0.5 10 78
15562 80.1 44.8 35.9 13.5 5.8 0.0 0.0 10 78
1553% 80.0 45.2 37.2 12.1 5.1 0.4 0.0 12 78
1554 80.0 46.3 36.0 12.6 3.5 1.6 0.0 10 78
1555 79.9 44.0 36.5 13.5 3.9 0.5 0.0 10 78
177 70.0 S0.1 36.7 10.6 2.6 0.0 0.0 6 89
1776 70.0 49.2 36.7 11.3 1.9 0.8 0.0 5 89
1777% 69.9 S51.7 31.7 126 3.2 0.8 0.0 5 89
1778 69.9 S51.6 36.5 9.7 2.3 0.0 0.0 6 89
1779 69.9 49.1 37.3 11.3 2.3 0.0 0.0 1 89

Prime capacities are marked with an

asterisk (X).
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General Conclusions

Are there especially good capacities?

Of the data sets that I have examined, there
have not been any instances of a capacity that
was overwhelmingly better than others of ap-
proximately the same value.

Are there especially bad capacities?

I have seen only one class of values that are
clearly to be avoided; that is the powers of two.
These capacities produce large numbers of
synonyms, yet values one greater or less are
perfectly acceptable.

What about percent full?

There does not appear to be a hard rule that
some percentage 1s acceptable and one percent
greater is unacceptable. Generally, a capacity
between 70% and 80% seems to be satisfactory,
especially in the overflow block count statistic.

So do I just pick a number out of the air?

I would suggest that you use a capacity that
will keep your data set between 70% and 80%
full and then if possible check it with
DBCAPCK. If you feel comfortable with a

prime capacity (or if you are forced to use a
prime by third party software which will allow
you to change the capacity of a data set), by all
means, use it. Prime capacities don’t appear to
be bad, they just aren’t demonstrably better
than non-prime.

How do I get to run DBCAPCK?

I have sent a copy of DBCAPCK to the per-
formance library at CSY in Cupertino. Con-
tact the Performance trained SE in your area
to obtain use of the program. Please do not try
to contact the factory directly.

Conclusion

I think the real lesson to be learned by all this,
is that as users we should all maintain a certain
amount of skepticism when we are asked to ac-
cept "truths" which are not grounded in em-
pirical evidence. And if you have your doubts,
construct an experiment to test the assertion.
You might overturn the next IMAGE myth.
Why you might even discover that integer keys
are all right after alll
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Customer Satisfaction Through Quality Software

_ Dan Coats, Hewlett-Packard
Michael McCaffrey, Hewlett-Packard

Perhaps the most frustrating thing for a
Hewlett Packard customer is updating to a new
release of MPE. The majority of the older cus-
tomers take the "wait and see attitude" before
updating their production systems to the new
software because they have been burned in the
past. A few brave souls and new customer in-
stallations take on the task of being the guinea
pigs. At a point, maybe 3 to 6 months after
release, when the software has stabilized, the
rest of the customer base is feeling more com-
fortable and gradually migrates onto the new
software. This attitude, though justifiable,
creates a number of problems for Computer
Systems Division (CSY). Since the next release
of MPE is based on the most current one in the
field, we need a high percentage of customers
using the current release to insure that we are
not carrying problems forward into the next
release. When bugs are found and fixes are
generated for the installed customers, they are
then incorporated into the next version of the
product. Because of the time lag between the
release of new software and the installation of
it on a high percentage of the installed systems,
we are working with a unknown guality level
of software. What can be done about this
CATCH 22 situation? We believe the most im-
portant thing is to raise your confidence level
in our software. The only way to do this is to
provide the highest quality software possible
with the current technology available. With
the stage set at this point, this paper will dis-
cuss some of the things we are doing at CSY to
address this goal. This paper will first define
the Product Life Cycle, which is a mechanism
for defining the process of software develop-
ment. The quality checks and testing at each
phase will be covered in addition to what we
are doing to automate the system testing to un-
cover as many problems as possible before
software is released to our customers.

Software Product Life Cycle

The software development process is
controlled by a document called the Software

Product Life Cycle. This document defines the
objectives, results or output, and method of
validation for each phase of the life cycle.

This discussion will deal with a generic life
cycle. While not exactly like the life cycle used
at CSY, it defines the mechanism that most
software divisions model their Product Life
Cycles after, including CSY. There are SiX
major steps in the process of developing
software.

o Investigation The requirements for the
product to be successful in the
market are determined. The
product objectives, in terms of
functionality, usability, reliability,
performance, and supportability
are defined.

External interfaces, both user
interfaces and product interfaces ,
are defined. Internal specifica-
tions, which state the algorithms
that will be used, are developed.

o Design

o Implementation Code, module test, and
document the product com-
ponents. Plans are made for field
and user training.

o Testing Insure that the product meets
HP and user requirements. In-
tegration of the software. System
testing, ALPHA and BETA test-
ing. Field review and suppor-
tability evaluation.

o Release Package and transfer to
manufacturing and the field.

o Support Ongoing enhancement and

product fixes.

Software Product Life Cycle Testing Activity
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In the early steps of the Software Product
Life Cycle a great deal of testing activity oc—
curs. The following chart shows the testing ac-
tivity broken down - for each step of the

Product Life Cycle.

Phase | Product Develobmgnt Testing Activity
Investigation Product Requiremenfs ---------------
Design External design, and | Design Inspections
' . .Internal designs Quality Plans

. . . Test Plans
Implementation | Coding - Code Inspections
. . Module Testing
Testing‘ Integration of the ‘ Function Testing
. software . System Testing
ALPHA & BETA Sites
Field Review

Quality Plans

The quality plan is a document that states the
quality objectives of the project and the means
for -achieving them. These measurable objec-
tives and specific plans will come from all
functional areas andwill result in goals agreed
upon by the entire product team. As the
project progresses, the Quality plan is used for

evaluation and planning throughout the life of

the product

The quality plan is not a test plan, nor does the
test plan deal with the functions of a quality
plan. The scope of the quality plan is much
broader, its creation and acceptance must coin~
cide with those of the External Specifications
in order- to insure that the -various aspects of
the product’s quality are considered at ap-
propriate points in the product’s life. A test
plan, however, defines specific testing activity,
is much more detailed and is created later in
the product’s development.

In order to successfully define the quality ob-
jectives of a product, the plan addresses each
phase of the product life cycle and includes the
following:

-specific objectives to be met;
. -the means of achieving these objectives;

-what measures wnll be used to determine
the degree of quality achieved;

~criteria needed before project enters the
next phase'

' ~what documentation wxll be kept for all
the activities.

The goals should be expressed in térms of fit-
ness: for use. There are five major aspects of
fitness for use and each should -be addressed for
each phase of the project. These are:

-functionality

-usability

-reliability

-performance

-supportability
Quality Plans

5-2
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Contents

The following table identifies the major com-
ponents of the Quality Plan:

I. Product Overview

A. Product Identification

B. Related Products and Projects

C. Quality Perspective of Product
II. Plans by Phase

A. Design

B. ltﬁplementatioﬁ

C. User Acceptance Testing

D. Release to Manufacturing

E. Post-Release

Quality Plans
I. Product Overview

A. Product Identification
1. Name, mnemonic, and number
2. Product Abstract
3. Project Personnel
B. Related Products and Projects

A list of all products and projects that
affect this product is provided in order
that dependencies among products can
be identified.

C. Quality Perspective of Product

A description of the product emphasis,
its market, and its potential end use is
provided. In addition, problems that
crop up as a result of the related
products and project investigations are
recorded and contingency plans are
developed as well as methods for
monitoring the problem areas.

1L Plans by Phase

For each of the five development
phases objectives, plans, and methods of
verification should be described. The
quality control procedures should
reflect specific measures to be taken to
insure a high quality result at the com-
pletion of each project milestone; the
quality improvement section focuses on
what items or processes will be
improved as a means of improving the

5-3

resultant product’s overall quality; the
measurement section focuses on how
the project team will know if its goals
have been met. This outline will look
at the objectives only; plans and
verification methods will be dealt with
later.

A. Design

The design phase consists of external
and internal subphases which may
overlap, depending on the needs of the
project. In the external subphase the
features of the product and the user
interface are specified. The internal
subphase defines the structure that
will support the product’s externals.
During this phase, a test plan is also
developed by the project team. This
plan will be described later.

1. Objectives
External....

--to describe the product operating
environment

--to determine the functional

capabilities
-=to define the user interface

-~to specify documentation standards
for the ES

Internal....

--to describe major elements of the
internal structure

--to develop complete, detailed
descriptions of the algorithms and
data structures to be used in the

im plementationplementation

--to provide design alternatives
B. Implementation

This phase includes the coding of all
modules, the completion of the inter-
nal maintenance specification, testing
of the product, and manual writing.

User reference manuals, programming
guides, and other manuals are com-
pleted so that they will be available
for both alpha and beta test sites. This
is an area known for a large number
of product errors, therefore, particular
care should be taken to review the
.manuals to ensure they are accurate,
complete, and useful.

Prepared by the Southern California Regional User’s Group




Proceedings: HP3000 IUG 1984 Anaheim

1. Objectives

--to determine coding standards to be
used

--to provide idea of internal
documentation expected

~--to decide if hooks should be in-
cluded for testing

--to faithfully translate the al-
gorithms and data  structures
developed in internal design into
programs, procedures, and data
structure definitions

-~-to provide complete and function-
ally tested code

Internal Maintenance Specification.....

--to produce concurrently with the
code

--to provide a complete description
of the internal design, structure, and
flow of a product

--to detail the development of the
product

--to provide the information neces-
sary to support and enhance the
product

--to provide sufficient information
so that field training may be
developed

~-to provide for evolution of the

document after the product is
released

Testing Activities.....

--to develop tests as outlined in the
test plan

--to document tests in test documen-
tation section

--to choose ALPHA test sites

C. User Testing

This phase exposes the product to a
controlled end user environment. In
order to get to this phase, all lab test-
ing is completed, and the product has
completed the implementation phase.

1. Objective

--to evaluate the initial reliability of
the product

--to determine readiness for BETA
site testing

--to provide active test site
management

I-—to test the product installation files
D. Release ‘

During this phase, the code must be
tested extensively to insure its
reliability, the performance must be
measured and tuned until the product
is ready for customer use, and control
of the product must be turned over to
manufacturing.

1. Objective

--to provide for thorough product
testing through the use of the BETA
test site

--to stress the product with the in-
tent of causing it to fail

E. Post Release

The life of a product after release in-
volves changes, both fixes and en-
hancements, the necessity to interface
with new products, and the require-
ment to minimize disruption of exist-
ing customers’ activities.

1. Objective

--to demonstrate that new releases
have improved quality as measured
by agreed upon metrics

~-to test and prove that the code of
the new release is maintainable

--to insure that documentation of
the new release meets quality
objectives

--to insure that advantages of fixes
or features in the new release out-
weigh the risk of potentially intro-
ducing new bugs

--to reduce the time that a critical or
serious problem remains open

The test plan is a strategy for applied testing of
a product. The objective of a test plan is to
define the scope, resources, and timetable of
product testing. All of these will vary depend-
ing on the type of product and the objectives
documented in the quality plan. The quality
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plan makes specific recommendations about the
testing process- the test plan implements them.

The test plan is the driving force for the test-

ing process and as such, should address the
following: .

--the types of tests to be used by the
project team

--non-standard test specifics

--frequency of repetitive operations fe:g.,
walkthroughs, regression tests).

It should define a set 6f tests which Will be suf-

ficient to guarantee the quality of the finished
product upon release.

The test plan is developed as a integral part of
the design and implementation phases; it is
directly applied to the external specification.
The following is an outline of a test plan that
is presently .the standard for CSY. The intent,
when developing such a plan, is to use only
those areas that are directly applicable to the
product being tested and this. paper will only
deal with some of the aspects of such a plan
Test Plans Contents
I. Product Identification

A. Project name, mnemonic, and project
number

B. Project Abstract
C. Project Personnel
11. Development Quality Control Practices
A. Design Walkthroughs
B. Design Reviews
C. Code Inspections and Waikthroughs
D. Code Reviews
111 Implementation Testing
A. Module or Unit testing -
B. Integration testing
C. Development test tools
IV. Product Testing
A. Function testing
B. System testing
1. Facility

2. Volume
3. Stress

5-5

4. Usability
S. Security
6. Performance
-7. Storage requirements
8. Configuration
9. Compatibility/Conversion
10. Installability
11. Reliability
12. Recovery
13. Serviceability
14. Documentation
15. User procedures
16. Certification -
C. Acceptance testing

D. Installation testing
E. Test automation

F. Equipment and configuration needed
for testing

I Product Identification
This section'is self —explanatory.
1L Development Quality Control Practices

In order to promote quality in the
design and implementaion phases, the
test plan delineates the ground rules
and frequencies of walkthroughs, in-
spections, and design and code reviews.

IIL lmplementatlon Testmg
A. Module or Unit Testing

Attempts to find the discrepancies be-
tween the external description of the
module and its logic as demonstrated
in executing the code. .

B. Integration Testing

This involves combining the next
module to be tested with the . set of
previously tested modules before it is
tested. This tests the' interface be-
tween two modules and the logic of
one.of them when the other has been
previously module tested. The order
used in integrating modules can
simplify the testing process and have
other.important consequences.

C. Development Test Tools
IV. Product Testing .
A: Funetion Testing
Looks for the discrepaﬁcies between
-the external functions as described in

the external specifications and what
the product actually provides.
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B. System Testing

The plan selects which of the types of
tests should be run; defines :the objec-
tive and what verification : criteria
will be applied for each of the tests.

C. Acceptance Testing

This is the process of comparing the
product to its initial: requirements and
the currept needs of its end users.
ALPHA and BETA test sites are the
prime example.

D. Installation Testing

When installing many software
products, a variety of options must be
selected by the user; files and libraries
must be allocated and loaded, a valid
hardware configuration must
present, and the product must be in-
terconnected to other products. Instal-
lation testing is the way to weed out
these anomalies. This testing also oc~
curs at the ALPHA and BETA sites.

E. Test Automation

F. Equxpment and confxguratlon needed
for testing

Inspections, both design and code, are for-
malized processes used to' find defects. The
main idea behind inspections is to reduce or
eliminate bugs as early as possible in the
development cycle, thus increasing programmer
productivity and lowering the -product life
cycle costs. Additionally, inspections provide a
technically correct base for the next phase of
the development cycle and insure adherence to
the product specifications. The inspection team
consists of four to five people who are assigned
the following roles:

Moderator This is the key person for a suc-
cessful inspection. The moderator is
responsible for managing the inspec-
tion team, scheduling a suitable
meeting place, reporting the inspec-
tion results, and following up on any
rework.

Designer v The. person responsible for
producing the design or code.

Reader Any team member other than the
moderator or designer. - Responsible
for reading the material, one line at
a time. Also has the responsiblities of
an inspector.

Inspector Responsible for finding defects in
the material being inspected.
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The material to be inspected is distributed at
least one week before the. inspection is
scheduled. Along with the material is the
responsibility assignment for each member of
the team. The formal inspection begins with
the reader reading the document aloud, one
line at a time. As defects are found, the
moderator classifies and records them. Ex-
amples of such classifications are design logic
errors, coding errors, interface errors, etc. The
moderator faces two problems when the defects
are found; one is to keep the remarks deper-
sonalized and the other is to avoid solving the
problem during the inspection. Keeping the
remarks depersonalized is not an easy task. It is
difficult for people not to say "you didn’t.." or
"you should have.." when they are discussing
something they think the designer should have
done differently. Instead, they should say "the
design is wrong.." or "the code is..". The other
thing to keep in mind is that the inspection is
held to find defects. The resolution of the
defects should be handled outside of the formal
inspection meeting. The moderator should fol-
low up on all defects to ensure they are correc-
ted. The entire inspection should last no longer
than two hours. It has been found that after
two hours, the -error detection efficiency of
most inspection teams begins to dwindle.

A module, used in the structured program-
ming sense, is a procedure or closely related set
of procedures. If you look at two different ap-
proaches to software integration, you begin to
see why module testing can be very important.

"Big Bang" Approach

1. Design, code, and test each module
by itself.

2. Throw all the modules into a large
bag.

3. Shake the bag very hard.

4. Cross your fingers and hope that it
all works.

Big Bang Approach makes it very difficult
to track down a bug. Which module is caus-
ing the error?

Incremental Approach

1. Design, code, and test one module by
itself.

2. Add another module.
3. Test and debug the combination.
4. Repeat steps 2 and 3.

Incremental approach allows the process of
debugging to be more scientific. Using the

Prepared by the Southern California Regional User's Group




Proceedings: HP3000 IUG 1984 Anaheim

incremental approach requires the use of
stubs, drivers or both, when testing ofa

module begins. The first module is tested
using dummy external calls. When the next
module is ready, the dummy external call is
replaced by a call to the new module. The
tests against each module are saved and
rerun with the addition of each new
module. The incremental approach has al-
lowed us to find things like interface errors
and variable initialization problems very
quickly. This not only simplifies the
debugging process but produces a higher
quality product in the end. Automated Sys-
tem Testing On any new release of MPE,
there are over 800 job streams, containing
over 10,000 separate tests, run against the
operatmg system and the associated subsys-
tems. In the past, operators worked around
the clock, streaming each job and checking
the output results for errors. Although this
method did get all the tests run, one was
never sure that all the errors were found
and reported. Therefore, the decision was
made to develop a series of tools to auto-
mate the testing process, in the hope of
catching more errors earlier in the system
testing process. The first program to be
developed was the monitor process. This
program is script driven and controls the
streaming of all test jobs. We use user log-
ging to record any errors in the testmg
process, and have written a set of intrinsics
to allow the tests to report the P-relative
code location of an error. In addition, sys-
tem traps are armed by the monitor process
to catch any abnormal aborts of the system
intrinsics. With the controllmg process
written, the next step 'was to write a
program to save the output spool results for
later analysis. This program, called the AR~
CHIVER, is created by the MONITOR and
copies all spool files to a tape using SPOOK.
With the MONITOR and ARCHIVER in
place, we began to catch a greater number
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of the test errors earlier in the testing
process. The next problem was who was
going to read thru 80,000 lines of spool
output looking for inconsistencies. To solve
this, a spoolfile comparision program was
written. We took a known good run of the
tests and checksummed them into a MPE
file. The ARCHIVER now creates the spool-
file comparision program and passes each
completed spoolfile to it for analysis. The
spoolfile is checksummed and compared
against the MPE file created from the
known good run of the tests and errors such
as missing lines, additional lines, and lines
that do not match are reported. The auto-
mated testing has allowed us to catch a
large number of defects in the software
that would otherwise have reached the cus-
tomer. Projects are now in process to en-
hance the automated testing for more
functionality and to increase the testing
coverage of the operating system.
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INTRODUCTION

In July, 1982, the Computer Systems Division (CSY) of
Hewleﬁt Packard Company began the task of implementing
Statistical Quality Control (SQC) in its Manufacturing area.
After 13 months of concentrated efforts a number of successful
projects have been completed and dramatic gains have been made
both in gquality and in productivity. This paper will attempt
to trace the events leading up to the SQC program, provide a
detailed description of the several completed projects, and
describe the conditions necessary for successful implementation
of a similar program at the reader's own division or company.

In addition a model of SQC project process fléw is presented
in Appendix A. This model was constructed after observing
several successful projects. The detailed description of each
step should help guide the new SQC practitioner through the
sometimes difficult path that will lead to substantial improve-
ments in quality and productivity.

A brief definition of SQC as used at CSY will help guide the
reader through the rest of this paper. The purpose of SQC is to
provide a framework to allow an organization to work toward
continuous improvements in product and process which will
increase customer satisfaction at minimum cost. The tools, which
are not described here in detail, include control charts, process
flow diagrams, cause-effect diagrams, Pareto charts, and others;

the bibliography provides sufficient sources for the reader to
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acquire the necessary details. The process, which is described
in Appendix A, involves the selection of a condition which needs
to be changed, collecting and analyzing data, and deciding when a
process should be changed to improve results. This paper will
not explicitly define the types of changes needed; these are
necessarily left to management who, through competent use of
these techniques, gains aAthorough understanding of their own

processes.

HOW CSY GOT STARTED WITH SQC

In March, 1981, Dr. W. Edwards Deming was invited by
consulting statistician Dr. Perry Gluckman, on behalf of top HP
| management, to give a two-day seminar to high-level managers from
numerous divisions of the company. The seminar stimulated
thinking about SQC in a number of BP divisions, espécially CcsYy
Manufacturing. Soon af;er, Dr. Gluckman was hired to teach an
introductory ciurse in SQC to managers in the CSY manufacturing
area. He was selected because of his strong background in
statistics, his knowledge of Deming's teachings and his prior
consulting work at HP and other companies. The 16-hour course
covered basic statistics, the red bead probakility demonstration,
and the use of control charts. Although interest in SQC was high
for a short time during and after the course, no significant
projects were carried out.

In June, 1982, Gluckman was again hired by CSY
| manufacturing, this time for a longer term. The objective was to

stimulate the workforce to undertake some SQC projects to improve
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quality. He was to be avallable one day each week to consult
with anyone who felt motxvated to begln collecting data and to
start a progect.. He also met 1nforma11y with various departments
to suggest areas to be studied. 1In the beqinning'no formal
objectlves mere set for SQC 1mplementat1on. However, there was a

general feellng that it was t1me to get started; attempt some’

projects, and see what happened.
ORGANIZATION AND DESCRIPTION OF CSY MANUFACTURING

The mission of CSY Manufaoturing is to assemble and test
HP3000 general purpose businessﬂcomputers. It is.organized into
departments as follows:

PC ASSEMBLY.. Blank printed circuit (PC) boards and
components are assembled using automated and hand loadinq of
components, wave and hand-soldering, and various otber operations
1nc1ud1ng masklng,_formlng, and assembly of fabricated parts.

PC TEST. Completed PC assemblles are turned on and
tested u51ng various types of automated and manual test
equipment. Falllng and.mlsloaded components, solder defects, and.

internal board problems are discovered and repaired in'thls area. '

CABLE ASSEMBLY AND TEST. Cables and harnesses, which

connect prlnted c1rcu1t boards together inside the system, are
assembled using'both manual and semi-automated techniques and
equipment. Assemblies are tested for continuity and.repaired if
necessar§} k ’ : ‘ T

FINAL ASSEMBLY AND .TEST. Sub-assemblies and

fabricated parts are assembled:together to make completed systems
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which undergo various levels of automated testing. Some repairs
are made to defective sub-assemblies in this department;
defective sub-assemblies may also be returned to previéus-

manufacturing areas to be,rewquéd.

SUPPORT DEPARTMENTS. Departments which prdvidé
support to the production areas include Qrder Proceésing,
Production Control, Purchasing, Incoming Inspection, Stores;
Information Systems, Process Engineering and Production

Engineering.
THE WAVE SOLDER PROJECT

Project Set-up.

The first project undertaken was to attempt to measure the
quality of solder joints which were being produced by the wave
solder prbcess.'Probiems had been evident for some time as many
defective solder joints were being detected in later stages of
the manufactur%ng process.l This was occurring even though all
soldered boardé were inspected and touphed up immediately after
the wave solder process. ’

The first step was to present a training class to thé
operators on the wave solder team. They wefe given instruction
on how to collect data and plot ﬁoints on X-bar and R control
charts.. During the training it was emphasized that this was to
be a team problem solving effort and that management was firmly
comitted to the belief that most defects were caused by problems
inherent in the process itself and were not the fault of the

operators. It was also emphasized that the operators' responsi-
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bility was to help identify problems and that corrective action
would be the job of management.

The first task was to decide what would be classified as
defects, how these defects would be measured and recorded, and
how the data would be plétted for later analysis. The wave
solder team, with some help from the QA department,'made a list
of the defects whichv ﬁad been encountered in the past and made up
a check sheet which would allow the data to be recorded. A
sample of the check sheet is shown in Figure 1. The check sheet
listed the various types of defects that might be found on both
the component side and circuit side of the board and spaces were
provided for writing in the number of each type of observed
defect. A gridvﬁas provided so that the location on the board of
each defect could also be recorded.

It was decided that a 10% sample of soldered boards would be
inspected and data recorded on the check sheets. As each board
exited the wave solder process, the operator was instructed to
roll a multi-sided die. If the roll was a "7" (probability of
0.1), the board was delivered to an inspector who was instructed
to find, classify, and record the defects. The inspectors had
received extensive training from the QA department so they could
properly identify defective joints.

After recording data for a few days it became clear that the
process was severely out of control and that approximately 1.8%

(18,000 PPM) of the solder joints were defective.l

A process
engineer was then called in to study the current operating

procedures. A matrix was developed which showed the values of
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WAVE SOLDER DEFECT CHECK SHEET

ASSEMBLY: 47-14

INSPECTOR: 27 .
DATE s 8-28 C LOT NO. : 6805
TWE: 3 9 AM. ‘ ORDER NO: 3215

COMPONENT SIDE

A) SOLDER SPLASH  ___ | c

B). RAISED COMPONENTS

€) INSUFFICIENT SOLDER _6

D) SOLDER. BRIDGES R ' ,v?-

TOTAL ) c

CIRCUIT SIDE

B) COLD JOINT

o

| |

C) NONWETTING

D) SOLDER BALLS

E) BLOW HOLES . - _8

F) ICICLES '

G) SOLDER BRIDGES'
TOTAL

TOTAL BOTH SIDES 12

FPIGURE 1. Wave Solder Defect Check Sheet. This

shows an example of a completed check sheet.

Note that 3 types of defects were observed and that
*1nsufficient Solder" defects tend to cluster along the
edges of the assembly while "Blow Holes" appear to be
distributed randomly.
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the critical variables such as conveyer speed and solder
temperature which could be adjusted for each type of assembly.
New operating procedures were then written and displayed. An
immediate reduction in defects was noted as the new procedures
were put into effect by the operators.

Parefo analysis of the defects then showed that a large
number wéie blow holes and that high defect rates seemed to be
associated with certain lots of raw boards. A raw board
manufacturing problem was suspected so a meeting was called with
the supplier to discuss the problem. The wave solder group
decided to begin incoming solderability testing of a sample board
from each lot; if the sample showed poor solderability, the
supplier was instructed not to ship the lot until the problem
could be found and corrected. This procedure eliminated blow
holes as a major category of defects. Two months of work and
some simple process changes had reduced the defect rate to
approximately 2,000 PPM.

Further analysis of the data showed that insufficient
solder in the holes was now the major cause of defects. It was
observed that most of these defects were associated only with the
IC pins attached to the ground plane inside the board;
insufficient board temperature was the most likely cause so an
experiment was performed. The experiment consisted of running
the boards through the pre-heater twice before applying the
solder in order to raise the temperature of the internal ground
plane. Tﬁe experiment successfully eliminated the problem; since
it was determined that modifying the equipment to increase pre-

heat would be difficult, procedures were changed to run boards
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through the pre-heater twice. Even though this procedure was
duite out of the ordinary, the fact that it was developed by the
dperators themselves helped ensure that it was followed
faithfully.

After collecting data on the revised process it was noted

that in addition to eliminating the insufficient solder problem,

ther categories of defects seemed to be lower also. One
uggested explanation of the improvement was that since flux was
pplied before the first pass through the pre-heater, the longer
ctivation time improved the process. At this same time the
bperators observed that the conveyor occasionally halted briefly
nd that boards on the conveyor during these halts tended to have
Eore defects. Maintenance was called in and the problem was
orrected. Control charts now indicated that defects were less
than 100 PPM.
With the significant reduction in defects it was now
nesessary to modify the data collection procedure to accumulate
lmore defects before data was plotted. The new procedure was to
total the number of defects.over 1 boards to make one data point.
A question was now raised as to whether the inspectors were
really counting all defects. A new procedure was established
such that QA received a sample of the inspected boards, re-
inspected, collected data, and compared their findings with data
on the original check sheets. Their data indicated that the

inspection process was accurate.

Push Toward Zero Defects.

As the wave solder team became more expert at collecting and
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analyzing defect data, a feeling was spreading that achieving a
defect-free solder process was possible. However, to accomplish
defect-free operation, many small causes would have to be found
and eliminated. During the next few months a number of small
projects were carried out. Solder rgck dimehsions were checked
and a number of fixtures were either repaired or discarded. Flux
density was monitored and a new procedure was instituted to
better control the density. Board surface temperature was
monitored by attaching thermal probes to the top of the boards as
they emerged from the pre-heater. A new tool was developed to
check the evenness and width of the flux and solder waves. Data
indicated that some IC sockets were not soldering properly so a
different type socket was specified by engineering. It was
determined that partially loaded assemblies that were sometimes
placed on shelves for several weeks awaiting the arrival of-
backordered parts often had higher levels of defects. A process
change was made to reduce lead time by delaying board 1oéding
until all components were on hand.

During the month of July, 1983, the defect rate was
calculated to be 6 PPM on day shift and 15 PPM on swing shift.
The wave solder team is continuing to collect and analyze data so
information can be provided to determine how to further reduce
the defect level. It appears that gains may be made by studying
the automatic insertion cut-and-clinch process and incoming
component solderability. Figure 2 shows a monthly summary of

the dramatic reduction of solder defécts_in parts per million.
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WAVE SOLDER
SOLDER JOINT DEFECT MATE

GB00 [ —
-
S
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S

Pigure 2. Wave Solder Defect Rate. This shows the
dramatic decline of solder defects over a 13-month
period. The large increase in June, 1983, was
attributed to one lot of boards which had sat
unattended on a shelf for several weeks.

Prepared by the Southern California Regional User's Group




Proceedings: HP3000 IUG 1984 Anaheim

Effects of Solder Defect Reduction on Other Operations in

the Assembly Process.

A major impact of reduced solder defects was the’
elimination’ of Touch-Up as an operation in. the ‘assembly process.
Previously, soldered boards were returned to an assembly team
which was responsible for inspecting the assemblies for poor
solder joints, solder balls, solder bridges and other defects.
It was ieft up to each production worker to decide which joints
were defective and to take the appropriate corrective action.
This operation was considered very difficult and required the
most experienced and skilled workers.

This operation itself caused numerous defects including
ﬁoard damage, burned traces, aﬁd Heat—damaged components. Some
of these defectsAproduced scrap in the Touch-Up area'while others
caused failures'éhd repairs in the Turn-On Test area. Still
6thers dndoubtably resulted in expensive warranty failures but no
data:is Cﬁ}rently available to support this. Also, hand
soldériﬁgkleft a rosin residué on the IC leads which had to be
removed by a special cleaning process so good electrical contact
would be made by bed-of-nails test fixtures in the Turn-On area.

After reduction of the defect rate and elimination of the
touch-up operation, solder-related defects found in the : Turn-On
area declined from .05 defects per board to .0l defects per
board. - It should be noted that the number of defects discovered
in the test area was less than those counted by the solder
opergtqgs bgcause the criteria used by the wave solder.inspectors
were very‘tight such that many of these defects were very minor

and did not cause electrical failures. After the solder
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defect level was reduced it was observed that production workers
were still performing extensive touch-up to each board! 1It is
probable that the workers felt obligated to find and fix defects,
and since they were not well trained in understanding exactly
which joints were defective, were repairing good joints. The
process was changed to eliminate the Touch-Up operation and

standard labor times for board assembly were reduced.

. THE AUTOMATIC IESERTION PROJECT.

Process Description.

Another projéct involving SQC was to study the process of
automaticiinsertion (AI) of dual in-line packaged (DIP)
integrated circuits (IC's) onto boards. The equipment in use was
an Amistar Model CI1000 automatic inserter whicﬁ waé capable of
inserting :300 in. center DIPS. Kits of parts were delivered to
the machine and tubes containing 25 IC's were loaded into the 64
stations of the machine. Approximately 10 to 50 boards were
loaded in a batch; IC tubes were replaced in the stations as
tubes were emptied.

After the components were loaded onto the boards an
inspection was performed. A clear plastic sheet had been
designed for each assembly; the sheet had the outline of each
component and its part number printed on the surface. The
inspection process consisted of placing the sheet over the
assenbied board and visually comparing the markings on each

component with the information printed on the plastic sheet.
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When mistakes were found, the inspector replaced the incorrect
parts. When the project started, no data was being kept by the

inspector.

Process Characteristics.

Before SQC techniques were applied to ?hg AI process many
operétional problems were evident. The .machine often
malfunctioned and caused parts to be mis-inserted or damaged.
The machine operator spent.a significant amount of time insefting
parts by hand, repairing damaged parts, and clearing jams from
the machine. The eguipment was often out of service while the
maintenance department worked to correct problems. Breakdowns
lasting several days were not uncommon while replacement parts
were air-shipped from the manufacturer's factory. Often large
queues of work-in-process (WIP) were formed and weekend overtime
was required to catch up with the workload. The proceés had been

operating as described for approximately two and one-half years.

Implementation of SQC Techniques.

In September, 1982, the supervisor of the Ai départment
embarked on a p:oject to introducéFSQC techniques to the process
in hopes of improQing the situation. .With help from Dr.
Gluckman and information gained from the wave solder project, a
check sheet wa{:developed to provide a means for the operators to
begin collectigg data on the process. The check sheet listed 12
of the most common problems which had been experienced by the
operators. For this project only machine-related problems were
studied; érébiéﬁs‘.sﬁgﬁ;és '"wfoﬁé pa;t’insertéd"v Qeré left for

a
i
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Pigure 3. Automatic Insertion Check Sheet. Usually,
the number of defects counted in a sample of four
boards were tallied on each check sheet. 1In this
example 10 defects were recorded out of 1026 components
which were inserted.
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later analysis. An example of the AI check sheet is shown in
Figure 3.

The operators were given some basic instruction in SQC
methods and data collection procedures were established. The
operators were instructed to roll a multi-sided die immediately
before beginning to insert a board. If the die showed a "7"
(probability of .l), data on defects would be collected for that
board. As each problem was observed by the operator it was
tallied in the appropriate category on the check sheet. One
check sheet was used to accumulate defect data for 5 assemblies.
When the check sheet was complete, the total number of defects
for 5 boards was determined and recorded on an X-Bar and R
control chart. Data from the check sheets was also summarized
using Pareto charts. A sample of the Pareto chart is shown in
Figure 4.

After collecting data for a few weeks it was determined that
defects were occurring at the rate of approximately 3% (30,000
PPM) and that there'was significant variability in the process.
Pareto analysis showed that two classes of defects, "DIP Stuck in
Spring" and "DIP Stuck in Rotator" accounted for the majority of
the defects. Based on this data, two changes to the process were
made. First, maintenance was asked to add magazine cleaning and
rotator adjustment to their regular semi-monthly preventive
maintenance procedures. Second, springs were checked and worn or
damaged springs were replaced. After more data was collected it
was observed that these two classes of defects noted were

significantly reduced.
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Pigure 4. Pareto Analysis of Auto Insertion Defects.
Note that in this example more than 608 of the defects
wer "Dip Stuck in Rotator".
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Data collected for the month of November, 1982, indicated
that the major problem was "Phantom Stoppage" of the machine when
it was about to insert a DIP. Neither the operators nor the
maintenance department were able to determine the cause of this
problem. Although greatly reduced, "DIP Stuck in Rotator", was
also still a major cetegory of defects. At this point the AI
supervisor requested that he be allowed to attend a training
class given by the manufacturer of the equipment. During this
class he showed the defect data which had been collected and
worked with the factory to determine the major cause of "Phantom
Stops". It was determined that poor design of the hole sensing
unit in the machine was the cause of "Phantom Stops". He also
learned that an improved rotator had been designed by the factory
and was available to be ordered. Upon returning to the Division,
the supervisor modified the sensor unit as instructed by the
equipment vendor and the problem of "Phantom Stops" was
eliminated. A new rotator assembly was also ordered. After
several months of work the mean defect rate was now running at
1.5% (15,000 PPM). Up-time on the equipment was now better than
90%, up from less than 50% at the beginning of the project.

During the months of February and March, 1983, further
improvements were made to the equipment based on continued
analysis of the defect data. The new rotator assembly was
received and installed and a worn-out head assembly was replaced.
While watching the insertion operation the supervisor noticed
that the boards tended to vibrate rapidly as the inseftion head
completed each insertion cycle. With assistance from the Tooling

department, support tabs were added to the tooling plate to

6-21

Prepared by the Southern California Regional User’s Group




Proceedings: HP3000 IUG 1984 Anaheim

improve board stability. The defect category "Bent IC Legs" was
significantly reduced after the addition of the support tabs.
During this time a concern was raised that the hole diameters on
raw boards might be smaller than specified and could be causing
mis-insertions. A study of hole diameters was carried out by the
operators which showed the holes to be within specs and slightly
oversize which ruled this out as a defect cause. Mis-insertions
for March, 1983, were 1.1% (11,000 PPM).

During the next two months a number of adjustments were made
to the equipment to further reduce the remaining defects. An
improvement was made in the rotator-to-preformer alignment and
the rotation chamber was readjusted to ensure an exact 90-degree
turn to properly position the DIPS for insertion. One of the
major categories of defects was now "DIP Didn't Release”. Study
of this problem indicated that a modification could be made to
the magazine stations which would allow for better travel of DIPS
through the stations. The modification was made to all 64
stations and this category of problems was reduced. These
actions helped lower the defect rate to approximately .75% (7,500
PPM) for the month of May.

During the month of June it was noticed that a higher than
normal defect rate was experienced when plastic and ceramic parts
were mixed in the same lot. A combination of adjustments to the
interposer and also to the height of the preform chute allowed
the machine to insert both types of parts. A milestone was
reached as the operators recorded 100% up-time of the machine for

the month. It should also be noted that turn-around time for
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batches of boards processed through the AI department was now
less than 5 hours; this figure compares favorably to turn-around
average of 20 hours earlier in the project. The defect rate

recorded for June, 1983, was .56% (5,600 PPM).

Summary of the AI Project.

During the first nine months of the Auto Insertion project
approximately 80% of mis-insertion defects were eliminated from
the process. The changes made to reduce defects produced equally
dramatic improvements in turn-around and equipment up-time.
Also, the working environment was improved for ‘-both operators and
maintenance people as the management emphasis was on the
collection and study of data, not on the blaming of operators and
technicians for mis-insertionms.

The AI project has not ended; the gbal for mis-insertions is
zero. The AI team understands that further improvements will
come only by their continued study of the process to help guide

management in making necessary changes to the process.

6-23

Prepared by the Southern California Regional User's Group




Proceedings: HP3000 IUG 1984 Anaheim

THE MATERIAL DISCREPANCY PROJECT

The Discrepancy Problem. . -

One of the major problems faced by the production workers in
the assembly area was finding an effective way of correc@ing
problems 'in the kits of parts used to assemble printed circuit
assemblies. Workers often hgd to spend a gignificant amount of
time filling out requisitions for missing parts, returning excess
parts to stock,. and exchanging wrong parts before starting work
on a batch of assemblies. It was felt that the application of
SQC techniques to the process of assembling kits could help

improve the situation.

The Process of Assembling Parts Kits.

The parts storage area had been recently relocated next to
the assembly area in order to improve the flow and control of
part issues. Daily, Stores received a batch of pull documents
for each work order which was scheduled to be pulled the next
work day. The batch contained one pull tag for each part type to
be included in the work order kit. Kits contained enough parts
to build from 5 to 400 printed circuit boards of a particular
type; 10 to 20 kits were pulled and assembled on an average day
and each kit contained from 10 to 100 different part types with
the average being approximately 50.

The process used by Stores began by sorting the pull
documents into part number sequence so that multiple quantities
of common parts could be pulled at the same time. When pulling

was complete, parts were placed in large containers labled with
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the proper workorder number. Large and expeﬁsive parts were
counted while Smail, inexpensive pafts were weighed to determine
proper quantities. »When a workorder kit was complete, an audit
was conducted to determine if all the necessary parts were
present in the proper quantities. Data was collected during the
audit and the indicated error rate for pulling was less than 1%.

Completed kits were then delivered to the assembly area.

Data Collection and‘Analysis.

The first step in the pfoject was to begin collecting data
on discrepancy probléms found in the aséembly area. It was
decided that a check sheet would be filled out for each kit as
the assembly process was begun. All errors were recorded on the
check sheets and an X-Bar and R control chart was begun. Check
sheets were accumulated so a summary of error types could be
prepared and analyzed.

After the data collection procedures had been in effect for
two weeks the control chart indicated that the pulling process
was in control and showed an average error count of 1.3 errors
per kit with a range of zero to 8 errors. The data indicated
that the audit procedure in the Stores area was not effective in

screening errors from the assembly area.2
PR N

The data was shown to
the Stores group and, after some'convincing, they agreed to begin
using the new measure, “discrepanciés éer kit", toﬂdeterﬁine the
quality of the pulliﬁg effort.v3

Since fhe solution to the.problem would involve close

cooperation between two departments, a Quality Action Team (QAT)

was formed with 5upervisors from the Assembly and Stores areas.
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Discrepancy data was then analyzed by the team and it was
observed that the errors could be categorized as "wrong part
received”, "mixed parts received", "parts not received", "overage
received”, and "shortage received”. The team then brainstormed‘a
list of possible. causes for discrepancies; a cause-and-effect
diagram showing possible causes is shown in Figure 5.4

Various members of the team were then assigned to analyze
various parts of the pulling operation and to make
recommendations for improvements to reduce errors. One group
looked at the weighing process and found that the scale,_although
very accurate, produced shortages and overages of many pafts due
to the variation in weights of‘individual parts in a lot;
weighing was also influenced by air currents,frqm the air
conditioning system. Several actions were taken to solve these
problems including ordering a plexiglass shield for the scale,
implementing use of an unused counter-bagger for certain parts
and creating ‘a bin stock of frequently-used, low-value parts in
the assembly area. The bin stock allowed shortages and overages
to be easily corrected in the assembly area; shortages and
overages of these low-value parts were no longer counted as
errors. '

To reduce human error in pulling, part-identification
training was provided to stores personnel and sample parts were
attached to each bin to help reduce stocking errors. An
inexpensive resistor-counter was ordered to improve the accuracy
of resistor counts. Data was coilected on the accuracy of counts
of parts which were pfe-bagged by vendors; Qignificant variations

were found among vendors including several which consistently
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Figure 5. Cause and Effect Diagram Showing Possible
Causes of Material Discrepancies. Brainstorming is

a good technique for identifying possible causes

for a problem such as this.
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phipped less than the quantity labeled on the bag. Purchasing

was called in to help correct the problem.

kesults of the Project.

As improvements were made to the pulling process, the error
rate showed a dramatic reduction; after two months the
discrepancy rate had dropped from 1.3 errors per kit to less than
0.2 errors per kit. Productivity in the assembly area improved
las less time was spent correcting discrepancies. A major
improvement was also made in the process of sending kits to a
local board assembly subcontractor. Previously, the
subcontractor had been allocated 180 square feet near the Stores
rea to audit kits before they were sent out for assembly; a
full-time inépector performed inspection and resolved
discrepancies. After being shown the data indicating the
improvements in pulling accuracy, the subcontractor agreed to
eliminate his inspection procedure. This action improved the
subcontracting process and opened floor space for other uses.
Two important conclusions can be drawn from the results of
this project. First, significant process improvements can be
realized in a short period of time through the use of simple,
accurate methods of collecting and analyzing data. Second, a
team approach allows adjacent departments to work together to

understand each other's processes and make improvements.
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CYCLE TIME IMPROVEMENT PROJECT .

Printed Circuit Kssembix Process.

As favorable progress cohtinﬁed in the areas of reducing-
defects and errors, an improvement in the work flow was bécoming =
apparent. It was decided that good results ‘might be obtained. by
studying the overall assembly process to see if the:manufacturing .-
cycle time could be reduced; cycle time was. defined as the total.
calendar time elapsed from the time kits of parts were delivered
to the assembly area to the time the last tested board in the lot

was shipped to the final assembly area. 5

Each kit contaipeo
enough materials to assemble approximately one week's‘usage of
each particular ;ype:of assembly. Approxima;ely 50_different‘
assemblies were built and quantities varied from as fewias 5 for'h_

infrequently needed boards to 400 for some high volume types.

The Improvement Process.

The first.step in the improvement process was to analyze
data that ‘was already -being collected to determine how long it
was currently taking to complete lots of boards; the standard
lead times used in the MRP (computerized material planning and
control) system varied from 11 to 15 work days for each board
type. Although weekly quantities were used as workorder sizes
for all assemblies, lead times were varied by up to 4 days in an
attempt to provide some smoothlng of the workload. The data
1ndlcated that for assemblies which folloﬁed the normal flow
through the process, the average cycle time was 16 work days with’

a range of 9 to 36 days. For assemblies that were loaded by
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subcontractors the average cycle time was 25 work days with a
range of 10 to 45 days. The extra time needed for subcontracted
assemblies was assumed to be caused by the extra handling and
transit time required and the difficulties associated with
replacing lost or damaged parts.

The next step was to construct a detailed process flow
diagram to show each operation in the assembly and test process.
Figure 6 shows the diagram which was constructed for one type of
PC board. A circle was included for each separate operation
which was performed; a triangle was shown for each shelf or
staging area between operations. 6 As there were several possible
sequences of operations depending on board type, the assembly
with the highest material content was diagrammed first; since
this assembly required IC's to be assembled into sockets, and the
automatic insertion equipment lacked the capability to insert
sockets, the AI operation is not shown for this assembly. It
should be noted here that although the entire process required
build timies of several weeks, only a few hours of direct labor or
machine time were actually recorded.

Copies were then made of the process flow diagram so they
could bé used as data recording sheets. Twice each day, at 9 a.m.
and 1 p.m., a supervisor walked through the assembly area and
recorded the location in the process of each board on the process
flow diagram. Since the cycle time was more than three weeks and
2 to 4 lots of boards were in various stages of assembly at the
same time, lot number information was also recorded.

After several weeks of data collection the data was

summarized using a “Spencer Diagram®™ which graphically showed
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Figure 6. Process Flow Diagram. This example shows
the process flow diagram used for data collection.
The work order number and guantity of boards found
in each step of the process has been recorded. .In
the example 24 boards from work order number 13 are
held in the incoming queue.
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the flow of assemblies through the operations over time. 7 a
sample of a "Spencer Diagram” is shown in Figure 7. The various
operations are arranged along the vertical axis and data
collection times are shown across the horizontal axis. Numbers
inside the diagramiqhow how ﬁgny boards were found in each
|operation. Lines are drawn between pairs.of nﬁmﬁers to show the
flow of the-boards durinélﬁhe previbué four hours:N The éIéﬁegABf ’
the lines‘indicate the relative spééd of the flow; steepiy sloped
lines indicate fast movement through the process. 1In Pigure 7
quantities of boards in queue are ﬁoted in triangles; quantities
of boards being worked 6nvappeér in circles.

Analysis of the data showed that most of ﬁhe time boards’
were in queue waitiﬁg'to be worked on; in.fact, in the initial
analysis, no boards were ever observed in several of the short-
duration operations. The data showed that the entire lot of
boards often remained in the initial queue for several days
before the first operation was started. It was-found that when
parts were on back order, no work was performed until the kité
were complete, except in cases whg;eftbe work was late. It was .
also noted that in one case boards were moved from one queue to
another with no operation in between! It could also be seen that
although most lots consisted of from 30 to 70 boards, the
production workers broke each lot into small quantities of from 4
to 12 boards; these small sub-lots tgnded to move through the
process at vagying:rates. In sévéfal cases.;ub-lofé-moved
backwards indicating.sﬁﬁe.abnqrma{»condition iﬁ ﬁhg p:o¢gs§f

Next, actions were sfarted‘td’maké improveménts in the

process. Pirst, an analysis made of the causes of back orders
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Figure 7. - "Spencer Diagram”". 1In this example the
boards from this work order were first observed in the
incoming queue at 9 a.m. on 9/1. By 1l p.m. on 9/4

all boards had been  completed. The total boards
observed at each time are equal to 24. Data collected
in this manner over many work orders can be summarized .
to yield an accurate picture of how mater1al flows
through the process.
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showed that a problem existed in the procedures used for incoming
test of random access memory (RAM) IC's. It was found that
schedules for this area were not linked directly to the MRP
scheduling system. In many cases it was not known by tﬁe
incoming test department exactly when RAMS were needed by the
assembly area so deliveries were often later than expected. It
was also found that the IC buyers were not aware of the special
procedures which meant that RAMS were often received from vendors
too late in the cycle. New scheduling procedures were created
and explained to the buyers and the problem of late RAM's was
eliminated.

To prevent shortages'of other components, a look-ahead
procedure was implemented by purchasing so that potential back
orders were made visable and expediting could be started earlier.
With these new procedures in effect, the average cycle time was
reduced to 5 days; the MRP cycle time was then reduced and a
significant decrease in work-in-process (WIP) inQentory was
achieved.

_ After the reduction in cycle time was achieved, collection
of operation data was discontinued; it was then observed that
cycle times for the assembly increased by several days, but
remained at a level still significantly lower than before.
Investigation revealed éhat while data was being collected the
production workers were expediting boards_thropgh the process;
once data collection was stopped, the workers stopped expediting.
The workers weré instructed, that when further data was to be
collected, no expediting was to be done and boards should be

allowed to flow normally through the process.
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The results of the initial actions taken to reduce cycle
times were summarized and shown to all supervisors and process
engineers in the assembly department. Encouragement was given to
conduct further studies of the assembly process and to try for
further improvements. The group was challenged to work toward
reducing average cycle time to less than 24 hours. This
aggressive objective was deemed feasible since newly installed
wave solder and automatic insertion equipment had increased
capacity sufficiently to allow queue reduction in these critical
areas.

The new objective for cycle time reduction spurred process
improvement. activity in all areas of the assembly area. One
group suggested that if only complete kits were allowed into the
process, significant time could be saved by the production
workers. It was pointed out that many lots of boards were
partially assembled and then placed on shelves awaiting the
arrival of missing parts; in some cases the assemblies were
worked on and shelved several times as missing components
were gradually reéeived. Anothef compelling reason to adopt this
suggestion was provided by the wave solder team leader who
reported that the majority of solder defects for the prior month
were found on a lot of boards which had been shelved for several
weeks awaiting parts. Possible explanations of increased solder
defects were that oxidation was bccurring on exposed component
leads or that moisture absorbed from the air was interfering with
the soldering process.

With all in agreement, Stores was instructed to change their
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procedures such that only complete kits were delivered to the
assembly area. The effects on the assembly process were both
dramatic and immediape. A large stack of incomplete kits was
formed near the stores area and a tour of this area was arranged
for the buyers so they could.see the full impact of late
materials; .they were asked to cooperate with the assembly area
to help sélve this now visible problem. As incomplete kits were
gradually flushed from the assembly area numerous shelves became
empty and were dismantled and removed from the area. Several
hundred square. feet of free space. appeared in the assembly area.
An immediate improvement in morale and productivity was observed:
as significant complexity was removed from the assembly process.

The addition of appreciable space allowed several process
changes to be tried. A number of operations were combined and
workstations were relocated so that less material movement was
required. Assembly teams were reorganized so that lots of boards
could continue flowing thféugh the process on both day and swing
shifts; pxeviously each team had been assigned certain assemblies
which meant each éybe of board could only be worked on duringv
certain hours of the day. |

As worﬁ-in-proceés queues were eliminated a problem
surfaced: fluctuating amounts of work delivered to the bgginning
of the pfocesa caused f;antic activity during some peri&ds and
completeyinﬁctivity during othér périods. 8 .The problem was
studied by Production Control and the decision was made to reduce
lot sizes significantly so that lots of each board type would be
delivered several times each week or even daily in the case of

high volume assemblies. It also became apparent that the new
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assembly process could not tolerate significant down time of
critical equipment such as the automatic insertion and automatic
test equipment. A study was begun to work on ways to reduce the
average repair time of each piece of equipment.

The data now showed that a significant reduction in cycle
time had been achieved. With the reduction in lot sizes not yet
in effect the average cycle time appeared to be in control with a
mean of 5.5 days, down from 16.35. Sorting the data by lot size
showed that further improvements would be achieved as smaller

lots reached the assembly area.

Results and Conclusions.

At the beginning of the project the primary objective of
reducing cycle times was to reduce WIP. Although a reduction in
WIP was achieved, the unanticipated positive effects should be
emphasized. In addition to improved productivity, morale, use of
space, and quality, other small gains were noted. The
requirements for cardboard tote boxes, mylar protective bags,
transfer carts and other supplies related to the amount of WIP
were all reduced significantly. The goal of 24-hour cycle time
now seems within reach and should be achieved with 6 to 9 months

of continued effort.
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DISCUSSION OF THE KEY FACTORS NECESSARY FOR SUCCESSFUL
IMPLEMENTATION OF STATISTICAL QUALITY CONTROL

Introduction.

The experience of implementing Statistical Quality Control
at CSY has made it clear that there are a number of conditions
which are favorable to accelerating the implementation process;
the absence of one or more of these conditions may hinder the
program or halt it completely causing much discouragemnt for the
work force. As each point is discussed, an attempt will be made
to outline specific actions that we have used in our organization

to provide a more fertile climate for growth of an SQC program.

Top Management Must Clearly Understand the Need for Improvement.

Our experience supports the claims of W.E. Deming that if
quality is to be improved, top management must feel the need to
improve quality and must communicate this feeling to all levels
of the organization in order to establish a proper climate for
SQC implementation. Gaining an understanding of the rapid
progress being made by the Japanese in improving quality should
help management internalize this need and feel a sense of
urgency.

A prime example of how to get this point across was presented
recently at a lecture given by several managers from the HP
division based in Japan. The subject of the lecture was a
discussion of the program of Total Quality Control (TQC) in use
there which had helped them win the coveted annual Deming Prize
for quality improvement. The managers were explaining the use of

statistics in improving the order closing ratio of their salesmen
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and used the term "Attack Targets" several times in the
presentation. It soon became clear that this term referred to
potential Custémers with whom the salesmen were working!
Japanese companies are waging an economic war to expand their
market share and are surely studying new markets to penetrate in
the United States.

Today, many competent lecturers are available for hire who
can present the facts to management; Deming, Perry Gluckman,
Philip Crosby, Juran, and William Conway are several who can
help establish an urgent need for action in the ranks of top
management. Urgency for action must also be communicated to
every employee in the organization; it should be stressed that
top management “will be prepared to provide the proper tools and
other incentives necessary to implement a quality improvement
program. A detailed implementation program is presented in

Crosby's "Quality is Free" and other examples are available.

M&nagement Must Take an Active Role.

' Two kinds of support are required from management. to
implement a successful SQC program. The first, which ‘can be
labeled "passive support", can be described as the. support
necessary to allow the program to proceed. - Management must make
available competent statistical help who has a thorough
understanding of the concepts of SQC and how they can be applied
for process improvement. Also, a sufficient budget to cover
consulting services, training supplies and materials, meeting
rooms, and other needs must be provided. Management must "bless"

the program and let the work force know that they support the
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program and that rewards will be provided to those who are
successful in achieving improvements. Passive support is
necessary, but not sufficient, to iﬁplement an SQd program;
active support must also be given generously.

- To provide active support a manager should be as thoroughly
trained in the principles of SQC as any of his staff and should
actively participate in projects as a member'of a team. The
manager should take an active role in leading training sessions.
The manager must show a high level of enthusiasm and ensure_his
subordinates demonstrate this also. The manager should encourage
everyone to circulate copies of control charts, Pareto diagrams,
minutes of meetings, and other documents; he should personally
make positive comments to the originator of such materials every
time they come to his attention.

" The manager should make sure that control charts and other
quality measures are prominently displayed at every point in the
process where data is being collected and projects are being
worked on. A good procedure is to walk through the plant éeveral
times each week, look at the data that is posted, and talk
informally with the work force so an understanding of the
problems being faced can be gained.

The manager must be prepared to take immediate action to
remedy causes of problems when appropriate data is presented to
him. The manager must provide an atmosphere that encourages the
workers to identify and report problems without being criticized.
The manager must make sure the workers know that he understands
thaﬁ'most problems are part of the production process -itself and

are not the fault of the workers.
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One major reason for the success of the program at this
division is the heavy involvement managers have in the program.
After one year ih thecprocess a survey was conducted to measure
the number of SQC tools in use and the results are shown in
Figure 8. Most managers and supervisors had used two or more SQC
tools and nearly three-quarters of them had employees who had
also used tools.

Figure 9 shows in more detail the strong motivation of the
employees to adopt the use of SQC tools if the supervisor was
also using them. ‘Few-employees use tools which are not used by
their supervisors; most supervisors who have used particular
tools have employees who have also used those tools. It is
suggested that each manager undertake some project of data
collection and analysis to become familiar with the tools

available in order to set a good example for his people.

Training Must Be Ongoing and Thorough.

Learning to be proficient at the business of SQC is much
like learning to become expert at the game of éﬁlf, Just as it
is inappropriate to expect a novice who hits long accurate shots
off the practice tee with a competent professional at his side to
achieve par under course conditions, is it unwise'té expect to
see immediate and major improvements in quality after giving a
two-day course to the work force on how to construct control
charts. A long-term program of training must be developed and
the concepts be practiced diligently.

The firSt.sféé‘in the training should be a short.coﬁrse in

basic SQC concepts pgesented'to managers down to the supervisory
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Number of SQC Tools Used Number of Managers

oM WO
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Total

N

Figure 8. Number of SQC Tools Used by Managers. Of
23 managers surveyed, 22 had used at least one tool
and 4 managers had used all six tools covered in
the survey.

Managers Who Have Not Managers Who Have
Used This Tool . Used This Tool
Whose With Whose With
Employees Employees Employees Employees
- Have Not = Who Have Have Not Who Have
Used This Used This Used This Used This
ﬁQC Tool Tool Tool Tool Tool
rocess Flow 7 - 6 10
Cause-Effect 10 - 3 10
Pareto 6 - 4 13
Histogram 12 - 3 8
Control Chart -3 2 6 12
Scatter Plot 13 2 4 4

Pigure 9. Relationship Between The Use of SQC Tools
By Managers And Their Employees. The survey data
shows that few employees use tools not used by -
their manager. The data also shows that a majority
of managers who used a particular tool had at

least one employee who had also used that tool.
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level; other professionals including process engineers should
also attend the introductory training. After training the
students should be able to construct simple types of control
charts and should be able to do some interpretation of the data.
The students should also gain a basic understanding of proba-
bility theory; the Brown Bead Company Exercise (See Appendix B)
has been proven to be an effective method of conveying simple
probability concepts and demonstrating the difference between
process problems (that can only be removed by management) and
problems that the workers have some control over.

Next, participants should be encouraged to pick some
condition that they would like to see changed and begin
collecting data so a process can be studied; the first attempt
should involve a simple process in the working environment such

as measuring machine output or counting defects.?

Examples from
the students' personal lives can also be used effectively such as
measuring daily body weight, daily commute time or automobile gas
mileage. Extensive help may be necessary at this early stage of
training to ensure participants are successful.

As the implementation process proceeds, a long-term program
of training should be begun so that the initial high level of
motivation of the workforce can be maintained; without
continuous training, any member of the staff who experiences
difficulty with a project may become frustrated and decide to
abandon using SQC. An approach to this type of training which
has been used successfully at CSY will now be described.

After several months of the implementation process a number

of successful projects had been completed as described earlier.
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The statistical consultant continued to come to the plant one day
each week and anyone who wanted help could arrange for a
consultation by reserving time on the consultant's desk calendar.
However, it was becoming apparent that the number of active
projects was not increasing and was evidenced by the small number
of people! signing up to talk with the consultant. In order to
stimulate further projects the department manager announced that
an SQC study group was to be formed and that all supervisors,
section managers and process engineers were invited to attend.

It was decided that the study group would read SQC source
material together, discuss the concepts presented, and attempt to
see if ideas and techniques might be relevant to the processes in
the department. The first material selected was QUALITY,

PRODUCTIVITY, AND COMPETITIVE POSITION by W. Edwards Deming.

This text had been published in late 1982 and was designed to be
used with an extensive series of video tapes of Deming's
lectures. The group met for one hour each week to discuss what
they had learned in the assigned reading. A list of discussion
questions had been given the group in advance to stimulate
discussion. The group was led by the department manager; the
consultant and a resident statistician attended to help with the
explanation of the more difficult topics.

As the group progressed in the reading, other materials were
added to broaden the content. Video tapes on quality control,
guest speakers and original material prepared by the
statisticians were all used effectively. Also, each week one

member of the staff who was collecting data was invited to show
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the data and lead a discussion focusing on a description of the
process being monitored, whether or not the process was in
control, and what further activities were planned.

The weekly sessions often generated lively discussions as
the staff discovered that many procedures then in use in the
manufacturing area were challenged by statemeﬂts in the readings.
After some six months of élasses fhe level of understanding of
the SQC process had increased significantly as could be seen by
the fact that some 30 processes were in some stage of -analysis.
However, even this extensive training had failed to provide
nearly half the staff with sufficient skills or motivation to
work independantly ‘on projects. It was evident that some
members, especially those with little college level training were
having difficulty grasping some of the concepts.

It was decided to continue the weekly sessions for at least
six more months in order to bring all members up to a common

level of understanding. The next material selected for analysis

was GUIDE TO QUALITY CONTROL by Kaoru Ishikawa. This is an

excellent introduction to a number or simple statistical tools
with good discussion on how to use them andvnuﬁerous exercises
which can be worked and discussed. It was also planned to
introduce some material on Japanese manufacturihg methods as
continued procesé analysis would uhdoﬁbtably lead to the use of
some of these techniéues.

In addition to the weekly classes another method of sharing
information and increasing motivation was tried. - All
superviéors, managers, and engineers were invited to a meeting to

listen to a discussion of what SQC projects were in progress.
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yone collecting'data was invited to share their experiences in
ront of this group. Two two-hour sessions were held with good
ttendance and were considered valuable in promoting SQC concepts
o departments which were not currently working on projects. A
urther benefit was a chance to show management which of the
rocesses needed to be changed and what problems were being

ncountered.

ositive Rewards for Success Must Exist.

In order to ensure successful implementation of SQC it is

ital that positive reinforcement be provided to all participants
gt each step in the process. It is even more important that
participants not be penalized for their activities. First we
will undertake a discussion of positive rewards and get to the
penalties later.

As is true in stimulating any behavior, positive
reinforcement must be given by those in charge of the
organization. :It has already been pointed out that merely by
observing actions taken by the workforce and making positive
.comments, workers will gain recognition and feel more positive
labout the process. Managers should also recognize improvements
by giving public recognition to teams which have solved problems
and by writing articles for company publications which give
visibility to participants. Company-sponsored lunches or dinners
with managers in attendance will provide long-lasting positive
good feelings among the workers. Although workers will be
justifiably proud of improvements they have made, there is no

substitute for a personal and sincere thank-you from the boss.

6-46

Prepared by the Southern California Regional User's Group



Proceedings: HP3000 IUG 1984 Anaheim

Several characteristics of the SQC process can lead to the
giving of severe penalties for those who participate in making
improvements. In some cases management may be unaware of the
negative rewards inferred by the workers for the actions they.
take. Obviously, workers afe not 1iké1y to tell management how
to do more with less if they or their friends will have to make a
painful jéb transition as a result. People in incoming
inspection may be reluctant.to collect good data on the quality
of parts if they see some of their co-workers forced to change
jobs because past data they collected resuited in improvements in
quality of incoming parts which reduced the need for inspection.
Middle managers should not be rewarded by demotions if their
improvements result in a reduction of the size of their
departments.

» Another problem is the potential loss of visability which
can be suffered by a department which has made process
improvements. In' many organizations managers who are excellent
at solving crisis situations receive the majority of top
management attention while those who have smooth running
processes receive much less attention. A quote from an article
written by Charles Quackenbush illustrates this point. He says,
"If you spill milk and then try to save it, you are an American
results-oriented manager. If you change the process so there is
less spilled milk, you are a Japanese process-oriented

nl0

manager. It is clear that the new way of managing will

concentrate on preventing problems before a crisis happens.
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A final potentlal problem is related to the characteristic
of sQC analyszs to expose previously concealed problems and to
aearch out the causes; if this process causes a problem to be
discoveredAin one orgenizational'area, and the cause happens to
be located ln another, il1 feelings may reeult toward the group
which haa exposed the problem. Forming a team to study the data
with members of all involved groups before the cause is
discovered can sometimes eliminate thrs problem and lead to
better teamwork withln the orgenization- if it is perceived that
one department is "pointing fingers" at the other, the
effectiveness of an SQC program will be severely reduced.
Forming a team with representetives from a supplier who is
thought to be supplying poor quality materials or making late
deliveries can lead to substantial gains; cooperative study of
the data may lead to the discovery that the specifications are in

error or the customer has been ordering within lead times.
CORCLUSION

Implementation of SQC at the Computer Systems Division has
led to significant improvements in both quality and productivity.
We have discussed several case histories of successful projects
and tried to explain some of the reasons for the successes. We
have also discussed some of the key managemeént factors that need
tolbe present in an orgenizhtion to stimulate growth of : the

concepts of SQC.
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Proposal for Future Quality Improvements.

We will now propose a three-step program, based on our
experiences,. which should lead to further gains in quality and
productivity. \ ‘

1) EnsureAE Participative Work Environment. A positive

‘environment must be provided for the work force which
encourages creativity in - analyzing and improving

“processes.ll

2) Institute A Program Of Company-wide Quality Control

With SQC As A Drivigg Force.

‘3) Adopt A 'Zero Inventory# Philosophy In The

Manufacturlng Process.

We feel that a;participétiveiwork environment is necessary
to realize large galns in quality and productivity. Employees
must not be afrald to report problems and collect data and must
be assured that management will take actions to 1mprove the work.
Once that climate’ 1s establlshed, soc and Zero Inventory programs
can be used together to produce good results.

From studylng the results of these prograﬁs at  HP and other
companies it appears that Zero Inventory proorems can achieve

good results but must be 1ntegrated w1th a company-w1de quality

program so that full benef1ts can. be realxzed._\
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NOTES

1. Por convenience it was decided to measure the number of
defects solder joints per million solder joints produced. 1In
this example, and in later ones to follow, defect rates will be
referred to as "Parts Per Million" (PPM). This notation was
found to be easier to work with than very small percentages. For -
lexample, 6 PPM is easier to work with than 0.000006.

2. This is one of the many examples we found of the
lineffectiveness of inspection in eliminating errors and defects
from production. Deming describes many problems with inspection.
He advocates inspection for process surveillance and control, but
notes that inspecting to screen out defects is a relatively
ineffective and expensive way to obtain quality.

3. In attacking inter-departmental problems the importance
of agreeing on a common performance measure must be emphasized.
Also, it is preferable the the "customer" or receiver of
materials or assembi:es have the major say in determining the
proper measure. In the material discrepancy case mentioned here,
the Stores department measured their performance in terms of the
percentage of pulls in error and since their error rate was less
than 1%, they conz_dcred their performance to be very good.
However, since each workorder kit had many part types, nearly
two-thirds of all kits received by the assembly area contained at
|l1east one discreépancy; clearly, then, this was a situation that
needed improvement.

4. For a thorough treatment of cause-and-effect diagrams
see Ishikawa, Chapter 3. '

5. Note the difference in the use of the term "cycle time"
from its meaning in the. Toyota Production System and in much of
the current literature describing Just-in-time production or zero
inventory systems. In these cases cycle time refers to the
length of time between completion of similar items in the
production process; it may be expressed as "25 bearings per
minute” or "a car every 72 seconds".

6. In order to construct accurate process diagrams it is
important to carefully interview -line supervisors and production
workers in order to include the informal queues and operations
which have been developed to handle production problems
encountered in the process. Changing the process without
considering the informal operations may not lead to the desired
results.

7. I am indebted to Spencer Graves of the Santa Clara
pivision of the Hewlett Packard Company for constructing the
first of these diagrams I have seen which has made the analysis
of material flow through complex processes quite simple.
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8. As process changes are made which reduce intermediate
WIP queues, problems of uneven material flow will be exposed
causing production areas to be lightly loaded for varying periods
of time. During these periods management should reduce the
emphasis on measuring labor variances and machine loading so that
attention can be focused on leveling the work flow. 1In many
cases reducing queues will reduce process complexity to improve
productivity more than enough to offset idle labor and machine
time.

9. See Appendix A for a complete description of the process
improvement process.

10. See the Quackenbush article.

11. See Ouchi for a good discussion of the factors
necessary to provide this environment.

12. For a thorough discussion of "Zero Inventory” concepts
see Zero Inventory Seminar Proceedings.
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APPENDIX A

PROCESS FLOW DIAGRAM FOR AN SQC PROJECT
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Process - Flow
for an

SQC Project

1. Select a situation or condition you want to change.
2. Analyze the operation as a process,

a. Informally.

b. Make a process-flow diagram.

c. Make a cause-effect diagram.

d. Hypothesize some other kind of model (e.g., relational
diagram, algebraic model).

3. Determine what data to collect.

a. What is unknown that might to useful to know?

Quality | Quantity | Timing

Inputs

Intermediate

Outputs

b. What variables could be measured? What qualities could.
be quantified or counted?

c. What could we do with such data if we had it?
(i) Pareto Diagram
(ii) Histogram
(iii) Control Chart

(iv) other
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d. How could we reliably ‘collect such data to get the
information we want with minimum work?

(i) Where in the process?

(ii) Using what test or measurement equipment or what
kind of qualitative standard? (For example, what
constitutes a defect? And how could calibration of
test equipment or qualitative standards be
maintained?)

(iii) In what format or ﬁsing what kind of -data
collection form? ’

(iv) Who would collect it?

e. Is 100% data collection feasible? If we sample, how do
we select the (random) sample?

f£. Can we do something simple and sensible now, and change
it tomorrow or next week depending on what we learn? (If
yes, do it. 1If no, we must be more careful in thinking
about what we want to know and how the data we collect
might help us.) ’

g. Is such data collection feasible?
(i) If no, go back to substep 3.a.
‘ii) 1f yes, proceed to step 4.

bollect data to monitor the process over time. Maintain a
log of all changes made to the process and the impact these
changes had on the data.

Analyze data: Mdke a pareto diagram, a histogram, a time
series plot, a control chart, or ... . . .

1€ some obvious and easily corrected problem is apparent
(e.g., a Pareto analysis or a histogram reveals something
obvious, or a control chart has a point or points "out of
control,” and the reason is obvious), go to step 7.
Otherwise, go to step 8. ’

Change the process or data collection. 1If the indicated
change requries the approval or cooperation of others
(supervisors, managers, Orf coworkers), present the change and
the data and analysis for their review. Continue with step 4
to see if this change has any impact.

Is the Process satisfactory?

a. 1Is the defect or rework rate too high (relative to the
other difficulties we face?)
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10.

b. Does a high percentage of the product meet specs?

c. What is the "actual manufacturing cycle time" relative
the the scheduled cycle time?

d. What percent of the actual manufacturing cycle time is
qlieue time?

e, How much idle 1nventozy is. being maintained?

f. What percent of the time is equipment down for
unscheduled maintenance?

If the process is satisfactory, make sure appropriate
monitoring is maintained to keep it that way, as described in
step 10. chetwise, continue with step 8.

The process is not performing satisfactorily:
a. Continue the procéss'analysis begun in step 2.

(i) Do the data help us-isolate a problem? Do they
suggest a potentially benificial change.in the
process? Can that change be implemented at least on
an experimental or temporary basis to see if it
actually has the desired impact on the process and
the data we collect?

(ii) Would a change in the data collection procedures
provide better information to help isolate a source
of difficulty? Or could the data collection

procedures be changed to provide the needed
information with less work?

b. Set upon some change either to the process or to the data
collection methodology, and continue as in step 7.

The process was found to be satisfactory at the moment. To
make sure it stays that way, proceed as follows:

a. Review alternative sources fot‘date thet:would_provide
reasonable information on the status of the process and
would still be easy to collect.

b. Establish (or continue) procedures: fot regulaz process
monitoring using a control chart based on these data.

c. Continue with step 4.
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APPENDIX B
The Brown Bead Manufacturing Company *

Materials: A box containing several thousand small, light-
colored beads and a few hundred red beads of the same size. A
paddle (See Figure 1) which can be used to draw samples of 50
beads at one time.

start the exercise by announcing that all participants have
been hired to work for the Brown Bead Manufacturing Company.
whose primary organizational objective is the manufacture of
small brown beads. Show a sample of the company's product line
and point out its features to the participants.

Pass out one blank control chart to each participant. You
should also have had an overhead transparency made of a blank
control chart for your use during the exercise.

Have each participant draw five samples of fifty beads. As
each draw is made, have all participants record the number of red
beads drawn in the appropriate spot on their control charts. For
the: purpose of this exercise, approximately 20 sets of data

. points (100 dfaws)‘should,be drawn and recorded. As participants
record the data points on their control charts, you should also
record the data points on the overhead.transparency. Interrupt
the drawing procedure several times as follows: o

1. After the very first draw. is made, stop the participant
and say something like, "] notice that you have drawn several red
beads. “How ‘do you feel about that?... Did you know that. the
objective &f this company is to manufacture brown beads, not red
beads?... Well, 1isten. . I think that this is probably my fault.
I didn't make .sure before we started that the objective was
really clear to-you. But now that we've clarified and reached
agreement on the objective, I would look for an improvement in
your performance. Do you think you can achieve that?"

Learning Point: Managers can't assume that simple because
they have clarified objectives for their employees that they will
‘be more motivated or more able to accomplish a task.

2., After several participants have drawn beads, stop after
someone has had a high draw of red beads. Indicate that this is
unacceptable -and ask a participant who has already drawn and' who

had a low average of :ed»beads to provide training. Ask the

5* This é&ércise'wasﬂdeveloped from work,done by W. E. Deming,
Bill Boller of the Hewlett packard Company: and Dr. Perry
. Gluckman. ’ : ‘

Prepared by the Southern California Regional User's Group




Proceedings: HP3000 IUG 1984 Anaheim

°°.
5

I

TOP

SIDE .

Figure 1. Bead Paddle. The illustration shows a
sketch of how a paddle could be constructed. Drill
holes slightly -smaller than the size of the beads.

participant to show how he or she holds the paddle, how deepiy to
draw, what motion to use, etc. After training, commit the
participant who had drawn a high red bead count to improve.

Learning Point: Training may be powerless to resolve
problems which reside in the system.

3. Next, indicate to another participant before he or she
begins to draw that you are going .to make his or her
pay contingent on performance. Offer the person $5 if he or she
can achieve an average of "n" (n should be selected such that its
probability is .01 or less.) red beads or less for the next five
draws.

Learning Point: Pay can also be powerless as a motivator
when systems problems exist.

4. After another participant has made two or three draws,
threaten to fire him or her if the person draws over three (or
some number) red beads in any of his or her remaining draws.
Indicate that you're simply going to have to make an example of
him or her for producing too many defectives. If more than three
red beads are drawn, fire the participant. :

Learning Point: When there are problems in the system
beyond the control of the employee, management pressure can only
be counter productive. Emphasize that 85% of the production
process problems that surface are attributable to problems in the
system. (Common causes) Only the remaining 15% are caused by
employee error. (Special causes) This is Deming's rule of thumb
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and as he points out, the burden for removing the systemic
problems is clearly on the shoulders of management, not the
employees.

5. Next, after most of the draws have been made, ask a
participant to predict how many red beads will be drawn on each
of the next two draws.

Learning Point: No matter how much data is collected, the
exact number of red beads cannot be predicted with certainty.

6. Before the next participant begins drawing, ask someone
to predict the average number of red beads for the next five
draws.

Learning Point: Since each hole has an equal chance of
drawing a red bead, the average number of red beads in a draw
tends to cluster around a certain number. (This is the central
limit theorem).

7. Continue drawing beads and recording the data until
approximately 20 sets of data points have been drawn and recorded
on the overhead and on participants' control charts. Next, talk
about control limits. Ask the group to pick a range within which
they expect the average of the next five draws to fall. Try to
get the narrowest estimate of a range in which they would feel
confident that the average of the next five draws would fall.
Then tell them that control limits can be established showing a
range within which 99.7% of the averages will fall when the
process is in control. The control limits are derived by
establishing a center line which is the average of all the
averages plotted and then by moving three standard deviations in
both directions away from the center line.

Learning Point: Setting control limits can define the
capability of the process and serve as an indicator of when the
process is out of control and the cause investigated.

At this point have the group plot each of the data points on
their control charts, plotting both the averages and the range.
Then as a group, calculate the upper and lower control limits for
both the X-bar and R parts of the chart. Then review the main
points made during the exercise.

Now shift the discussion to the participants’ on-the-job
situation. Ask participants what they consider to be the red
beads in their operations. These might include poor parts from a
vendor, late deliveries, unclear standards, machine breakdowns,
etc. Record the group's ideas on a flipchart and facilitate
discussion until all ideas have been shared.
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LOCAL AREA NETWORKING: ISSUES AND ANSWERS

JIM GEERS
SYSTEMS NETWORKING SPECIALIST
HEWLETT-PACKARD COMPANY

Introduction

Probably everyone in the computer industry
agrees that by the end of the 1980, there will
be a powerful computer-based workstation on
your’s and everone else’s desk. To illustrate my
point, think back 10 years ago when the pocket
calculator was just becoming popular. Because
of its costs though, the pocket calculator could
only be cost-justified by certain specialists such
as Accountants and Mathematicians. As we
know, advances in technology have allowed us
to put this capability into everyones’ hands
today. Computer-based workstations are at
the same stage as pocket calculators were 10
years ago and so it is only a matter of time un-
til technology makes this capability available
to everyone.

Technology, however, isn’t the only factor driv-
ing this trend in computing. Today we’re
seeing an explosion in computer-based services
such as data base libraries, office systems which
include word processing, electronic mail and
graphics, and computer-based applications
which assist the specific profession or job at
hand. Therefore, the other key factor is the
need to increase the productivity of each in-
dividual within your organization by providing
access to these information services and resour-
ces. This will make the computer-based
workstation a tool as necessary as our
telephone is today. As Joel Birnbaum, Director
of HP’s Computer Research Labratories, states,
"The future belongs to machines that attach to
your telephone ... success will depend on com-
munications links, not computer technology".

Recent studies have shown that up to §Qpers

ent, of all communi- cations traffic takes
place within a building or local complex. And
that, of course, underlines and emphasizes the
requirement for local area networks.

Strictly speaking, the term "local area network"
is a generic term which includes any intercon-
nection device that is situated in a local en-
vironment and which connects together infor-
mation processing equipment. A ‘“local en-
vironment" may be a building, or a complex of
buildings.

The other term in the phrase is "network". A
network may be as simple as one system con-
nected to many terminal and peripherals.
However, the term "Local Area Network"
(LAN) usually refers to more than two intel-
ligent devices which are logically connected
together and which can transmit information
back and forth. The intelligent devices may be
mainframes, minicomputers, personal com-
puters, workstations (intelligent terminals) and
other peripheral resources.

Other characteristics of LAN’s are that they
are generally owned and operated by a single
organization, its distance usually does not ex-
ceed 6 kilometers, and it is tailored for maxi-
mum performance in a limited area. In other
words, it trades long distance capability for
high speed and transmission accuracy.

What is NOT a local area network? An
Anaheim-to-New York connection is not local.
There are methods to communicate remotely,
such as Public Data Networks, leased lines and
dial-up lines. A local network can be connec-
ted to a remote environment using these
transmission methods.

When considering a local area network, what
are the key differentiating factors? There are
several factors involved such as access methods,
capacity, reliability, security, etc.. The primary
differentiating factor, however, in providing a
network to improve your organization’s access
to information is topology. The three types of
network topology are shown below:
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NETWORKING TOPOLOGIES
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The “star" network is primarily implemented
today in the form of a Private Branch Ex-
change (PBX). This network is important be-
cause it exists in every building today in the
form of twisted pair wiring attaching your
telephones to a central switching device. PBX’s
are considered a type of local area network al~-
though the primary form of information
transmitted today is voice. Recent develop-
ments in PBX technology now allow data to be
transmitted as well.

The "bus" and "ring" networks are recommen-
dations for what the industry has been calling
"Local Area Networks". These "cable" based
networks have taken a competitive position to
the digital PBX as the central communications
hub. One of the major advantages is that these
networks represent the beginning stages of
universal connectivity for all information
processing equipment. LAN’s were primarily
developed for data transmission however new
developments make it now possible to transmit
other forms of information such as voice and
video signals.

Local Area Networks Vs,
Private Branch Exchanges

Because all of these networking concerns are
evolving to common capabilities of handling all
forms of information, which one is best suited

¢, 117

g S
O—

RING BUS

for your organization’s needs? here are no hard
and fast rules today to determine whether an
LAN or PBX is right for your organization, but
here are a some points to consider:

o) If your organization’s PBX equipment
is old and you see significant addition
voice requirements in the years to
come, a new digital PBX with data
commuications capability may be less
expensive than purchasing a new voice
system and adding a LAN at the same
time.

0) If the number of systems to be connec-
ted are small and there is no immediate
need to replace existing voice systems, a
new digital PBX system will probably
not be economical. New PBX systems
must still be cost-justified based on its
voice capabilities today. Costs are still
relatively high to connect data process-
ing equipment.

0) Where very high data speeds are invol-
ved (over 56 Kbps), will be difficult to
find a PBX today supporting higher
speeds. An LAN would be the best
solution.

o) If you have many terminals to connect
to a system, or especially, many systems
(i.e. office application) PBX offers
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higher overall bandwidth, switching
and ease of interconnecting (via
existing telephone wiring).

o) LAN economy is most obvious when
the users are clustered in computer or
terminal rooms throughout a facility.
Office automation users are not neces-
sarily placed so conveniently.

o) It is easier'to supply centralized ser-
vices such a gateway access, security,
etc. through a centralized system such
as a PBX, rather than a more dis-
tributed LAN. Of course, by relying on
a single system, your risk of downtime
is much greater. Therefore, the choice
will depend greatly on your application.

Local Area Network Trends

As mentioned earlier, technology is evolving to
make these choices simpler and more economi-
cal. There are several new developments which
should be available in the near future:

1) Further integration of computer and
PBX systems will make the PBX alter-
native much more cost-effective

2) New switching systems will front-end
the older archictectur PBX systems of -
fering a virtual voice/data network.
These new switching systems will allow

James H. Geers Jr.

you to front-end your PBX, splitting
voice and data signals to the respective
PBX and computer processing systems.
This will give you all of the major ad-
vantages of a digital PBX system
without the huge intial investment
since you will be leveraging off your
existing voice network.

3) Vendors are developing interfaces
which allow the PBX and LAN to link
together. This hybrid approach will al-
low you to select the best networking
topology for you application while still
being able to integrate all of you in-
formation systems into a single
network.

Conclusion

As we all know, it is a very competitive
environment today and it will become even
more so in the future. You know that the
computer industry has and will continue to
develop the tools to help you manage all forms
of information and make all areas of your
business more productive. What you might not
have considered is that within your industry,
major competitors will be on the same level of
computer automation in such key areas as ac-
counting, manufacturing, computer aided en-
gineering and office automation. Therefore,
one of the key differentiating factors which
will distinguish the leaders from the followers,
is how effectively you exploit networking
technology. Every effort today in planning to
integrate all your information systems will put
you into a better competitive position
tomorrow.

Jim is currently a Systems Networking Specialist for Hewlett- Packard's Business
Development Group. His responsibilities include marketing of HP's networking
products, articulating their networking strategy and collecting customer input for

future product development.

Jim previously was a Regional Marketing Engineer, consulting with specific sales
regions to assist them in achieving their sales objectives. Previous to HP, Jim
worked as a Software Developer for Two Pi, Inc. of Santa Clara, a maker of IBM

370 plug- compatible systems.

Jim graduated from the University of California at Berkeley with a Computer

Science degree.
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- CAP=PM; Privileged Mode
De-Mystified ‘
‘ Jason M. Goertz

System Specialist
Hewlett-Packard

Introduction

Many years have passed since the first
HP3000 rolled out the -doors at Hewlett-
Packard. In that time, an increasingly sophisti-
cated user and software supplier base has
emerged. Much of this increased knowledge
and sophistication is because of better Com-
puter Science education, as well as the fact
that there are more and more people who

have more and more.years working with the .

HP3000. Along with- this -experience has
come an -increasing use of one feature of the
HP3000, that being Privileged Mode.

In spite of this growing sophistication, there is
still a large number of people who do not un-
derstand what '‘Privileged Mode is. Even the
in-house Data Processing departments writing
PM code internally and software vendors
who are supplying applications using PM (as
Privileged Mode will be called from here on) do
not always fully understand its consequences
and dangers. ‘It 1s the purpose of this paper to
present ‘a description of PM and its implica-
tions, and to provide a technical document
that describes, in one place, all (or as many' as

could be found) of the various commands,
compiler options, and intrinsics dealing with
PM. It is a fundamental part of human na-
ture to be fearful of the unknown. This
paper is. an attempt to make the largely un-
known world of Privileged Mode known, and
thus'lessen the fear of this potentxally powerful
tool.

Before starting, -some disclaimers are in order.
This paper is by no means intended to en-
courage anyone:to use Privileged Mode. It is
the opinion and éxperience of the author, and
does not constitute an official statement on the
part of Hewlett-Packard. It is intended strict-
ly to be informative so that the reader could
form hxs/her own opinions.

The approach whlch w:ll be taken in
describing the details will-be to look at PM
from the inside out. That is, examine first
what- PM is at the hardware level, then look:
?utward to the software which sets and checks
or PM.

What is Privileged Mode

At the lowest level, PM is a state in which a
process can run, either temporarily or for the
duration of the process’s execution. While in
this mode, the ability to execute a certain set
of pr1v1leged instructions is given, as well as al-
lowing certain non- privileged instructions- to
operate in a different fashion than normal,
user mode. In addition, procedures can be
defined- which can only be called when the
calling code is running in PM. It is that
simple. That is the total definition of PM.
No magic, no wires or mirrors, no potions or in-

cantations. 'However, there are many, many.
ramifications of this simple definition: Indeed,

8-1

exactiy what these instructibns and capabilities
are, and how PM can be entered and exited
is the whole point of this paper.

The ultimate enforcement of which capabilities
will be granted is done by ‘the microcode (ie,
hardware) of the machine. To understand how
this is possible, we must first understand a lit-
tle .about the hardware architecture of the
HP3000. oo :

The CPU of any HP3000 has several
hardware registers that are used for various
functions. Different CPU types (Series
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30,44,64, 1II) have different registers, but
some registers are common to all types. One of
these registers is called the Status register, and
this contains information regarding the state
of the hardware and microcode at a given
instant in time. Such things as what code
segment is being executed, whether an over-
flow has occured, whether carry has occured,
and other types of information are kept here
and are available to both the hardware and
software via this register. Bit zero (highest or-
der bit) of the 16 bits is called the Mode bit,
and this is where the fact that the machine is
in PM or not is kept. If the bit is on (a one),
then the machine is running in PM AT THAT
INSTANT IN TIME. The microcode can check
this bit at any time to determine whether cer-
tain operations are valid. The most common
check that is made is when certain instruc-
tions are executed which are deemed
"privileged". The list is too numerous to men-
tion here, but can be found by consulting
the Machine Instruction Set Reference
Manual, PN 30000-90022. In the description
for each instruction, the various- checks that
are made are listed. For example, the LOAD
instruction lists STOV and BNDV checks.
These are, respectively, the STack OVerflow
and BouNDs Violation checks. One of the
checks which can be made is the MODE check,
which is whether or not the Status regxster
Bit 0is 1. In general, all IO instructions, and
any instruction which can reference memory
outside of the users stack or code segments
have a MODE. check on them. A few of
these are MFDS (Move From Data Segment),
MTDS (Move - To Data Segment), LSEA
(Load Single from an Extended Address),
HALT (Halts the hardware), and SIOP (Start
10 Program on HP-IB machmes) Rather the
list the instructions, it is better to consult this
manual on a specific instruction and check if
PM is required. When a violation is detected, a
trap is executed which produces the mes-
sage PROGRAM ERROR #6: PRIVILEGED
INSTRUCTION.

The other check made by the microcode is
done by the PCAL (Procedure CALI) instruc-
tion. It is possible to define a procedure with
the OPTION UNCALLABLE keywords. When
this is done, the PCAL instruction makes sure
that the MODE bit is set when calling this

procedure. If it is not, a trap is executed which
produces the message PROGRAM ERROR #17:
STT UNCALLABLE.

It is important to note at this point that it is
not the instructions themselves that are par-
ticularly dangerous. It is the use of them that
can cause problems. Even then, it is usually
only two things that cause problems. One is
when data is MODIFIED outside of the user’s
domain. Very rarely does just LOOKING at
data outside the stack or code segment cause
problems. The other and perhaps more
difficult problem to ensure does not happen is
providing incorrect information to the
machine instructions or uncallable procedures.
Something as simple as giving a data segment
number of zero to the MFDS instruction will
cause a System Failure 16. Or worse, a non-
zero DST number which is not currently used.
A timing problem in the creation and release
of a data segment can be disasterous. It is al-
most entirely this area which has given PM
code a bad name. Even MPE (which runs
ENTIRELY in PM) cannot escape this problem.

It must be pointed out that there ‘is a great
deal of data which can only be obtained via
PM that is perfectly safe to access. An example
is data in the PCBX area of the stack. This is
an area below the -DL.register which contains
all kinds of file control blocks, extra data seg-
ment information, and other things. Since the .
stack is always there when a process is run-

ning, it is very safe to access this data.

However, since it is below DL, privileged in-

structions must be used to access this area.

One routine which does - this is the JOBIN- .
FO procedure in the Contributed Library.

This procedure access the PCBX to obtain the

Job/Session number. A new intrinsic in

MPE-V, also named JOBINFO, will replace

this contributed procedure. It 1s impor- tant

to note, however, that the new JOBINFO will

do essentially the same work as the contributed

version. Which brings up a good point: There

is really two kinds of Privileged Mode. They

are: 1) The kind HP supports and, 2) the kind

HP doesn’t support. All this really means is

that HP writes MPE and utilities in

Privileged Mode and supports it. When

someone else writes the code, HP doesn’t sup-

port it.

Setting the Mode Bit

We ‘have seen that essentially what constitues
PM is the MODE bit is set in the STATUS

register. But how does this bit get set? Asking.

this simple question opens a veritable can of
worms. We will try to make a systematic
analysis of all the various options available to
perform this simple bit-twiddle.

At the lowest level, the MODE bit is set by
only one machine instruction, that being.the
PCAL instruction. The decision whether to set
or not set the MODE bit on - the PCAL by
the following rules: 1). If the CST or CSTX
entry reflects the fact that this segment: is
Privileged (Bit 1 of . word O of the entry), then
set the- MODE bit on. 2). If the segment
being branched to is nonprivileged, but the

Prepared by the Southern California Regional User’s Group




Proceedings: HP3000 IUG 1984 Anaheim

MODE bit is currently set, then keep the
MODE bit set for the execution of the new
segment.

Note that 2) above implies that CODE WRIT-
TEN TO RUN IN USER MODE WILL RUN
IN PRIVILEGED MODE. Typically, this will
not pose. a problem. However, it is a little
known fact that ALMOST ALL BOUNDS
CHECKING IS TURNED OFF IN
PRIVILEGED MODE. An example is the
SCAN statement m SPL. If the termination
criteria are not found, then normally a
bounds violation will occur. In PM, however,
the scan will continue beyond the stack. Ob-
viously, this can have disasterous implications
if the code has not been well debugged.

The reason for leaving the machine running
in PM can be understood if we examine the
logic for the EXIT instruction. This instruction
can set the MODE bit to zero, but will not set
it to one. The logic choices are: 1). If the cur-
rently running segment is in PM and the seg-
ment being exited to is in user mode, then the
MODE bit will be cleared on the exit, return-
ing the machine to a user mode state. 2). If the
machine is in user mode at the time of the
EXIT and the segment being exited to is
privileged, (as indicated in the Status Regist-
er saved in the Stack Marker at Q-1), then
Privileged Instruction violation will occur.
This is done to prevent a possible breach of
security. It would be a simple matter for a
user without any special capabilities to write
a small SPL program to call a procedure (a
PCAL) which set bit zero of Q-1to 1 (the
MODE bit). Upon EXITing, the program
would be running in PM, and could look at
any part of the system, including the
directory to get MANAGER.SYS password,
or any other part of memory desired. Be-
cause the EXIT instruction follows rule 2,
above, we see how this possible loophole is
closed. We also see why the PCAL instruction
follows rule 2 in the previous paragraph. If
the procedure should, indeed, be privileged, this
is the simplest way to insure that the MODE
bit is set correctly.

Continuing on our journey outward, it was
mentioned that the CST or CSTX entry (logi~
cally the same) was checked for a PM bit.
This bit gets set when the CST or CSTX entry
is created. It is best to take each case, CST and
CSTX, separately.

The CST table is a fixed length table (192
entries) which contains information regarding
segments found in SL files only. MPE-V will
change this around in detail, but for the pur-
poses of this discussion, this description will
suffice. Each entry is built by one of two
software entities. On startup, INITIAL reads
the system SL (SL.PUB.SYS) and creates a CST
entry for every segment which is a SYSTEM,

RESIDENT, or PRIVILEGED  segment.
Typically, MPE segments will always be
SYSTEM and PRIVILEGED. Thus, each seg-
ment marked PRIVILEGED will have the PM
bit set in the CST. After the system is up
and running, and all MPE segments are loaded
and CST entries created, the LOADER is the
entity that adds any other SL segments to the
CST. This is done when a program is loaded
which references procedures in a segment in a
group, public or the system SL. If that seg-
ment is also marked as being PRIVILEGED,
then the PM bit is set for that segment also.

For segments that are resident in program
files, the rules are the same as for user SL
segments, above, except that table that gets
built is the Code Segment Table Extension
(CSTX) instead of the CST. Also, the infor-
mation as to whether the segment is privileged
or not is kept in record 0 of the program file
in a table called the CST re-mapping array.
Thus, when a :RUN command is entered by a
user, the LOADER reads this table and knows
whether or not to set the PM bit in the CSTX.
It is important to note that the smallest entity
which can be called "privileged" is a segment.
This has some important ramifications. If one
procedure in a segment is defined as
privileged, then ALL PROCEDURES IN THE
SEGMENT WILL BE PRIVILEGED. It is
therefore a good idea to keep all privileged
code together, and not mix the privileged
pro:i:edures with ones that run strictly in user
mode

Continuing outward, we must ask how the
program file or SL file is built. In each case,
the answer is the same: the SEGMENTER.
Whether used directly via the :SEGMENTER
command, or indirectly via a :PREP com-
mand, the SEGMENTER is used to transform
a USL file segment or segments into a finished,
linked Program file or SL segment. It is at this
stage that about half of the security implica-
tions of PM are realized. Obviously, this is
a much higher level than that which the
hardware imposes.

When the :PREP (or ~ADDSL) command is
entered, and the segment (or outer block, in
the case of a program) is entered, the SEG-
MENTER checks two things. Flrst it checks
to see if the proper capability is present. In
the case of a program file, this implies that
the user has entered CAP=PM on the :PREP
command. The second check made, and one
key to the implementation of MPE security
regarding PM, is that the :PREP’ing user has
PM capability assigned. If not, the :PREP (or
-ADDSL) fails.

One exception must be noted at this point
regarding the SEGMENTER’s check of
capabilities. In a program file, there are two
different kind of segments. There is a
special segment, called the OUTER BLOCK,
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and there are all the other segments of the
program. The Outer Block can be privileged
in addition to the other segments. It is also
possible for the other segments to be
privileged and the Outer Block to not be, or
vice versa. In any case, if the Outer Block is
privileged, the :PREP will fail if CAP=PM is
not specified. A minor point, but one worth
mentioning.

The next level of capability checking is done
when the program is actually loaded. In fact,

the LOADER performs more checking than’

any other entity except perhaps the microcode.
When the program is :RUN, the LOADER
first checks to see if any segments are
privileged. This is done by scanning the CST
remapping array mentioned previously. If
any segment is privileged, and the capability
word stored in record 0 does not have the PM
bit set on, then the load fails with "IL-

LEGAL CAPABILITY". The capability word
is set by the SEGMENTER based upon the
CAP= parm of the :PREP command. If none
is specified, then IA,BA are assigned, but not if
fhosia capabilities do not exist at the group
evel.

Assuming that the capability word is in order,
a check is made to be sure the capabilities of
the program do not exceed that of the group.
In other words, if IA,BA PM are assigned to the
program, all three must be present at the
group level. (Also at the account level, but this
not verified by the LOADER)." It is important
to note that the same checks are made for any
privileged SL segments being loaded as a result
of external calls made by the program. Thé
only difference is that the LOADER differen-
tiates between illegal capability of the program
file and of the SL file in the error message.
(Thank heavens for small favorsil).

Compiler Options

We have seen so far what is necessary from
the machine and operating system point of
view to make a program privileged. Various
areas were mentioned as having a PM bit set,
such as the CST remapping array. However,
we have not addressed how these bits magical-
ly get set. Thissection will-deal with this sub-
ject. Since SPL is the only language that al-
lows full access to PM code and machine in-
structions, this is the only compiler which will
be shown.

As mentioned before, the' smallest entity
within the system that can be privileged is the
segment. In SPL, the way a segment is given
PM is by using the OPTION PRIVILEGED
statement:

PROCEDURE EXAMPLE(A,B,C);
VALUE A,B.C;
INTEGER A,B,C;
OPTION PRIVILEGED;

As mentioned before, IF ONE PROCEDURE IS
DECLARED PRIVILEGED, THE WHOLE
SEGMENT, AND ALL PROCEDURES
WITHIN IT, ARE PRIVILEGED. It is there-
fore a good idea to place all privileged
procedures together in one segment by using
the $CONTROL SEG= compiler command.
This applies equally to program file segments

as well as segments that are compiled separate-
ly and placed in an SL.

To make a procedure UNCALLABLE the fol-
lowing option is used:

PROCEDURE EXAMP;
OPTION PRIVILEGED, UNCALLABLE;

This causes a bit in the Segment Transfer
Table to be set. This table is resident at the
end of every code segment, and is used by the
PCAL instruction to branch to other segments.
If this bit is on and current MODE bit is off,
an STT VIOLATION occurs. .

As previously mentioned, a program file has
a special segment called an Outer Block. A
special command is provided in SPL to make
this segment privileged:

$CONTROL USLINIT,PRIVILEGED ,MAIN=0B'

This option implies that the Outer Block is
privileged from the start of the program, and
remains privileged unless turned off. Since
PCAL’ing a user mode procedure from a
privileged one turns PM on, this would mean
that the entire program will be privileged at
all times. If this is not desired, then $§CON-
TROL PRIVILEGED should be avoided.

‘RUN Options, Intrinsics, and Things That Go BUMP in the Night

Several things need to be mentioned before
any discussion of PM can be complete. First,
besides the CAP = parm, there is another pa-

rameter of the :RUN command which deals -

with PM, and that is the NOPRIV option.

NOPRIV is used by the LOADER to negate
the effects of the PM bits in the prog file
capability word and the CST Remapping Ar-
ray. Thus, no part of the program will run in
PM. However, if an SL segment is called, this
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WILL run in PM. If this were not the case,
then normal intrinsics, such as FOPEN,
FREAD, etc, would not work. The implica-
tions are that if any PM code is executed,
then a  PRIVILEGED INSTRUCTION
VIOLATION will occur. However, this is a
good safeguard if development is being done
and an added layer of security is necessary
during testing.

There are several Intrinsics which behave dif-
ferently when called from a PM segment.
First, the file system will allow two things in
PM. One is the ability to open Privileged files
(files with a negative file code). This can only
occur if the correct filecode is supplied along
with being in PM. For filecodes equal or
greater than zero, thisis not necessary. The
second ability granted by the file system is the
ability to do nobuf, nowait IO to non-message
files. (Message files can be accessed thlS way
without PM).

The next group of procedures are the Data
Segment Intrinsics. When called from user
mode, this set of Intrinsics (GETDSEG,
FREEDSEG, ALTDSEG, DMOVIN and
DMOVOUT) checks for DS capability and
returns a DST index, which is an index into a
local table, not an MPE DST number. When
called in PM, however, the check for DS

capability is ignored, and the index returned is
an actual MPE DST number. This implies that
this number could then be used by MFDS,
MTDS or MDS instructions later. Also, this
must be done if SWITCHDB is to be called.
SW(]ITCHDB can only be called in privileged
mode.

The GETPRIORITY Intrinsic has an option
where a user can specify an absolute priority
and place a process in a linear queue. Nor-
mally, the process will be placed in a cir-
cular queue. Obviously, this has far reaching
ramifications, as a process in a high, linear
queue could cause a lockout of other processes.

Probably the two most commonly used Intrin-
sics in the realm of PM are the GETPRIV-
MODE and GETUSERMODE instrinsics.
These intrinsics allow a program :PREP’ed with
CAP=PM to enter PM for a short time, then
leave . it. This is definitely the preferred
method for performing privileged functions,
especially if the amount of PM code needed is
small and well contained. Typically, however,
if the program is mostly privileged, it is
probably better to just let it run in PM all the
time. This allows the overhead of the calls to
GETPRIVMODE and GETUSERMODE to be
eliminated. Note also that using ;NOPRIV will
cause these intrinsics to fail.

Deciding on PM

If you are a manager, you may still be uncer-
tain whether or not to buy or u<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>