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Section 1 

1.0 INTRODUCTION 

A complete VMEbus-based SPARCstation™ 2 architecture with Sbus expansion. The SPARC CPU-2CE 
is the latest innovation resulting from the technology partnership of FORCE COMPUTERS and Sun 
Microsystems. Combining a true SPARCstation 2 architecture with FORCE COMPUTERS expertise and 
experience in standard 6U Eurocards has resulted in a faithful SPARCstation 2 implementation in a single 
VMEbus slot. 

The SPARC CPU-2CE™ offers the same 1/0 interfaces as the SPARCstation 2, including DMA supported 
SCSI and Ethernet ports along with audio, keyboard/mouse, and two serial channels with full modern 
support. Two Sbus sockets allow the installation of standard, off-the-shelf Sbus modules such as graphic 
frame buffers or accelerators or any other of over 300 Sbus cards available from third-party vendors. 

Through its binary compatibility with the Sun SPARCstation 2 family, the SPARC CPU-2CE runs current 
versions of SunOS™/Solaris™ as well as the more than 4,000 shrink-wrapped SPARCware™ applications 
available today. In addition, a variety of real-time operating systems will be available. 

Its IEEE 1014 compatible VMEbus interface enables the SPARC CPU-2CE user to build high-perfonnance 
embedded UNIX® systems, SPARC®- based real-time systems and hybrid UNIX/real-time systems linked 
via the VMEbus or local- and/or wide-area networks. 

The SPARC CPU-2CE is a compact single board computer that brings the power and functionality of the 
popular Sun SPARCstation 2 to the industry-standard VMEbus for use in UNIX and real-time applications. 
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Figure: 1.1 Block Diagram 

SPARC CPU·2CE BLOCK DIAGRAM 

VMEbus (A32:032) 

$PARC IU/FPU 84-MMU+ ON BOARD MEZZANINE 

.,.. _ _..__ ... _ _.~HE+ 

SBus A28:032 

FLASH 
EEPRO"' 
256K x8 

FLASH 
EE PROM 
256K ic8 

FLASH 
EEPROM 
256Kx8 

OPTIONAL FEATURE~ 

Page 1-2 

84-VME 

84-RAM+ 

:Fl.OPPY 8CC 
. l8Z072 Zl5C30 

FORCE COMPUTERS 



SPARC CPU-2CE Technical Reference Manual Hardware 

Figure: 1.2 Photo Page 
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1.1 The Proces.wr 

A 40-Mhz SPARC (Scalable Processor ARChitecture) 32-bit RISC processor chip set is at the core of the 
SPARC CPU-2CE. It is comprised of an integrated Integer Unit/F1oating Point Unit (IU/FPU), a Sun 
standard SRAM-based Memory Management Unit (MMU+), a Cache Controller (Cache+) and two Cache 
RAM chips. Operating at 40 Mhz, the IU/FPU provides 28.5 MIPS integer performance and 4.2 .MFLOPS 
floating point performance. The Cache Controller provides a 2-Kbyte tag array for a 64-Kbyte, virtual, 
write-through cache. 

The integrated CACHE+ Controller Cache/Memory Management Unit (CMMU) handles the cache 
memory, provides path to main memory over the SBus, handles SBus controller function, and works at 
40 MHz clock speed. The SPARC CPU-2CE has two cache RAMs that are 16K x 16 devices and run 
at 40 MHz clock speed. The large cache and double word write buffer means higher hit ratios and the 
ability to sustain high 1/0 OMA bandwidths with only a small reduction in local CPU performance. 

1.2 The Memory Subsystem 

The SPARC CPU-2CE chip set includes the RAM+, an Sbus-compatible DRAM controller with single 
clock burst capability. RAM+ operates the DRAM in fast page mode to support 8-, 16-, 32-, and 64-byte 
bursts at one transfer per clock after an initial access latency of 4 clocks for reads and 2 clocks for writes. 
The configuration supports up to 64 Mbytes of 32-bit wide DRAM on board and incorporates parity 
generation and parity error detection. 

The SPARC CPU-2CE is available with 16-, 32-, 48-, or 64-Mbytes of on-board DRAM. 16 Mbytes 
reside on the base-board and are implemented using high-reliability TSOP devices. Additional capacity, 
up to 64 Mbytes. is achieved using separate mezzanine modules which retain the single-slot capability 
without interfering with Sbus expandability on the SPARC CPU-2CE. Memory capacity upgrades are 
possible since the DRAM mezzanine modules are designed for field installation. 

Memory can be expanded beyond the 64-Mbyte on-board limit via an SBus SRX-2 card. This option 
expands TypeO memory space by up to 64 Mbytes and is cacheable, an advantage over other Sbus-based 
memory expansion modules. 

1.3 System EPROM Open Boot™: 

The Open Boot™ EPROM on the SPARC CPU-2CE is located in a single 32 bit DIP socket that enables 
easy upgrading. It provides the functionality of the boot device supplied with the SPARCstation 2, with 
enhancements to support the added features of the SPARC CPU-2CE (VMEbus interface and optional 
Flash EEPROM). 

There is an EPROM-based monitor/debugger called Open Boot™. Open Boot is a trademark by Sun. 
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1.4 FLASH EEPROM (Optional Feature) 

In addition to the boot device, the SPARC CPU-2CE employs 4 FLASH EEPROMs in TSOP packages 
for flexibility and customization. This 1-Mbyte FLASH EEPROM is organized to be 32-bits wide and 
is mapped in place of the Sun SPARCstation 2 Sbus Slot 3. 

These EEPROMs are erasable and writable by the user and allow the system integrator to incorporate 
FCODE drivers for system specific VME-based products using routines supplied in the boot ROM. With 
150 ns EEPROMs, the access time is 4 clocks. 

The SPARC CPU-2CE allows integrators to specify their product as the console or boot device without 
having to modify the on-board fillllware. It also allows them to take advantage of SunOS loadable drivers 
for their VME products. This feature provides a path to fillllware-assisted system auto-configuration. 

1.5 Local 1/0 

Ethernet, SCSI interfaces, two serial interface ports, a keyboard specific serial port, a mouse specific serial 
port, a floppy disk controller, and an audio input I output port are provided. 

Serial Interlace Ports 

The Zilog Z85C30 Serial Communications Controller (SCC) supports two serial interface ports using 
26-pin connectors on the front panel for synchronous and asynchronous communications. Data rates up 
to 64 Kbaud are supported and are user configurable, with a pluggable shunt for either RS-232C or 
RS-423C, and offer full modem control and interrupt capability. Both ports must be set identical as either 
RS-232 or RS-423. 

Keyboard/Mouse Port 

The connector for the keyboard/mouse port uses a SPARCstation Type 2 8-pin Mini-circular DIN 
connector on the front panel. The Z85C30 SCC for the keyboard/mouse specific port is tellllinated with 
1TL buffers and uses all 'ITL-cornpatible data signals. The interface is fully compatible with Sun 
SPARCstation 2 keyboard and mouse product offerings and uses the same cables. 

Floppy Disk Controller 

An Intel i82072 functions as the floppy disk controller and is fully compatible with the Sun SPARCstation 
2. The floppy disk controller signals are available on the User 1/0 lines of the P2 connector. 

Audio Port 

The audio interface is implemented with an AMD Am79CA30 ISON/audio controller device and is fully 
compatible with the Sun SPARCstation 2. The audio connector on the front panel is an 8-pin 
Mini-circular DIN connector. As in the SPARCstation 2, the ISDN functionality of the Am79CA30 is 
not implemented. 
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1.6 DMA+ 

The DMA ASIC provides DMA and data assembly-disassembly functions for both the Ethernet and SCSI 
interfaces. The ASIC contains a 32 byte FIFO for each interface and performs OMA in 16 byte bursts 
when alignment and transfer length permit. 

1.7 Small Computer Systems Interface (SCSI) 

The SCSI interface provides a standard interface to a wide variety of mass storage devices, such as hard 
disks, tapes, and CD-ROMs. 

The SPARC CPU-2CE board features a Small Computer System Interface (SCSn controller device using 
the NCR 53C90A controller chip augmented by the DMA+(D-channel). This provides SCSI-I 
ftmctionality and can transfer at up to 5 Mbytes/sec, depending on the speed of the target 

The SCSI controller on the SPARC CPU-2CE acts as a SCSI initiator. Up to seven SCSI target devices 
can be connected to a SPARC CPU-2CE board. The SCSI bus is properly buffered and terminated on 
the SPARC CPU-2CE, so that the connection of SCSI devices is simple and straight forward. Just attach 
a terminated SCSI device with a cable and the CPU-2CE will automatically adjust for proper termination. 

The DMA features full SCSI specification, ANSI X3.131/l 986, compatibility. It supports both 
synchronous and asychronous operation with SCSibus signals connected to the front panel connector and 
VMEbus P2 connector. Single ended mode is supported only. 

The SCSI bus is routed to both the front panel, via a 50-pin SCSI-II connector, and to the board's P2 User 
1/0 pins. 

1.8 Ethernet Interface 

The Ethernet interface is comprised of the DMA+ interface chip for DMA, the AMO Am7990 Local Area 
Network Controller (LANCE) chip and the AMD Am7992B Serial Interface Adapter (SIA). The IEEE 
802.3 Ethernet interface is available via a 15-pin Micro-D connector on the front panel. An adapter cable 
for the Micro-D to the regular DB 15 is available. The DMA+ chip contains a 32-byte FIFO and increases 
performance through its 16-byte DMA burst capability. 

The Ethernet interface features compatibility to the IEEE 802.3 Ethernet specification, OMA burst 
capability, data rate of up to 10 Mbit/sec, interrupt generation (Level 6), and utilization of up to 128 
Kbytes of memory. 

1.9 Real-Time Clock/NVRAM 

The SPARC CPU-2CE board uses the Mostek MK.481'08 RTC-NVRAM chip. This device includes an 
8-Kbyte non-volatile static RAM, of which 2 Kbyte is user programmable, and a clock/calendar circuit. 
Both are supported by a 10-year shelf-life lithium battery, in order to retain data when the board is 
powered down. 
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1.10 SBus Interface 

The SBus is a high perfonnance CMOS bus and the basic interconnection mechanism for the system 
between the CPU and main memory and 1/0 devices. Two Sbus connectors are available for 1/0 
expansion into the next VME slot. 

The Sbus is a high-performance expansion bus with a bandwidth of over 50 Mbytes/sec. The Sbus fonns 
the local memory and 1/0 bus for the SP ARC CPU-2CE and features 32-bit virtual addressing, 28-bit 
physical addressing, 32-bit data path, synchronous data transfer and master/slave capability. The SP ARC 
CPU-2CE incorporates two Sbus sockets for 1/0 expansion. These provide support and compatibility with 
the hundreds of third-party Sbus expansion products on the market, including products for video and 
graphics, connectivity and networldng, manufacturing and process control, engineering, and scientific 
insttumentation. 

FORCE offers a 6U VMEbus Front Panel with two SBus board cutouts used to mount SBus boards to the 
CPU-2CE. 

1.11 VMEbus Interface 

The SPARC CPU-2CE utilizes the Sun VME Chip to provide a complete 32-bit VMEbus interface. Since 
this is the same device used on the SPARC CPU-lE from FORCE COMPUTERS system performance 
upgrades with minimal software changes are guaranteed. Supported functions include master and slave 
data transfer capabilities, and VMEbus interrupt handling and arbitration functions. Additional VMEbus 
utility functions and a special loop-back cycle for standalone testing of the interface are provided. 

The VMEbus interface on the SPARC CPU-2CE is fully supported by a driver for the SunOS/SOlaris 
operating system. The software support also includes an implementation of the ONC/VME protocol which 
supports standard networking protocols such as TCP/IP, NFS and RPCs across the VMEbus backplane. 
The VME Driver is needed to implement VME software. 

1.11.1 Master Interface 

The VMEbus master interface allows 16-, 24-, and 32-bit addressing with 8-, 16-, and 32-bit data transfers. 
A full 4-GByte address range is available and may be mapped contiguously without the 512-Mbyte 
limitation typically imposed by the 28-bit Sbus definition. This is done by directing normally unused 
MMU signals to VMEbus decoding logic, external to the VME chip. A software switch enables the 
standard VME 512-Mbyte address mode with window mapping registers. This 28-bit mode emulates the 
SPARC CPU-IE VMEbus addressing scheme, allowing customers a migration path to help preserve a 
previous investment in custom VMEbus drivers. 

Read-modify-write cycles are supported for master accesses, and a 300 µsec VMEbus timer is included. 

NOTE: Unaligned transfers are not supported by the VME chip. 
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1.11.2 Slave Interface 

Access to the on-board DRAM is allowed to a 1-Mbyte page configurable on 1-Mbyte boundaries within 
the local address space. Addressing is recognized for both 32- and 24-bit standard accesses, with 16-bit 
accesses reserved for the mail box interrupt. Address modifiers are supported, and any slave access as 
a Direct Virtual Memory Access (DVMA) device is set to the local supervisor mode in accordance with 
the Sun-4™ architecture. The 1-Mbyte VME address space selected is always mapped to the highest 
megabyte in the virtual address space in accordance with the Sun-4 architecture. Unaligned slave accesses 
are not supported by the VME chip. See the chapter on the VMEbus Interface for more details. 

A mail box interrupt function allows other VMEbus devices to interrupt the SP ARC CPU-2CE. This mail 
box detects accesses to the specific A 16 address space set in the mail box register. Mail box accesses are 
acknowledged as standard VMEbus cycles, and trigger an on-board level 13 interrupt. 

1.11.3 Interrupts 

The on-board interrupt handler selectively supports all seven VMEbus interrupt levels which are routed 
directly to the MMU interrupt logic. Control of interrupts is handled via software in the interrupt enable 
register. 

1.11.4 System Controller 

The SP ARC CPU-2CE is capable of providing Slot 1 system controller functions. The VMEbus requestor 
is a release on request (ROR) requestor. Bus requests are made on BR3. 

The VMEbus arbiter function is used when the SPARC CPU-2CE is configured for system controller 
functions (Slot 1 jumper). Both single-level (SGL) and round robin (RRS) arbitration are provided. Bus 
timer logic is included to prevent a VMEbus lockup to a non-responding bus requester or to a non-existent 
slave device. 

Additional system controller functions are automatically activated, when the Slot 1 jumper is enabled. 
These capabilities include: IACK Daisy Chain Driver, SYSRESET, SYSFAIL and VMEbus system clock. 

1.12 Software Description 

With full SPARCstation 2 architecture compatibility, the SPARC CPU-2CE runs the Solaris operating 
system, including enhancements specific to the ;1 SPARCstation product line. Solaris provides an 
advanced development and run-time environment for the SPARC CPU-2CE. As the first "shrink-wrapped" 
distributed computing solution, Solaris is comprised of SunOS, ONC© networking environments, 
OpenWindows™, OPEN LOOK® and DeskSet™. SunOS is th~ highest quality and most widely 
supported enriched UNIX implementation available today. 

By carefully merging the most robust functionality of UNIX System V™, Berkeley BSD™, and Xenix™; 
SunOS offers the optimum balance of UNIX capability, reliability, and performance. Further functionality 
includes: 

• Standards Conformance (POSIX, X/Open, XPG, SVID and FIPS) 

•The OpenWindows "Look and Feel" Graphical User Interface 
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•Hierarchical and consistent fonnat file system that includes support for MS-DOS®, CD-ROM and RFS, 
among others 

• ONC networking environment for distributed computing across multivendor networks 

•Enhanced UNIX kernel with internationalization, system accounting, security and redundancy 

• A comprehensive range of third-party software that include databases, design automation and artificial 
intelligence 

• VMEbus driver configured for Sun-4/SPARCserver™ type expansion interface allowing the use of 
existing Sun-compatible VMEbus device drivers 

ONC is the industry standard for heterogeneous networking. OpenWindows is the network-extensible 
graphical application development platform. OPEN LOOK is an intuitive graphical user interface, and 
Desk.set is a suite of personal and work.group productivity applications. 

1.13 Development 

By using the SPARC CPU-2CE as both the development and the target system, equipment costs and 
time-to-market can be reduced. Solaris on the SPARC CPU-2CE provides all the tools necessary to take 
a project from conception through delivery. This includes: project planning aids (e.g. mail, diary, print 
facilities, etc.); design aids (e.g. compilers, assemblers, debuggers, and libraries); test facilities (e.g. 
compliance checkers, performance monitors, profilers, and system diagnostics); docwnentation tools (e.g. 
text formatters, print filters, and PostScript® interfaces); archiving and maintenance (e.g. source-code 
control systems, archivers, and backup systems); and others. 

Optimizing compilers available from Sun include: C, C++, FORTRAN-77, Pascal, Modula-2, and 
Common Lisp. Independent software developers furnish many other languages, including Ada, APL, 
BASIC, COBOL, Forth, Mainsail, PI.JI, and Prolog. Sun languages have full access to systems, graphics, 
networking, and user interface packages. Third-party cross compilers allow C, FORTRAN, or Pascal 
programmers to produce executable binary code for multiple architectures from a single FORCE SPARC 
CPU-2CE. 

1.14 Sun Tools 

Standard software provided with Solaris includes a powerful user interface. This allows access to Solaris 
resource management functions, as well as industry- standard UNIX editors, command shells, and all 
UNIX commands for file management and manipulation, system administration, 1/0 system control, and 
other software development tools. 

1.15 Graphical User Interface 

OpenWindows is a full-featured windowing environment based on the X-Window Standard and the 
Network extensible Windowing System (NeWS™). OPEN LOOK is a graphical user interface that uses 
X-Windows and NeWS to provide an intuitive, "look and feel" desktop. The DeskSet is a group of 
personal productivity tools and system service applications which includes a File Manager, Calendar, 
Debugger, Mailer, and others. 
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1.16 Real-Time 

The SPARC CPU-2CE with Solaris, which supports a wide range of VMEbus and SBus-based hardware 
and software solutions, creates an ideal embedded system. New releases of Solaris will provide the 
SPARC CPU-2CE with real-time extension for use in "soft" real-time applications. These extensions 
include: fixed priority processes, priority manipulation, pre-emptive scheduling, process priority 
inheritance, guaranteed dispatch latency and memory locking. 

Several hard real-time operating systems are available for or are being ported to the SPARC CPU-2CE. 
These typically provide high-speed multi-tasking, pre-emptive scheduling, and fast interrupt response. 
They include facilities for intertask communications and synchronization, efficient memory management, 
system clock and timing, optimized floating point support, and high-performance 1/0 and file systems. 
Real-time development tools usually include an interactive debug Shell, a linking loader, symbolic 
debugger, performance monitor, exception and signal handling, libraries, utility routines, extensive system 
and task information utilities, and source level debuggers. 

1.17 Networking 

ONC networldng environment is a suite of software modules and services that are the de facto standard 
for distributed computing. FORCE COMPUTERS provides a VMEbus driver utility as a standard item 
in conjunction with the Solaris operating system. This driver combines the standard Sun-4 SP ARCserver 
treaunent of the VMEbus expansion interface with the additional capability to run ONC over the VMEbus 
backplane. This provides an optimal platform for both tightly coupled networldng and distributed 
processing applications, as well as the ability to utilize existing drivers for add-in VMEbus peripheral 
controllers. 

The Remote Procedure Call (RPC) is the core of ONC and is used to build services such as the Network 
File System (NFS™), Network Information Service (NIS) and Network System Boot. 

Solaris also supports an extensive set of networking tools that allow developers to take advantage of 
industry standards. Solaris supports internet protocols, including raw (IP), datagram (UDP/IP) and stream 
(TCP/IP). User-accessible interfaces allow development of custom interfaces and protocols. Sun will also 
offer a Solaris Serial Line Internet Protocol (SLIP) for serial line_based wide-area networks (W ANs). 

Optional software provides support for: DECnet; SNA, including IBM's Advanced Program-to-Program 
Communications (APPC) and Document Interchange Architecture (DIA); OSI suppon which adheres to 
MAP 2.1 and TOP 1.0 specifications, Layers 1 through 7 for MAP applications; FT AM (File Transfer 
Access and Management); and CASE (Common Application Services Elements). 
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Table: 1.1 Board Function & Specification 

Central Processing Unit SPARC RISC 

Clock Frequency 40MHz 

Integer Perfonnance 28.5 MIPS 

floating Point 4.2 MFLOPS @ 40 MHz Double Precision 

Block Transfer OMA 50 Mbytes/sec (80 Mbyte/sec peak) 

Cache: Data & Instruction 64 Kbytes 

Basic DRAM TSOP Capacity 16 Mbytes 

Error Detection Byte Parity 

Local DRAM Expansion (Single Slot) 16, 32, 48 via mezzanine 

Maximum On-Board DRAM 64 Mbytes 

SRAM (Battery Backed Up) 8 Kbytes 

MMU Sun-4 MMU ASIC 

SBus Expansion 2 Slots 

VMEbus 32-bit IEEE/ANSI-standard 

VMEBus Master A32, A24, Al6: D8, Dl6, D32, RMW 

VMEBus Slave A32,A24:D8,D16,D32,RM\V,BLT 

VMEBus Interrupt Handler 1 through 7 (Selectable) 

VMEBus Arbiter 4 level SGL 

Multiprocessor Mailbox Yes (A16 access) 

Ethernet (IEEE 802.3) 7990 Lance, AMO 7992B SIA 

Ethernet Transfer Rate 10 Mbits/sec 

SCSI Controller NCR 53C90A and OMA+ 

SCSI Transfer Rate ASYC 1.5 Mbyte/sec, SYNC up to 5 Mbyte/sec 

Serial Ports 2 Async/Sync; RS-232-C/RS-423 

Serial Data Rates 64 Kbaud 

NVRAM TOD Clock/Calendar MK 481'08 

EPROM Size 2 Mbyte, 8-bit wide 

FLASH EEPROM Size (Optional Feature) 1 Mbyte, 32-bit wide 

Reset Switch Yes 

Abort Switch Yes 
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Hex Rotary Switch, switch input port 1 

LEDs 2 (bi-color Red/Green) 

Programmable Timers 2 

Watchdog Yes 

Keyboard/Mouse Port Sun-4 Standard 

Floppy Disk Controller Intel 82072 

Audio Controller AMD 79C30 

CD ROM Support Yes 

Front Panel Yes 

Power Requirements + 5V 4 Amps (W/0 Optional SBus Cards) 

+12 v 0.1 Amp /max .6 Amp 

-12 v 0.1 Amp /max 0.2 Amp 

2A Minifuse Schurter PIN 3402.0012.xx 

630ma Minifuse Schuner PIN 3402.0008.xx 

Number of VME Slots Used 1 

Board 14 Layers 

Board Dimensions 6.29" X 9.18" (160 x 233 mm) 

SunOS or UNIX™ Operating System Solaris 

See the ordering information table on the next page for adapters available from FORCE. Contact your 
local sales office for additional options. 
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Table: 1.2 Compatible Peripherals 

Tape Drive 

Tape Drive 

Tape Drive 

Floppy Drive 

Hard Drive 

Hard Drive 

Hard Drive 

Hard Drive 

Hard Drive 

CDROM 

*Not in SUNOS 4.le 
**Not in SUNOS 4.1.lb 

Archive 2150s 

Exabyte 8200 

Exabyte 8500 

Sony F17W-FP 

Maxtor LXT-213SY 

Segate ST1480N 

SEgate ST4766N 

Segate ST41200N 

Segate ST4 l 600N 

Sony CDU-8012 

*** Only Supported in SUNOS 4.12 

1.18 Determining Revision Level 

Hardware 

1/2" cartridge drive 

8mm cartridge 2.5 GB 

8mm cartridge 5 GB*** 

3 1/2" 1.44 MB 

210 MB 3 1/2 inch SUN 207 

424 MB 3 1/2 inch SUN424* 

669 MB 5 1/4 inch SUN669 

I.GB 5 1/4 inch SUNl.OG** 

1.3 GB SUNI.3G* 

You can determine the revision code and serial number of a SPARC CPU-2CE by inspecting the label 
attached to the PI connector of each card. 
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Section 2 

INSTALLATION and DIAGNOSTICS 

WARNING 

TO AVOID MALFUNCTIONS AND COMPONENT DAMAGE, PLEASE READ THE COMPLETE 
INSTALLATION PROCEDURE BEFORE THE BOARD IS INSTALLED IN A SYSTEM 
ENVIRONMENT. 

STATIC KILLS 
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2.1 Power Up 

Tilis chapter will cover the instructions and considerations for powering up to insure proper operation of 
the CPU-2CE. 

The only mechanical jumper blocks for the CPU-2CE are to configure the serial pons and to configure 
the VME. The serial ports are RS-232-C or RS-423 with the default being RS-232-C. If RS-423 is 
needed, set the block before power up. Move the jumpers position to set RS-423. Both ports must be 
set identical as either RS-232 or RS-423. The VME default is VME slot 1 device with the jumper 
installed in JMPl. Removing Jumper 1 selects the card to be non-slot 1 VME device. VME backplane 
must be terminated according to spec. 

Backplane Slot Configuration Requirements 

The SPARC CPU-2CE can be plugged into any VMEbus slot. If a SPARC CPU-2CE is installed in a 
slot other than 1 with empty slots between it and the slot 1 controller. Each of the empty slots must be 
configured as described below. See your backplane manual for documentation on the location of these 
jumpers. 

Jumper IACKIN* to IACKOUT* on the backplane: 

Pins A2 l and A22 on the backplane must be jumpered together. 

The signals Bus Grant [0:3] must be jumpered across empty slots, as follows: 

BGO: jumper pins 4 and 5 Row B 

BG I: jumper pins 6 and 7 Row B 

BG2: jumper pins 8 and 9 Row B 

BG3: jumpered pins 10 and 11 Row B 

The CPU-2CE can power up without a computer terminal and keyboard, but you cannot enter the 
appropriate commands to test the card without a means to enter commands and view the results. FORCE 
recommends the initial power up to be performed with a computer terminal connected to serial port A of 
the CPU-2CE. By using the computer terminal, additional possible error producing factors; a 
nonfunctioning SBus card, SBus frame buffer ca. ~onnector, or monitor can be detected. Connecting a 
terminal is simpler than connecting a frame buffer, monitor, and keyboard. The optional serial cable is 
available by ordering the accessories kit. 

NOTE: Make sure you use a terminal type serial cable. See your terminal manual for ordering or 
building the proper cable. 

The power-up sequence consists of a series of component functional tests and initialization, followed by 
booting. Tum on the power to the backplane. 

In the default autoboot mode, the SP ARC CPU-2CE attempts to boot SunOS from an attached SCSI disk. 
If a disk is not attached, the Open PROM displays an identification banner and enters the command mode 
of the "PROM Monitor" (a program that monitors the activity of the keyboard). The PROM displays a 
>prompt. 
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Figure: 2.1 RS-232/423 Jumper Blocks 
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2.2 Post Power Up Procedures 

2.2.1 How to Talk to the SP ARC CPU-lCE On-Board Memory 

At the > prompt type n to enter "New Mode" the FORTH/OpenBoot interpreter. 

FORTH displays the ok prompt. Basic Assembly PROM commands are available to the SP ARC 
CPU-2CE in this interpreter. Enter the following command at the OK prompt 

0 obmem 0 map-page <er> to map in the first 4K bytes of main memory. 

There is at least 16MB of onboard memory available to the SPARC CPU-2CE card. The first test of the 
SPARC CPU-2CE PROM validates correct operation of this memory. Use one of the three commands 
explained below: 

2.2.1.1 Memory Test Command One 

Perform a LOOP/READ that validates that the on-board memory is functional: 

At the ok prompt type JOO 50 dump <er> 

RESULTS: If the PROM and the on-board memory are functional, the contents of the 80 bytes (50 hex) 
of memory staiting at address 100 (hex) are displayed. If the PROM or the on-board memory is not 
working, you receive one of a number of possible error messages indicating a problem with the memory. 

2.2.1.2 Memory Test Command Two 

Perform a LOOP/WRITE that writes a number pattern to memory, validating memory and memory 
response: 

At the ok prompt type JOO 50 78 fill <er> 

RESULTS: If the SPARC CPU-2CE is worldng correctly, the number pattern "78" is written to 80 bytes 
of memory staiting at address 100, and you will receive the ok prompt. The fill command fills byte by 
byte. If the PROM or the on-board memory is not working correctly, you receive one of a number of 
possible error messages indicating a problem. 
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2.2.1.3 Memory Test Command Three 

Perfonn a memory test that exercises the on-board memory. This test does not reside in the PROM, and 
must be keyed in at the FORTH prompt (Memory must be mapped according to section 2.2.1) 

Key in the following program: 

memory-test ( -- ) 
150 100 do · 

12345678 i l! 
i l@ dup 

12345678 <> 
if . " . obs ... " . 

" exp .. " 12345678 
" adr - " i . er 

then 
drop 

4 +loop 

\from OxlOO to Ox150 
\longword write 
\longword read (result left 
\on stack) 

\compare 

When this code has been correctly entered, you can perf onn the memory test: 

memory-test <er> 

Also, the following command runs the Open Boot memory test: 

test /memory or test-memory 

This test is the same as the Open Boot POST test and will take approximately 4 minutes for 32 
megabytes. 

RESULTS: If the SPARC CPU-2CE is working correctly, the memory is erased and tested, and you will 
receive the ok prompt. If the PROM or the on-board memory is not working correctly, you receive one 
of a number of possible error messages indicating a problem. 

Connect the cables for the additional devices you wish to test with the SPARC CPU-2CE: SCSI, 
Keyboard, Ethernet, Serial Pons A and B. (Make sure the power is off before connecting any cables to 
the CPU-2CE.) 

2.2.2 Test the Ethernet Port 

Test the Ethernet port by connecting a MAU (Medium Access Unit) to the Ethernet port and while in 
Fonh/OpenBoot and typing: 

test net <net> 
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2.2.3 How to Talk to the SPARC CPU-2CE Buses 

Access to the devices available on the SPARC buses in general requires mapping, reading, and writing 
the device. This test is performed only when testing an SBus memory canl. The procedure below can 
be used to map in memory. Devices are mapped in two stages: 

2.2.3.1 Mapping Memory 

Select unused segments, virtual address range and size. Map in the segments, e.g., seg# = Ox80, va = 
OxlOOOOOO, size = Ox4000. 

80 1000000 Ox4000 map-segments <er> 

Select a physical address range and space (SBus Slot2). Map in the page e.g., pa = OxFCOOOOOO, space 
= SBus. 

FCOOOOOO sbus 1000000 4000 map-pages <er> 

2.2.3.2 Accessing Memory 

To dump out memory at the ok prompt type 1000 000 50 Dump <er> 

2.2.4 How to Talk to the SBus 

SBus devices are handled using the IDPROM onboard the SBus card. The IDPROM contains a driver 
for the SBus card which is read at boot time and interpreted by the Open PROM. During debug of an 
SBus device or it's driver a device in an SBus slot may be mapped in using map-sbus. (See the Open 
PROM Toolkit User's Manual for a description of the map-sbus). 

2.3 Running PROM Diagnostics 

Setting the diagnostic switch and resetting the card will cause the card to come-up into the extended 
selftests. 

CAUTION: This command disables the monitor and keyboard and enables Serial Interface A as the 
110 device. 

type: setenv diag-switch? true <er> 

reset type: reset or lift the reset switch on the front panel. The board will exit automatically. 

NOTE: You must have a tty device attached to Serial Port A. Setting the diag-switch to true puts 
messages to the serial port A console. 
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2.4 Running Functional Tests 

The following tests are available for testing functional units on the CPU-2CE. These tests are 
automatically run at a reset or a power-up. 

The functional test can be run individually by leaving the PROM monitor and entering the 
FORTH/OpenBoot interpreter. 

At the >prompt, enter n. 

At the ok prompt, enter one of the following commands. 

test /memory or test-memory 
test lsbuslle 
test net 
test floppy (requires floppy drive and Sun formatted FD formatted disk) 
watch-clock 
probe-scsi 

NOTE: For a complete listing of diagnostics available from the PROM, type help dlag or help test 

2.5 Returning To Monitor Mode 

To return to the > prompt from the OK prompt, 
enter the following: 

ok old-mode <CR> 

2.6 Diagnostics 

This chapter describes the different types of diagnostic firmware and software tools available and how they 
are related. 

2.6.1 Main Categories of Diagnostics 

• Boot PROM diagnostics 
Power-On Self-Test 
On-Board Diagnostics 

• Sundiag System Exerciser (SunOS) 

This chapter will also briefly cover the Forth/OpenBoot Toolkit, which is an interactive command 
interpreter based on the Forth programming language. Additional information on the Sun Forth Toolkit 
can be found in the Open Boot PROM 2.0 Toolkit User's Guide in the SBus Developers Kit. 
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2.6.2 Diagnostic Selections 

Table: 2.1 Diagnostic Tools 

Diagnostic Tool When to use 

Power On Self Test The POST code resides in the root PROM and is driven automatically by 
(POST) a signal from the power supply when first powered on. The CPU 

performs the self-test POST shows if there is a failure of the main 
components on the main logic board. 

On Board Diagnostics Individual test, ie memory, Ethernet, etc., available when in Forth 
Toolkit. Enter n from the> prompt to enter the Forth Toolkit. The on 
board diagnostics reside in the root PROM. 

Sundiag System Using SunOS, it displays realtime use of system resources and 
Exerciser peripherals. Sundiag will show if your system is functioning properly. If 

Sundiag fails, run the Power On Self Test. 

Monitor Monitor will be activated when the system crashes. Monitor is the> 
prompt. Typing b roots, c resumes or continues program halted, or n to 
enter Forth Toolkit. 

Forth Toolkit Performs all functions available through the Monitor, except entering the 
Forth Toolkit i.e. changing the NVRAM parameters, resetting the system, 
running diagnostics, displaying system information, redirecting input and 
output, etc. There is more in this chapter and the Open Boot PROM 2.0 
Toolkit User's Guide. 
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Figure: 2.2 POST 

FIGURE 2.3 Power On Self Test Flow Chart 
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The Fonh Toolkit offers an extensive set of functions for performing the following: 

• Hardware Development 

• Problem Determination (fault isolation) 

• Software Development 

•Debugging 

This section will detail how various diagnostic tools wolk together in different power on modes. 

NOTE: A terminal is needed to view these test results. 

CAUTION- To run the On-Board Diagnostics the system must be halted. When the operating system 
or application has been booted, do not use the LI-A keys to halt the system. LI-A abruptly halts the 
system and may damage data files. As root halt the system by entering /usr/etc/shutdown or /etc/fasthalt. 

• When the power is turned on, the lower level Power On Self Test (POST) code is executed from 
the Boot PROM. 

• If failure occurs in POST, the type 4 keyboard LEDs will display the failure code. See The Power 
On Self Test in this section for more detailed information. 

• If the POST passes, the system probes for SBus devices and interprets their drivers. 

• High level test are performed next. 

• Specialized diagnostic test can be performed after the high level test by activating the Monitor, 
indicated by the > prompt. The monitor is activated by pressing the LI and A keys 
simultaneously and waiting for the > prompt. 

• If the autoboot switch parameter is set to false (not the default) the> or ok prompt will show. 

The monitor with its prompt > is the default. It is possible to change the default to the 
Forth Toolkit with its prompt ok as an option, see the Open Boot PROM 2.0 Toolkit 
User's Guide. 

• If the autoboot switch parameter is set to true (default), and the diagnostic switch parameter is set 
to false (default), SunOS boots from the default SCSI target 3 boot path: 

/sbus/esp/sd@J,O 

If the hard disk address is set to 0, then the boot parameter should be set to /sbus/esp/sd@0,0. 

• For normal booting boot /sbus/esp will automatically find and boot the disk. 
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• If the autoboot switch parameter is set to true (default), and the diagnostics switch parameter is 
set to true (not the default), SunOS boots from the bootpath: 

/sbus/le 

• To boot user-specified programs, such as the SunDiagnostic Executive, you must be at the > or 
ok prompt. On Board Diagnostics section later in this chapter will detail how to obtain the > and 
ok prompts with fasthalt. 

Table: 2.2 Diagnostic Switches 

Autoboot Diagnostic Result 
Switch Switch 
Parameter Parameter 

False (Don't care) >or ok prompt 

True False boot SunOS (vmunix) 
from SCSI ID 3 
(/sbus/esp/sd@3,0) 

True True boot SunOs (vmunix) from 
network*(/sbus/le) 

* The boot parameters represented here are default settings. The defaults may be changed by following 
the procedures listed in the Open Boot PROM 2.0 Toolkit User's Guide. 

2.6.3 Boot PROM Diagnostics 

The diagnostics contained in the boot PROM include the following: 

Power-On Self-Test 

On-Board Diagnostics 

2.6.3.1 POST 

The Power On Self Test (POST) is the default mode. The POST consist of a sequence of test designed 
to test the major hardware components of the main logic board before SunOS is booted. Only major 
failures can be detected by POST. For additional more thorough diagnostics run the extended on-board 
diagnostics for items including Memory, Ethernet, diskette drives, etc. 
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Figure: 2.3 Keyboard LED Diagnostic Codes 
Amngoincnt or Sun4 ICcybcerd LEDs 

Caps 
Lock -L-

Compose -
Scroll 
Lock -

Sun4 Keyboard LED Diagnostic Code 

Num 
Lock --i 

LED Display Pattern Unit Meaning or Pattern 

Io c:::J c:::J c::::q Unassigned. Testing completed, SunOS is 
booted. 

I c:::J 
_, Boot c::J c::i Bad checksum In boot PROM. PROM 

I c:::J c::J - c::q NVRAMITOO NVRAMfTlme-of-Oay Clock failed. 

I CJ c::J --1 SPARC 2 SPARC 2 component failed. 
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2.6.3.2 On Board Diagnostics 

1. Save all your work and quite all applications 
2. As root, halt the system by entering 

/usr/etc/fasthalt 

The returning prompt will either be a default prompt > or the prompt ok. To change the prompt see the 
Open Boot PROM 2.0 Toolkit User's Guide. 

If you see the >prompt, go to the next step. If you see the ok prompt go to step 4. 

3. Enter n to enter the Forth/OpenBoot Toolkit. 

The ok prompt signifies the Forth Toolkit mode. 

4. Enter help diag to get a listing of on-board diagnostic test. 

5. To return to the monitor > prompt, type the following command 

old-mode 

2.6.4 Sundiag System Exerciser 

The Sundiag System exerciser verifies that the system is functioning properly. Sundiag runs under SunOs 
and displays real-time use of system resources and peripheral equipment such as Desktop Storage Packs 
and External Storage Modules. 

Exerciser is shipped with SunOS. If it was selected during Sunlnstall (operating system loading) 
procedure, it can be run at any time. The file is found in the directory /usr/diag/sundiag. The file can 
also be loaded from tape or CD. You must also have Sunview and the file userdiag loaded on your disk. 
Become root on your system then type sundiag. See the Sundiag User's Guide for further infonnation. 

2.65 Monitor and Forth Toolkit 

The Monitor is a basic diagnostic utility. If there is a problem with the operating system the Monitor will 
automatically start, indicated by the> prompt. 
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Table: 2.3 Non-Volatile System Configuration Parameter Defaults 

Parameter Name Default Value 

selfest-#megs 1 

oem-logo 

oem-logo? false 

oem-banner 

oem-banner? false 

output-device screen 

input-device keyboard 

sbus-probe-list 0123 

keyboard-click? false 

keymap 

ttyb-rts-dtr-off false 

ttyb-ignore-cd true 

ttya-rts-dtr-off false 

ttya-ignore-cd true 

ttyb-mode 9600,8,n, 1,-

ttya-mode 9600,8,n, 1,-

diag-file 

diag-device net 

boot-file 

boot-device disk 

auto-boot? true 

watchdog-reboot false 

fcode-debug? false 

local-mac-address? false 

use-nvramrc? false 

nvramrc 

screen-#columns 80 

screen-#rows 34 
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sunmon-compat? true 

security-mode none 

security-password 

security-initiator-id 7 

hardware-revision 

last-hardware-update 

testarea 0 

mfg-switch? false 

diag-switch? false 

Table: 2.4 NVRAM VME Configuration Parameters 

Parameter Description Def 

vme-slavemap Address space for system DVMA access 0 

vme-a32map Re-map VMe address bits A[31 :29] 0 

vme-intena Interrupt enable register 254 

vrne-rnailbox Select VME address for mailbox interrupt 0 

vme-buslock Enables atomic RMW 0 

vm-server-slavemap Client's setver slavemap address 0 

vm-server-addr Client's setver internet address 0 

vm-ip-addr Client's internet address 0 

vme-rerun rerun mailbox level register 0 

vme-busloc Bus locker register 0 

next-prom If true, jump to second PROM on exit from first false 
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2.7 SPARC CPU-2CE NVRAM Parameters 

This section lists and defines the NVRAM parameters unique to SPARC CPU-2CE architecture. Each 
parameter will be presented in the following format: 

parameter [options][default] 
parameter and a description of the parameter's function. 

vme-slavemap [ range:0-15][0] 
vme-slavemap selects a one megabyte space for system DVMA access. vme-slavemap will select 
one of the first 16 MB of VME space. 

vrne-a32map [Ox0,0x20,0x40,0x60,0x80,0xa0,0xc0,0xe0][0] 
vme-a32map remaps VME address bits A[31 :29] enabling full 4GB mapping. 

vme-intena [0-255][254] 
vme-intena selectively enables VME interrupt levels by setting a bit mask that corresponds to the 
Interrupt Enable Register. The default value of Oxfe enables all interrupts and disables 
Round-Robin Arbitration. 

vme-mailbox [0-255][0] 
vme-mailbox selects a VME address to be monitored. If enabled, generates a mailbox interrupt 
to the JU by way of an on-card interrupt. This mailbox detects accesses to A 16 address space at 
a location programmed in the Mail Box register. No real memory is provided at this location, but 
the mailbox responds with a VME DTACK, acknowledging the access and generating a level 13 
interrupt if the enable bit is set. 

vme-buslock [0, 1 ][0]] 
vme-buslock is a bus locker function that enables the CPU to do an Atomic Read-Modify-Write 
(RMW) to its on-card memory without being interrupted by an incoming RMW form another 
VMEbus master. This parameter should only be used in a multiprocessing environment. 

vm-server-slavemap [0-15][0] 
vm-server-slavemap sets the slavemap location of the client's server. See the SunOS 4.le Release 
Manual, ONCNME and the description of vme-slavemap above. 

vm-server-address [internet address][O] 
vm-server-address is the internet address of the client's server. This address is made up of four 
hexadecimal numbers expressed in decimal form. For example, the number 199.9.9.1 (all decimal 
numbers), convens to the hexadecimal value Oxc7090901. See the SunOS 4.le Release Manual, 
ONC/VME. 

vm-ip-addr [internet address][O] 
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vm-ip-addr is the _internet address of the client. This address is made up of four hexadecimal 
numbers expressed in decimal form. For example, the number 199.9.9.1 (all decimal numbers), 
convens to the hexadecimal value Oxc7090901. 
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Table: 2.S Front Panel 

LEGEND DESCRIPTION 

SWLED (A,B) 2 software controlled LEDs 

Reset Resets the Board 

Abort Aborts Process 

ENET Ethernet 15 pin Micro-D comector 

KBD Keyboard, mouse circular DIN connector 

Serial A 26 pin connector for serial ports 

Serial B 26 pin connector for serial ports 

AUDIO Audio circular DIN connector 

SCSI SCSI-II 50 pin Micro-D connector 

Table: 2.6 CPU-2CE Connectors 

FUNCTION Board Manufactures PN Cable Mate Mfg 
Front Panel Part# 

SCSI-II AMP 749831-5 AMP 749621-5 

Ethernet ITT CANNON MDSM- ITT CANNON MDSM-
15PE-Z10 15SC_Zl 1 

Serial 1/0 AMP 749830-2 AMP 749621-2 

Audio AMP 749232-1 AMP 750208-2 

Keybd, AMP 749232-1 AMP7502 08-2 
Mouse 
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Figure: 2.4 Font Panel 

CPU-2CE FRONT PANEL 
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Figure: 2.S Component Side 
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Figure: 2.6 Solder Side 
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Table: 2.7 SCSI Pinout List 

Type Pin# Comment Type Pin# Comment 

GND 1 Ground SDO- 26 SCSI DataO-

GND 2 Ground SDI- 27 SCSI Datal-

GND 3 Ground SD2- 28 SCSI Data2-

GND 4 Ground SD3- 29 SCSI Data3-

GND 5 Ground SD4- 30 SCSI Data4· 

GND 6 Ground SD5- 31 SCSI Data5· 

GND 7 Ground SD6- 32 SCSI Data6-

GND 8 Ground SD7- 33 SCSI Data7-

GND 9 Ground SDP- 34 SCSI Parity· 

GND 10 Ground GND 35 Ground 

GND 11 Ground GND 36 Ground 

NC 12 No Connect NC 37 No Connect 

NC 13 No Connect TRMPWR 38 Tenn. Power ( +5V 
DC, Fused, 3 Amps) 

NC 14 No Connect NC 39 No Connect 

GND 15 Ground GND 40 Ground 

GND 16 Ground ATN- 41 Attention-

GND 17 Ground NC 42 No Connect 

GND 18 Ground BSY- 43 Busy-

GND 19 Ground ACK· 44 Acknowledge-

GND 20 Ground RST- 45 Reset-

GND 21 Ground MSG- 46 Me~ge-

GND 22 Ground SEL- 47 Select-

GND 23 Ground CD- 48 Command/Data-

GND 24 Ground REQ- 49 Request-

GND 25 Ground IO- so Input/Output-

Figure: 2.7 SCSI Connector and Pins (Front View) 
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Ethernet Connector Pinout List 

The following table is a pinout of the Ethernet connector. Figure 2.8 Shows the Ethernet connector and 
pin numbers. 

Table: 2.8 Ethernet Pinout List 

Pin Function 

1 N.C. 

2 Collision+ 

3 Transmit Data+ 

4 N.C. 

5 Receive Data+ 

6 Ground 

7 N.C. 

8 N.C. 

9 Collision-

10 Transmit Data-

11 N.C. 

12 Receive Data-

13 +12VDC 

14 N.C. 

15 N.C. 

Figure: 2.8 Ethernet Cable Connector and Pins (Front View) 
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Table: 2.9 Serial Pinout List 

Pin Transmitted Signals Pin Received Signals 

2 TxD-Transmit Data 3 RxD- Receive Data 

4 RTS-Request To Send 5 CTS-Clearto Send 

7 Ground 6 SYNC* 

20 DTR-Data Terminal 8 DCD-Data Carrier 
Ready Detect 

24 TRXC-DTE Transmit 15 TRXC-DCE Transmit 
Clock Clock 

17 RTXC-DCE Receive 
Clock 

• Connector casing is also grounded 
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Table: 2.10 Audio Connector (Din 8) 

PIN Description 

1 lint 

2 lin2 

3 ain- Audio in 

4 loutl 

5 lout2 

6 ain+ Audio in 

7 shield Audio out 

8 audio out 
-.ISDN SI lls not su led gna pporl 

Figure: 2.11 Audio Connector 
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(CABLE), THEN ATTACH ITEM 3 (CONTACT) TO OTHER END OF 
ITEM 9. 

D 

c 

[II SOLDER ONE END or ITEM 9 (WIRE) TO OAAIN WIRE OF ITEM 
(r.ABLE), THEN ATTACH ITEM 5 (CONTACT) TO OTHER END OF 
ITEM 9. I B 

1128 I WIRE, BLACK, 28 f\WG BELDEN 
TIG-22-100 I LABEL, f\DHESIV£ TYTON 
OAS1220-1 I SLIDE LATCH KIT ITICANNON 

1>1121013-1'° I BACKSHEU., SHIELDED ITICANNON 
01102Je.-471 I CONT, SKf, CRIMP, 24-28 AWG ITT CANNON 

DM15S-A197-Rll CONN, DSUB, FEM, 15 PIN ITT CANNON 
wos-s-TS I CONT, SKT, CRIMP, 26-28 AWG ITT CANNON 

WOSM-15SC-Z11 I CONN, MICRO-D, FEM, 15 PIN ITICANNON 
toOJ ICABLE. ROUND, 8/C, 4 PR, 28(24) AWG, SHLD BELDEN 

~ TY 
llll[D"t)I P'ICU "°· ,_ .. 

-Ill. IQKJIQA ...... "" ..,,._,... ... ~,,.,.. 
PARTS UST 

.....,,.. .,.._...,,..,, - -· ... -..=. rm~ DM0501S MC. 111 t06 ,_. ~ 1c. .. ~ FORCE COUPUTfRS NC 
~::m $:;::"~~= CAMPBfiLCAllF'ORNIA . 
.xx :tJJ2 •rt-Jtf CICIND, ......uu mr OE\omJ. t--~==~==------------ll A 

.rxu.ooo :-..=::::.~-~ CABLE ASSEMBLY 
..-.mtW.. ~ ...l Ml[ I 

SEE PARTS UST DIWIMJ. STODDENf6/92 CPU2 ETHERNET 
"DP. OIQlll:. 

I IC><[Q(I]) 11ScE1•scuN0.1720~122s1-101 
00 NOT SCH.I ~WING t5Sl..::D 

... SH REV . 

A 
SCN.L 1=1 lro.c"""' 12257 1sH[£T 1 OF 1 

2 1 



!J- L 
-------- ---

_______ J_ ~J 

I) 

PIN 14 PIN 1 

'"""' [no} • " l>J 1 
SKT 1 

@ 

~-
@ 

c PIN 26 PIN 13 

B 

A 

Pl I 
7 TAN~8 AWG ___L 'i_ ~ 

2 WHT..L!_AN 28 AWG I I 1 

3 BR~ 28 AWG ] ]_ 2 

4 WHT _lBRN 28 AWG 1 I 3 

5 PNK/WHT. 28 AWG -L 1 4 

6 WHT/PNK 28 AWG I I 5 

7 ORN/WHT, 28 AWG I 6 

8 WHT/ORN 28 AWG j_ f 7 

9 ~ 28 AWC I I 8 

10 WHT /YEt 28 AWG -1 I 9 

11 GR~ 28AWG I I 10 

12 WHT/GRN 28 AWG I I 11 

13 Bl~ 28 AWG I ] 12 

14 WHT/BLU 28 AWG I I 13 

15 VIQM. 28 AWG j 1 14 

16 WHT/VIO, 28 AWG I I 15 

17 GRA;;;:rr: 28 AWG I I 16 

18 WHT/GRA. 28 AWG ]_ 1 17 

19 BRN/TAN 28 AWG I I 18 

20 TAN/BRN 28 AWG j j 19 

21 PNK/TAN 28 AWG I I 20 

22 TA!'!LPNK 28 AWG I I 21 

23 ORN/TAN 28 AWG 1 ] 22 

24 TAN/ORN 28 AWG I I 23 

25 YE!:fl_AN, 28 AWG ___l J 
26 TAN/YEL 28 AWG I I 

NC 

BRAIDED SHIELD 

CONNECTION OIAGRAM 

•_) 
1~ __ L I,.,.,.-., ·· · 1\6" lftfv 

____ _]20-1202-:.!QL __ _! 
fl[VISIONS 

Ut:SCltll'llON IJY I DAit. ;·PU0'./1 

PROTOTYPE JS I ·1/92 "''' 

SKT 14 

NOTES: UNLESS OlHERWISE SPECIFIED 

OJ MAAK ASSEMBLY PART NUMBER ANO REV LEVEL WITH CONlRASTING 
PERMANENT COLOR ON ITEM 7 (LABEL) ANO LOCA1£ NEAR CEN1£R 
OF CABLE. 

2. DIMENSIONS ARE IN METERS, INCHES ARE IN ( ]. m All CABLE CONDUCTORS FfATURE A RING BAND STRIPING. THE 
SECOND COLOR US1£0 REPRESENTS lHE RING BAND STRIPE. 

D 

c 

[£] ITEM 2 (PLUG ASSEMBLY) INCLUDES 2 TERMINATING COVERS. I B 

7 I 1 TH;-Z2-lllO LABEi.. ADHESIVE TYTON 
6 I 2 747223-l SCREWLOCK KIT, FEt.CAl..E AMP 

5 7411671-3 CABLE CLAMP KIT AMP 

4 7-1 RECEPTACLE ASSEUBL Y AMP 

3 74841011-1 BACKSH£LL KIT AMP 

2 7411821-2 PLUG ASSEMBLY AMP 

2m 28Sl)l(l)()025 CABL£, ROUND, 26/C, 28 AWG, SHlD MADISON 

~ 1=.,1 .... NO.I ..,:,::,:: .... NOllOQAMI[ .. _.,,. ....~ 

PARTS LIST~~ _,,,._...,.,..,, _____ .. I rm~ I 
..._ - "' NM3 =--= :'-.:.=:. RlRCE COMPIJT!RS He. TOlDWCES M£: ........., 111 .aa:: CIClll'\l'DIL IC. CAMP8El.J...CAl..IFORNl4 

DCtMICI ND.£! ., """"' Cl/I Ml OOCUIDf !Mt' I( 
.XX :i:.01 tO'-JO' ~ ....:u:D DI~• 

.~1tcm ::"'O:::':r:~-.c. 

"'""- N'P'RCHAU I DATE 

SEE PARTS UST .,... .. J. STODDEN! 7 /92 
FMSH lltDP. DIOR. 

CABLE ASSEMBLY. 
CPU-2CE SERIAL 

SIZE I F'SCll NO. I DWG. NO. I REV. 
1- I I c 720-12432-101 1 

oo NOT SCOI.£ OAAWIHC 1......,, 1 1 sc.u: 1=1 1 nu: ...... 12432 1 S>flT 1 or 1 

A 



HARDWARE/SOFTWARE/SYSTEMS 
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PRODUCT: SERIAL NO.: 

DATE OF PURCHASE: ORIGINATOR: 
---

COMPANY: POINT OF CONTACT: 
--

ADDRESS: TELEPHONE: 

EXT: 

PRESENT DA TE: 
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DATE: 
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PRODUCTION -

AFFECTED PRODUCT: AFFECTED DOCUMENTATION: 
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FORCE COMPUTERS Inc. 
2001 Logic Drive 
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• The manual is clearly written. 1 2 3 5 
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• The manua:I contains enough illustrations. 1 2 3 5 
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SPARC CPU-2CE Technical Reference Manual 

Table: 2.11 Keyboard/Mouse Connector Pinout List 

Pin# Description 

1 Ground 

2 Ground 

3 +5VDC 

4 Mouse In 

5 Keyboard Out 

6 Keyboard In 

7 Ground* 

8 +5VDC 

All signals TIL Levels. +5V 
current-limited 

• All signals 1TL Levels. +5V current-limited. May be jumpered to Mouse Output. 

Figure: 2.12 Keyboard/Mouse Connector 

FORCE COMPUTERS 

- --5 4 3 -2 -1 

Hardware 
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Table: 2.12 SBus Connector Pinout 

Pin Signal Pin Signal Pin Signal 

1 Ground 33 PA[06] 65 0[18] 

2 BR• 34 PA[08] 66 0[20] 

3 Sel• 35 PA[lO] 67 0[22) 

4 IntReq[l] 36 err 68 Ground 

5 0[00] 37 PA[12] 69 0[24] 

6 0[02] 38 PA[l4] 70 0[26] 

7 0[04] 39 PA[16] 71 0[28] 

8 IntReq(2] 40 Ack[l] 72 +5V 

9 0(06] 41 PA[l8] 73 0(30] 

10 0[08] 42 PA[20] 74 Siz[l] 

11 0[10] 43 PA[22] 75 Rd 

12 IntReq[3] 44 Ack[32] 76 Ground 

13 0(12] 45 PA[24] 77 PA[Ol] 

14 0(14] 46 Ground 78 PA[03] 

15 0(16] 47 Spare 79 PA[05] 

16 lntReq[4] 48 ·12V 80 +SV 

17 0(19] 49 Clk 81 PA[07] 

18 0[21] 50 BG* 82 PA[09] 

19 0[23) 51 AS* 83 PA[l l] 

20 IntReq[5] 52 Ground 84 Ground 

21 0(25] 53 0(01] 85 PA(13] 

22 0(27) 54 0(03] 86 PA[l5] 

23 0[29] 55 0[05] 87 PA[l7] 

24 lntReq[6] 56 +5V 88 +5V 

25 0[31] 57 0[07] 89 PA[l9] 

26 Siz[O) 58 0[()1)] 90 PA[21] 

27 Siz[2] 59 0[11] 91 PA[23] 

28 lntReq[7] 60 Ground 92 Ground 

29 PA[OO] 61 0[13] 93 Ground 

30 PA[02] 62 0[15) 94 Ground 

31 PA[04] 63 0[17] 95 Reset• 

32 I.Err* 64 +5V 96 +12V 
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Table: 2.13 Pl Bus Pinout Lwt 

Signal Row A Signal RowB Signal ROWC 

D(O) 1 BBSY• 1 0(8) 1 

D(l) 2 BCLR• 2 0(9) 2 

0(2) 3 ACF AIL• 3 0(10) 3 

0(3) 4 BGIN(O) 4 0(11) 4 

0(4) 5 BGOUI'(O) 5 0(12) 5 

0(5) 6 BGIN(l) 6 0(13) 6 

D(6) 7 BGOUf(l) 7 0(14) 7 

D(7) 8 BGIN(2) 8 0(15) 8 

GND 9 BGOUf(2) 9 GND 9 

SYSCLK 10 BGIN(3) 10 SYSFAIL• 10 

GND 11 BG0Uf(3) 11 BERR• 11 

DSl• 12 BR(O) 12 SYSRESET- 12 

DSC>-' 13 BR(l) 13 LWORD• 13 

WRITE• 14 BR(2) 14 AM(5) 14 

GND 15 BR(3) 15 A(23) 15 

DTACK 16 AM(O) 16 A(22) 16 

GND 17 AM(l) 17 A(21) 17 

AS• 18 AM(2) 18 A(20) 18 

GND• 19 AM(3) 19 A(19) 19 

IACK• 20 GND 20 A(18) 20 

IACKIN• 21 SER.CLK 21 A(17) 21 

IACKOV'f- 22 GNDSERDAT- 22 A(16) 22 

AM (4) 23 GND 23 A(15) 23 

A(7) 24 JRQ(7) 24 A(14) 24 

A(6) 25 JRQ(6) 25 A(13) 25 

A(5) 26 JRQ(5) 26 A(12) 26 

A(4) 27 JRQ(4) 27 A(ll) 27 

A(3) 28 JRQ(3) 28 A(lO) 28 

A(2) 29 JRQ(2) 29 A(9) 29 

A(l) 30 JRQ(l) 30 A(8) 30 

-12 voe 31 +5 VSTBY 31 +12 voe 31 

+5VDC 32 +5 voe 32 +5VDC 32 
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Table: 2.14 P2 Bus Pinout List 

Signal Row A Signal RowB Signal Rowe 

SCSI_DATAO 1 +SVOC 1 NC 1 

SCSI_DATAl 2 GND 2 fp4 2 

SCSI_DATA2 3 Pl_RETRY• 3 NC 3 

SCSI_DATA3 4 Pl_A(24) 4 fp8 4 

SCSl_DATA4 s Pl_A(25) s drvsel s 
SCSI_DATA5 6 Pl_A(26) 6 NC 6 

SCSI_DATA6 7 Pl_A(27) 7 NC 7 

SCSI_DATA7 8 Pl_A(28) 8 fpl6 8 

SCSI_DATA8 9 Pl_A(29) 9 fpl8 9 

GND 10 Pl_A(30) 10 fp20 10 

SCSI_ BP• 11 Pl_A(31) 11 fp22 11 

GND 12 GND 12 fp24 12 

TERMPWR 13 +5 voc 13 fp26 13 

GND 14 Pl_D(l6) 14 fp28 14 

GND 15 Pl_D(l7) 15 fp30 lS 

SCSI_CNTR2 16 Pl_D(l8) 16 fp32 16 

GND 17 Pl_D(l9) 17 fp34ct 17 

SCSI_CN'JRI 18 Pl_D(20) 18 feject 18 

SCSI_CN1R3 19 Pl_D(21) 19 NC 19 

SCSI_CNTR5 20 Pl_D(22) 20 NC 20 

SCSl_CN'IR6 21 Pl_D(23) 21 NC 21 

SCSI_CN'JRO 22 GND 22 NC 22 

SCSI_CN'JR7 23 Pl_D(24) 23 NC 23 

SCSI_CNTR.4 24 Pl_D(25) 24 NC 24 

SCSI_CN1R8 25 Pl_D(26) 2S NC 25 

spkrl 26 Pl_D(27) 26 NC 26 

led_ out 27 Pl_D(28) 27 NC 27 

spk:r2 28 Pl_D(29) 28 NC 28 

NC 29 Pl_D(30) 29 NC 29 

NC 30 Pl_D(31) 30 NC 30 

NC 31 GND 31 NC 31 

NC 32 +5 voc 32 NC 32 
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Expansion Connector Mechanical Layout 

The Expansion Connector is an 8-pin header on 0.1" centers with the following pinout: 

Table: 2.15 Expansion Connector Electrical Pinout 

Pin# Function Signal Description 

1 Pa26 SBus physical address line 26 

2 ramclkl A 20 MHz clock for a SS-2 ram controller. It has a 25-75 duty cycle. 

3 ramsell* Second ram controller chip select. Asserted low whenever a virtual 
address translates to a legal page in TypeO address space between 
Ox8000000 and OxFFFFFFF (pa27 high). 

4 Ground Logic ground for the system 

5 ParCSl* Parity register chip select for second ram controller. Asserted low 
whenever a virtual address translates to a valid page in Type 1 space 
with a physical address of OxF4000008 - OxF400000F. 

6 RamClk A 20 MHz clock for an SS-2 ram controller. It has a 75-25 duty 
cycle. 

7 Pa25 SBus physical address line 25. 

8 PErr* Parity Error signal. This open drain signal is similar to the SBus 
signal LErr• except that it must meet SBus timings with the data in 
error, rather than one clock later. 

9 Pa27 SBus physical address line 27 

10 EXMP Automatically changes state of the board when a memory SRX Board 
is installed. 

11 GND Ground 

12 vcc Voltage 

13 GND Ground 

14 vcc Voltage 

15 GND Ground 

16 vcc Voltage 

Figure: 2.13 Sun Expansion Connector Pin Orientation 

15 13 11 9 7 5 3 1 

16 14 12 10 8 6 4 2 
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Section 3 

HARDWARE 

3.1 Card Landmarks 

Figure: 3.1 

Figure: 3.2 

Figure: 3.3 

FORCE COMPUTERS 

Shows the Front Panel 

Shows the component-side of the SPARC CPU-2CE card with various 
call-outs pointing to the card landmarks. 

Shows the solder side of the FORCE SPARC CPU-2CE 
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CPU-2CE FRONT PANEL 

s 
c 
s 
I 

K 

d 
Al 
s 
E 
R 
I 
A 
L 
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FORCE COMPUTERS 

CPU-2CE Front Side 

Connector Rotary Switch 

0 

Stiffener 

Hardware 

Jumper 

SB us 

Page 3-3 



Hardware 
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0 

Page 3-4 

SPARC CPU-2CE Technical Reference Manual 

CPU-2CE Back Side 

DOD 0 OD O 
DDc::::lDDg 
DDDDD 

0 ooor=::g 
0 0 

CJ c::::l ~ C:l 

CJ CJ CJ C] c::::::g 
0 D 0 D 

.. .,. .. , ...... -,..-· .. ·· •.. ::: 

o ODDODDDDDDDDDD 0 
D 

I i I • DOD 
D 0 D 

DDc::::l 
D D DODD 

c::::l DD o o CJ c::::mc:J o 0 0 
Oc:::J D 0 0 0 

0 Oc::::J 0 
DO OD 

D D D D D DODOO 
DD DOD 

0 D D D D ODO 
DOD 

0 DODO 

DRAM 

0 

0 
0 

0 
0 

0 
0 
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3.1.1 Card Jumpers 

The only mechanical jumper blocks for the CPU-2CE are to configure the serial ports and to configure 
the VME bus system controller functions. The serial ports are linked so both ports are either RS-232-C 
or RS-423 with the default being RS-232-C. If RS-423 is needed, set the block before power up. Move 
the jumpers position to set RS-423. 1be VME default is slot one with the jumper in. See the example 
below and on the next page for the CPU-2CE defaults. 

Serial RS232 VME SLOT 1 
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Figure: 3.4 RS-232/423 Jumper Blocks (Illustrations shows the default RS-232 setting) 

Serial 
Default 
RS-232 

RS-423 

[!] 00 
0 

BOARD JUMPERS 

0 

0 

mm 
q 

~ 
0 

0 

0 

0 
0 

VME Default VME Slot 1 

FORCE COMPUTERS 



SP ARC CPU-2CE Technical Reference Manual Hardware 

Figure: 3.5 SPARC/CPU-2CE ADDRESS SPACE VIRTUAL Physical Memory Map: ASI Program 

Figure 

Address Space Identifiers (ASI) 

ASI: 

+ -

Action 
Bit 
Mask 

8 9 10 11 

OxFFFFFFFF 

,..__ox000 __ 0_0000 ___ \ 

FFFF FFFF \ 
\ 

Physical Memory Map: Device Space 

'fype 1 Device Space 

Defined on the Next 
Page 

fype 0 Device Space 

Off·Card Main Memory 

On·Card Main Memory 

SPARCengine 2 User'& Guide· December 1990 

FORCE COMPUTERS 

OxFmfFFF 

Oxorrr FFFF 

OxOOOOOOOO 
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Figure: 3.6 Physical Memory Map (see page 64 for LED's, Hexswitch, and (Optional Feature - Flash 
maps) 

OxFFFFFFFF 

'fype 1 Device Space 

OxFOOO 0000 

Page 3-8 

Figure - Physical Memory Map: 'fype 1 Device Space 

SBu• Slot 0 Device Space 

OxF8CO 0002 Ethernet Addre11 
OxF8CO 0000 Ethernet Data 
OxF880 002C SCSI Configuration-2 
OxF880 0028 SCSI Chip Tut 
OxF880 0024 Clock Conversion F1ctor 
OxF880 0020 SCSI Configur1Uon 
OxF880 OOlC FIFO Flaga7Sync 
OxF880 0018 Sequential Step/Sync 
OxF880 0014 lntemipt/Statu• Timeout 
OxF880 0010 Statue/Bue ID 
OxF880 OOOC SCSI Command 
OxF880 0008 SCSI FIFO Data 
OxF880 0004 SCSI Transfer Count lligl 
OxFS80 0000 SCSI Tran•for Count low 
OxF880 0000 ESP Base 

..... 1----~ OxF840000C OMA Teat 

1-------------1OxFBOO0000 

OxF840 0008 OMA (Next) Byte Count 
OxF8400004 OMA [Next) Address 
OxF840 0000 OMA ControVStatus Reg. 

Floppy/Audio Reglatera 
OxF7'0 0000 Auxiliary 1/0 Register 

Ml----~ OxF720 1000 Audio Control Register 
OxF720 0001 Floppy FIFO Reg. 
OxF720 0000 Floppy MSRIORS Reg 

:::;;::::::£ ltOM.Uait ·:,'.:}::':~>;'::::?t::::::c::::;::o;:;:,:,::;:::;:: ... ~------ 8:~~ ~og EPROM Data 

lntem:ipt Control Register 
Memory Reglsten 

Counterfllmer Jleglstert 

NVJlAIWTOD Clock 

Serial Port A • B llegl•tera 

Addrns Busses & Address Spaas 

Oxf400 OOOC Memory Control lofO 
Ollf400 0008 Memory Error (ofO 

~-------i Ollf400 0004 Memory Control (on). 
OxF400 0000 Memory Error (on) 

OxFSOO 0000 

OxF300 OOOC Limit l Rc_giSlcr 
Oxf300 0008 Counter 1 Register 

..,.._ ___ ~ Ox'f300 0004 limit 0 Register 
Oxf300 0000 Countrr 0 Register 

OxF200 07Ff Year 
OxF200 07FE Month 
OxF200 0'7FD Date 
OxF200 07FC Day 
OxF200 07FB Hour 

tolll----~ OxF200 07FA Minulu 
OxF200 07F9 Second• 
OxF200 07F8 TOD Control 
OxF200 07F7 NVRAM Data 
OxF2000000 

OxflOO 0006 Serial Port A Data 
..,..._ ___ __.. OxFlOO 0004 Serial Port A Control 

OxFlOO 0002 Serial Port B Dita 
Oxnoo 0000 Serial Port B Control 
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Virtual memory Layout is OS dependent. For SunOS 4.1.1 the information can be obtained from the .H 
files included with SunOS. This SunOS 4.1.1. example is from the file machdep.c but, this information 
will change for Sun Solaris and other operating systems. 

FORCE COMPUTERS 

OxFFFFAOOO 

OxFFFF9000 

OxFFFF8000 

OxFFFF7000 

OxFFFF6000 

OxFFFOOOOO 

OxFFEFOOOO 

OxFFE80000 

OxFFDOOOOO 

OxFFCOOOOO 

OxFFB80000 

OxFF880000 

OxFFOOOOOO 

Table: 3.1 Virtual Memory Layout 

SUN OS 4.1.1 

interrupt reg 

memory enor reg 

eeprom, idprom, clock 

counter regs 

auxio reg 

DVMA IOPB memory 

Ram Base 

Prom Base 

monitor 

debugger 

SEGTEMP2 

SEGTEMP 

segkmap 

NCARGS + MINMAPSIZE 

Sysmap and other kernel virt addresses 

unused 

NPMEG-2 

DVMA 

MONSTA 
RT 

DEBUGST 
ART 

Syslimit 

Sysbase 
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OxF8004000 

OxF8002000 

OxF8000000 

Ox00002000 

OxOOOOOOOO 
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segu 

configured tables buffers 

hat data structures 

kernel 

trap table (4k) 

msgbuf 

user copy red zone 
(invalid) 

user stack 

user data 

user text 

invalid 

_ econtig 

vvm 

end 

start 

_ msgbuf 

KERNE LB 
ASE 
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Table: 3.2 Address Space Indicator Contents 

ASI# Use 

OxO Reserved 

Ox 1 Reserved 

Ox2 System space 

Ox3 Segment Map 

Ox4 Page Map 

Ox.5 High Speed Segment Flush 

Ox6 High Speed Page Flush 

Ox7 High Speed Context Flush 

OxC Flush Cache by Segment 

OxD Flush Cache by Page 

OxE Flush Cache by Context 

OxF Hardware Virtual Flush 

3.1.2 Device Space 

Address Space Type Where Defined 

Control Space 

Control Space 

Control Space System Control Space 

Control Space MMU Control Space 

Control Space MMU Control Space 

Control Space Main Memory Cache 
Control Space 

Control Space Main Memory Cache 
Control Space 

Control Space Main Memory Cache 
Control Space 

!l!~l~m< = 1-:~PI••·•••••·/<.° 
1~11:$m :.•: •: 1-~~1·•·••<•-•••• 

Control Space 

Control Space 

Control Space 

Control Space 

Main Memory Cache 
Control Space 

Main Memory Cache 
Control Space 

Main Memory Cache 
Control Space 

Main Memory Cache 
Control Space 

Device Space consist of MMU-mapped main memory and 1/0 devices that are accessed through translation 
physical addresses. 

The CPU automatically sets tt~ ASI bits correctly for accesses to device space user data/instruction and 
supervisor data/Instruction. 
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3.1.3 Control Space 

Control Space is all non-device spaces. Control Space is accessed Q!lly in supetvisor mode. Control 
Space is sub-divided into System Control Space, Main memory Cache Control Space, Memory 
management Unit Control Space. 

The System Control Space contains control and status registers, serial port bypass, and cache tags. The 
System Control Space accesses can only be done using alternative space instructions. System Control 
Space is not mapped. 
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Figure .• Physical Memory Map: System Control Space 

OxFFFFFFFF 

Address Space IdentUler IAS/ 

ASI Value: 2 / 

&aia1 Porta Control Register OxFOOOOOOO 

T 
"' g 

l 
"' 
~ 
~ 
~ 
~ 

+ -

Action 
Bit 
Mask 

OxFFFF FFFF-·..-

~ 
c. 

"' -i a 
i 
~ 

fl') 

OxOOOO 

FORCE COMPUTERS 

Dlagno1tlc Register (Unused) 

A.l)'llc Error Data Register (Doubleword) 
A.1ync Error Data Register (Singlcword) 
A1ync Error Location Register 
Async Error Control Reglstcr 
Sync Enor Location Rc$i1tcr 
Sync Enor Control Register 

System Enable 'Register 

Context lbgl1ter 

Ox90DOFFFF 

Ox9000 0000 
Ox8DOO FFFF 

Ox80000000 

Ox70000000 

Ox6000 0014 
Ox6000 0010 
Ox6000 oooc 
Ox6000 0008 
Ox6000 0004 
Ox6000 0000 

Ox4000 0000 

Ox3000 0000 

ID PROM CUnustd) OxOOOO 0000 
-------------------------------~ 

Address Susses & Address Spac:es 
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Figure: 3.7 Virtual/Physical Memory Map ASI Diagram 

Figure ·- Virtual/Physical Memory Map: ASI Diagram 
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3.1.4 The Memory Map Page 

Figure: 3.8 Type 1 Space (On-Board 110) (obio) 

f 0000000 Keyboard/Mouse 

f 1000000 TIYNITYB 

F2000000 TOD/NVRAM 

f 3000000 Counter{fimers 

f 4000000 Parity Ctrl 
RAM+Ctrl 

F5000000 Internal Controller 

f 6000000 EPROM 

F7000000 i82072 (FLOPPY) 
AMD 79Ca30 
(AUDIO) 
l/O Register 

FORCE COMPUTERS 

SBus Slot 0 

F8000000 

f 8400000 

F8800000 

F8COOOOO 

FAOOOOOO 

FCOOCXX)() 

FEOOOOOO 

FFOOOOOO 

FF800000 

ID PROM 

OMA+ 

NCR 53C90A 
(SCSI) 

AMD 7990 
(LANCE) 

SBus Slot 1 

SBus Slot 2 

SBus Slot 3 

Rash EEPROM 
(Optional Feature) 

LED and Hex 
Switch 

Reserved 

Hardware 
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Figure: 3.9 Type 0 Space (Main Memory) (obmem) 

00000000 16 Megabytes 

On-board memory 

01000000 32 Megabytes - 48 Megabytes 

Memory Expansion Board 

08000000 32 MBytes 

SRX Board 

OAOOOOOO 32 Mbytes 

SRX Memory Expansion 

01000000 48 Mbytes 

SRX Memory Expansion 
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3.1.S Interrupt Map 

The SPARC CPU-2CE interrupt map is upwards compatible with the SPARCstation 2, but includes 
additional interrupts. The following table shows the preliminary interrupt table for the SPARC CPU-2CE. 
Multiple interrupt sources share some of the interrupt levels. 

Table: 3.3 SPARC CPU-2CE Interrupt Priority Levels 

Level Source Additional Source 

15 Abort 

15 SYSFAil.. 

15 Memory: Parity Error ECC Uncorrectable Error 

14 Counter{fimer 1 

13 VME Level 7 Audio 
VME Mailbox interrupt 

12 Serial Ports 

11 VME Level 6 Floppy Disk 

10 Counterffirner 0 

9 VME Level 5 SBUS 7 

8 VME Level 4 SBUS 6 (Video) 

7 SBUS 5 

6 SWIRQ6 

5 VME Level 3 Ethernet, SBUS 4 

4 SCSI 
SW IRQ4 

3 VME Level 2 SBUS 3 

2 VME Level 1 SBUS 2 

1 SW IRQl 
SBUS 1 

NOTE: If VME interrupt level 7 or 6 is needed with VME there is a conflict of the floppy and audio 
ports interrupts. Either the audio or floppy driver must be commented out of the GENERIC.VME and 
GENERIC_SMALL.VME to disable one. Remember to copy the files before modifying them. Search 
the GENERIC.VME and the GENERIC_SMALL.VME files in the .conf directory for audioamd. Use the 
"#" pound symbol at the head of the line to comment out either the audio or f d line. Then rebuild the 
kernel. See the readme file in the .conf directory for further details. 
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3.2 Custom Chips 

The new ASICs are the Cache controller, DRAM controller, DMA controller, and the MMU chip. 
Further details on these ASICs are available in their respective chip specifications. 

3.2.l Cache+ 

The Cache+ ASIC consolidates the original Cache, Buffer, and the cache tags, all on one 224 pin 
chip. The Cache+/Sunray cpu core will operate at a clock rate between 33 and 40 MHz. The 
SBus will run at one-half the cpu clock rate. In order to balance the system somewhat (so that 
cache miss performance will not be terrible) a new RAM controller provides for I-word-per-clock 
burst fills. In addition, a micro-TLB eliminates or reduces MMU translation time when the 
segment or page portions of the virtual address do not change. The Cache+ chip does not do 
parity checking; that function is moved to the RAM+ chip. 

3.2.2 RAM+ 

The RAM+ chip is a DRAM controller and datapath chip for SBus systems. It uses 80 nsec 
DRAMs to give burst reads and writes at one word per clock. It does parity generation and 
checking. It has a 2-word write buffer to provide quick response to cache write-through 
operations. The RAM+ has a private RAM Data bus, isolating the DRAM data from SBus data. 
This lowers the load on the SBData lines, in addition to allowing the RAM+ chip to do buffere~ 
writes while releasing the SBus. 

3.2.3 DMA+ 

The DMA+ chip is an update of the DMA chip, with optimizations to allow full speed SCSI 
operation along with ethemet on a 20 MHz SBus. It has an internal line buffer and does SBus 
operations one line at a time (where possible) in order to minimi:ze SBus usage. 

3.2.4 MMU+ 

The MMU+ gate array contains clock generation logic, the system parallel port, and the MMU 
datapath/decode logic. It is changed from the MMU chip in its decodes for the iodata bus (since 
the parity control register is no longer on the iodata bus). 

3.2.5 SP ARC CPU-2CE CACHE Controller 

The Cache Controller controls the operation of the cache memory subsystem, provides a path to the main 
memory of the SBus, suppons a single 64 Kbyte instruction/data cache, and monitors/controls the 
operation of the SBus. For the SBus it handles all arbitration, SBus watch functions, and fetching data 
and writing data back to memory. 
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The Cache Controller features: 

Virtual address, direct mapped instruction /data cache controller 

Supports 64 Kbyte write through cache, with 32-byte line size 

Integrates cache tags on-chip (2 K x 21 bits) 

Micro TLB improves perfonnance to main memory or 1/0 devices 

Controls SBus reads and writes 

Supports three (full master/slave) SBus slots 

Automatically fills cache on cache misses 

Integrates write buffer logic and performs buffered writes that support up to two double words 

Performs cache flush comparisons 

Controls CPU byte packing 

Contains Virtual Address Error Latches 

Maintains copy of context registers 

Contains Bus Error register (both address and data) 

Monitors bus for unacknowledged transfers 

Generates system reset 

Tag support for 16 contexts 

Hardware assisted context, segment, page and virtual flushing 

The Cache Controller functions: 

The cache is organized as 2048 lines 32 bytes each. 1be cache tags are 21 bits wide and 
integrated into the cache controller chip. 
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Function of Write Through Cache Control 

Page 3-20 

Lines are only loaded into the cache when the IU accesses (reads) a cachable memory location 
(Read Miss). Data is written into the Cache by the IU Q!!!y if the location already resides there 
prior to the write. In all cases writes will be sent back to the main memory. Subsequent reads 
to the SBus are blocked until any pending writes are completed. 

The cache design is implemented as a write-through cache to avoid halting the operation of the 
IU while the write to main memory occurs (2-entry cache write buffer has been implemented that 
allows the IU to continue operation) the IU is released early from a write only, if it is a cache hit, 
otherwise, the IU will be held until the write access will be finished. 
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Table: 3.4 SBus Bandwidth Estimation 

Burst Length Delays Included Direction Bandwidth 

64 Byte DRAM only write 75 Mbytes/sec 

64 Byte DRAM only read 67 Mbytes/sec 

64 Byte DRAM+arb+DVMA write 61 Mbytes/sec 

64 Byte DRAM only read 56 Mbytes/sec 

32 Byte DRAM only write 71 Mbytes/sec 

32 Byte DRAM only read 58 Mbytes/sec 

32 Byte DRAM+arb+DVMA write 49 Mbytes/sec 

32 Byte DRAM+arb+DVMA read 43 Mbytes/sec 

16 Byte DRAM only write 53 Mbytes/sec 

16 Byte DRAM only read 40 Mbytes/sec 

16 Byte DRAM+arb+DVMA write 32 Mbytes/sec 

16 Byte DRAM+arb+DVMA read 27 Mbytes/sec 

4 Byte DRAM+arb+DVMA write 13 Mbytes/sec 

4 Byte DRAM+arb+DVMA read 10 Mbytes/sec 
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3.3 SPARC Expansion Connector 

3.3.1 Overview 

SPARCstation-I, SPARCstation-I+, SPARCstation IPC, SPARCstation-2 and FORCE CPU-2CE 
all have an additional expansion connector beyond their SBus slots. These connectors are not 
identical, but do have some commonality between them. These connectors are not part of the 
SBus. They have different timing and loading requirements, and they are not guaranteed to be 
on any future Sun SBus machines. The purpose of this document is simply to allow access to 
these connectors (in the spirit of Openness). But first, this warning: 

The expansion connector described in this document will continue to be supported throughout 
the product lifetimes of the specific machines "listed. It will NOT necessarily be supported on 
any future SPARC Boards. 

3.3.1.1 Intent of the Expansion Connector 

The original intent of the SP ARC Expansion Connector was for memory expansion without 
performance compromises. To this end, certain assumptions are made about devices which 
respond to the sel* signal on the Expansion Connector (such as support for burst fills). These 
requirements will be detailed below. In addition, these connectors are not identical from machine 
to machine. They were intended for internal use only, with minimal compatibility between them. 

3.3.2 Reconciling the Differences 

As there are some annoying differences between the expansion connector on various systems, this 
section will attempt to address methods of living with all of the flavors available. 

3.3.2.1 Pa26 

SBus address line 26 is not available on the SPARCstation-I version of this connector. On the 
other hand, it is available on the SB us connector itself for SP ARCstation-1 's. Pin 46 of SS-1 's 
SB us connector is pa26. On all other SP ARCstations mentioned in this document, pin 46 of their 
SBus connectors are ground. Since Pin 1 of the expansion connector is ground on SS-1, the same 
functionality (with slightly later timing) can be achieved by OR-ing together pin 46 of the SBus 
connector and pin 1 of the expansion connector, one of the two will always be ground on these 
machines. 

3.3.2.2 Pa25 
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SBus address line 25 is only available on SPARCstation-2's expansion connector (although it is 
also available on the SPARCstation-I SBus connector). There is no way to depend upon pa2S 
across all versions of the SB us-based SP ARCstations. 
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3.3.2.3 POK 

Power OK is only available on SS-1, SS-1+, and SS-IPC. A better source for reset is the SBus 
reset• signal. The major difference is that reset• is asserted on watchdog and software resets, 
while pok is negated (low) only after (or during) a power failure. 

3.3.2.4 RamclkN 

The ramclk's are intended for a SPARCstation-2 memory controller. Do not put more than one 
CMOS load on either clock. It is vastly preferable that only the SBus elk signal be used. 

3.3.2.S Ramsel* vs. ramseu • 

Ramsell * is "safe" in that no further decoding need be done; if you see ramsell * and as* 
asserted, you are selected. On the other hand, ramset• needs further decoding; you must see 
ramsel* asserted, as* asserted, and pa26 high before selecting yourself. Ignoring pa26 will lead 
to bus conflicts with the on-board memory controllers. The simplest resolution to these 
differences is simply to use pa26 in all cases, and specify your board's address space for software 
purposes as Oxmooooo - Ox.FFFFFFF (pa26 and pa27 both high). 

Figure: 3.10 Safe Decode Circuit 

1tlec:t 

3.3.2.6 ParityN vs parcst•, ramclkl, pa25, and perr• 

In order to work with both types of machines (SS-2's and those requiring parity) your controller 
board must have a mode bit which will call ss2mode. When not in ss2mode, the parityN signals 
must be driven on SBus reads (possibly with the value written on the last write to that address, 
possibly with parity values calculated on the fly with the data). On SBus writes, the parityN 
signals are driven by the cpu board, but are not intended to be used for error detection (although 
they could be). 

When in ss2mode, (and after reset-- until you determine that you are not an SS2) you should not 
drive any of these pins, as you could cause a bus conflict with parcsl •, ramclkl, or pa25. 

The f code boot prom should be able to determine cpu type from the top byte of the hostid of the 
system. Use this information to decide how to set ss2mode. 
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3.4 SCSI Interface 

3.4.1 SCSI Definition 

The Small Computer System Interface (SCSI) uses the NCR 53C'90A controller chip and is augmented 
by the OMA+ chip with a data path of 8 bits. It features full compatibility with SCSI Specification, 
ANSI x3.131/1986. This allows the SPARC CPU-2CE to directly control and access a wide variety of 
mass storage devices such as hard disks, tapes, and CD-ROMs. 

Up to seven external SCSI devices can be connected to the SPARC CPU-2CE. The SCSI bus is buffered 
and tenninated so SCSI device connections are simple and straightforward, fully supporting synchronous 
and asynchronous operations. SCSI tennination is self sensing. Just plug a terminated device on and 
the board will adjust termination automatically. For versatility and flexibility, the SCSI bus on the 
SPARC CPU-2CE is routed to both the front panel via a 50-pin SCSI-II connector and to the board's P2 
User 1/0 pins. 

3.4.2 SCSI Performance 

The NCR 53C90 Extended SCSI Processor timing is as follows: 

Synchronous Mode Speed: 

Absolute Maximum: 5.0 MB per second• 

Typical: 2.5 MB per second 

Asynchronous Mode Speed: 

Absolute Maximum: 3.0 MB per second 

Typical: 1.75 MB per second 

• Note: The current maximum transfer rate in synchronous mode when using SUNOS (version 
4.1.lb) is 4.0 Mbytes per second. 
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3.4.3 SCSI Addresses 

The following table lists the physical addresses used to access the SCSI registers for byte loads and stores. 

Table: 3.5 SCSI Register Addresses 

Address Description 

OxF0800000 Transfer Count Low 

OxF0800004 Transfer Count High 

OxF0800008 FIFO Data 

OxF080000C Command 

OxF0800010 Status/Bus ID 

OxF0800014 Interrupt/Status Timeout 

OxF0800018 Sequential Step/Synchronization 
Transfer Period 

OxF080001C FIFO Hags/Synchronization 
Offset 

OxF0800020 Configuration 

OxF0800024 Oock Conversion Factor (write 
only) 

OxF0800028 Chip Test (Extended SCSI 
Processor test use only) 

OxF080002C Chip (Extended SCSI 
Processor) Configuration-2 

NOTE: Byte accesses must be performed even though the addresses are all fullword-aligned. 

3.4.4 SCSI Interrupt 

The SCSI Interrupt is Level 3. 

FORCE COMPUTERS 
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3.4.5 Interface Programming 

Since the SCSI controller uses the DMA controller to perform the actual transfer of data to and from 
memory, the two devices must be programmed together. One possible algorithm is as follows: 

scsi_startO 
{ 

scsi_interruptO 
{ 

/*start an operation on the SCSI*/ 
lock data pages into contiguous virtual memory; 
DMA_address_register = starting virtual address; 
setup SCSI registers (except for "go"); 
DMA_control_status_register = (EN_DMAIINT_ENl(other bits)); 
start SCSI; 
/*The SCSI will interrupt us when it is done.•/ 

/*must drain DMA on a read from disk/write to memory•/ 
if (last operation=READ) { 

DMA_control_status_register=(DRAIN); 

For a detailed description of the SCSI registers, see the NCR 53C90 Data Sheet 
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3.5 Ethernet Interface 

3.S.l Ethernet Interface Definition 

The Ethernet controller is the AMD AM7990 LANCE chip. The data is translated for the Ethernet by the 
AM7992 Serial Interface Adapter (SIA). The LANCE connects directly to the OMA, over unique Ethernet 
interface signals. The OMA will provide all necessary buffering and arbitration functions to allow the 
Ethernet chip to access main memory. The OMA Ethernet interface contains a 1 word (32bit) 
pack/unpack register with consistency control logic. Consistency control ensures that all data written by 
the Ethernet chip gets to main memory in a deterministic manner. 

The.LANCE uses multiplexed address and data, so the OMA demultiplexes.them internally. The address 
supported by the LANCE is 24 bits; as per the SPARCstation specification the upper 8 bits of the 32 bit 
virtual address are driven to OxFF. The LANCE has a 16 bit data path which can accommodate 8 or 16 
bit accesses, by the use of byte masking capabilities. 

3.5.1.1 Ethernet Transmits and Receives 

When it is in transmit mode, the AM7990 LANCE transfers data from the current buffer in LANCE to 
a register called a Silo. The output of the Silo is serialized and then goes to the Serial Interface Adapter 
(AM7992). The output of the Serial Interface Adapter is connected to the Ethernet lines through a 
transformer. 

In the receive mode, the Serial Interface Adapter (AM7992) receives data from the Ethernet cable. It 
transfers the data to the Silo in the LANCE. The LANCE transfers the data from the silo to the correct 
buffer in local memory. 

3.S.1.2 Ethernet Buffer 

The LANCE Controller utilizes up to 128 Kilobytes of memory for buffers. These buffers are allocated 
from the SPARC CPU-2CE's onboard parity memory. 

3.S.2 Ethernet Performance 

Maximum Transfer Rate: 10 Mbits per second 

Maximum Observed Rate: 7.5 Mbits per second 

3.S.3 Ethernet Interrupt 

Processor Level 5, SBus level 4 

SPARC CPU-2CE can transfer data from the Ethernet into the on-card buffer memory at a maximum 
(theoretical) rate of 10 megabits/sec. 
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3.5.4 Ethernet Addresses 

The Ethernet Controller chip is in SBus slot 0 address space at OxFOCOOOOO. The following table lists 
the address and location of its internal registers: 

Table: 3.6 Ethernet Registers 

Address Description 

OxFOCOOOOO Register Data Port (RDP) 

OxFOC00002 Register Address Port (RAP) 

For additional information, see the AMD Am7990 Data Sheet. 

3.5.S Ethernet Interface Programming 

*/ /* Initializing on-card ethernet chip 
*Abstract: Performs !Lance hardware dependent 

variable * 
* initialization for Sun Ethernet 

diagnostic. 
*Algorithm: 

acquisition 
* 
* 

data 
* 
*Routines called: 
* 

* 

* 

* 

Initialize CSR 3 (describe 

procedures to the emulator).* 
Initialize global variables and 

structures.* 
ini_print, ini read* 

* 

bus 

i,'o 

****************************************************************************** 
*/ 

long le sys init(argc,argv) 
int -
char 

extern int 

extern short 
extern short 
extern char 
extern short 
extern etraddr 
extern char 
extern short int 
extern int 
u short *rdpp ; 
u:short *rapp 

long 
long 
extern int 
int 

re • PASS ; 

slot; 

argc ; 
*argv [] 

byteswap () 

DSPL ON; 
err dsp; 
home adr[6]; 
INTR-ON ; 
rnyaddr ; 
net data []; 
ringsize,bufsize; 
totbuf; 
/* ptr to reg data port */ 
/* ptr to reg adr port */ 

mrc ; 
re 

i; 
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*/ 

for (i-0; i<- NUM SLOTS; i++) 
etherbase_va[i] --0; 

/* init etherbase_va array */ 

ether.etherbase size - (int)ROUNDUP(sizeof(LE_BLOCK),PAGESZ); 
etherbase_va[O)- ether.dvma_start 

/* Initializing on-card ethernet chip 

/* set remaining chip/diagnostic ether 
mem variables */ 

ether.txbuf n • ONE << TLENMAX 
ether.rxbuf-n - ONE << RLENMAX 
ether.txbuf-size - 1024 ; 
ether.rxbuf=size = 1024 ; 

/* may need to tweek this */ 
/* may need to tweek this */ 

/* map on-card ethernet control block 
& buffers here */ 

/* find the first available block for 
control block */ 

for(ether.etherbase va=etherbase va[O),mrc=FAIL; 
PASSED(rc) && FAILED(mrc) ;) -
{ 

if(FAILED(mrc • execmap(&ether.etherbase va, 
&ether.etherdum_pa, -
ether.etherbase size, 
ether.ether_flags))) 

/* increment va by a page */ 
ether.etherbase_va += PAGESZ; 

/* will we go beyond dvma space ? */ 
if(((u_long) (ether.etherbase va+ether.etherbase size)) 

>- ((u_long) (ether.dvma_start+ether.dvma_size)) 

re = mrc ; 
exec log(ERROR,ALL DST, 

- "1e_sys_init(le%d): can not map on-card 
etherbase{%d}@Ox%x\n", 

testing_LE,rc,ether.etherbase_va) 

/* for */ 
etherbase va[O] • ether.etherbase va; 
ether.ethermin_va - ether.etherbase va + ether.etherbase_size; 

rdpp = (u short 
rapp • (u-short 
*rapp = o; 

*) (ethernet va [0]) ; 
*) (ethernet-va[O] + 2) 

inactivate the lance chip */ 
*rdpp = (*rdpp) I Ox0004; 

- /* 
/* 

/* ptr to reg data port */ 
;/* ptr to reg adr port */ 
Select CSR 0 */ 
set the stop bit in csrO to 

for (i=l; i<=slots[O); i++) 
{ /* Initializing 2nd ethernet chip. */ 

I* map 2nd ethernet control block & 
buffers here */ 

/* find the first available block for 
control block */ 

for(ether.etherbase va•etherbase va[i-l]+ether.etherbase size,mrc=FAIL; 
PASSED(rc) && FAILED(mrc);) -

FORCE COMPUfERS 

if(FAILED(mrc • execmap(&ether.etherbase va, 
&ether.etherdum_pa, -
ether.etherbase size, 
ether.ether_flags))) 

/* increment va by a page */ 
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ether.etherbase_va +- PAGESZ; 
/* will we qo beyond dvma space ? */ 

if(((u_long) (ether.etherbase va+ether.etherbase size)) 
>= ((u_long) (ether.dvma_start+ether.dvma_size)) 

re • mrc ; 
exec loq(ERROR,ALL DST, 

- "1e_sys_init(le%d): can not map 2nd 
etherbase{%d}@Ox%x\n", 

} 
} 

testing_LE,rc,ether.etherbase_va) 

} /* for */ 
etherbase va[i] = ether.etherbase va; 
ether.etherrnin va += ether.etherbase size; 
rdpp = (u short*) (ethernet va[i]) ;7* ptr to reg data port */ 
rapp = (u:short *) (ethernet:va[i] + 2) ;/* ptr to reg adr port */ 
*rapp = 0; /*Select CSRO */ 

I* set the stop bit in csrO to 
inactivate the lance chip */ 

*rdpp = (*rdpp) I Ox0004; 

I* for */ 

totbuf .. BUFSPC 
bufsize "" 1024; 
ringsize = TLENMAX; 

to home adr */ 

/* set stop bit in csrO */ 

/* copy ethernet address from myaddr 

bcopy(myaddr,home_adr,sizeof(etraddr)) ;/* 1 to 1 copy*/ 

net data[O] , \ 0, ; net _data[l] = , \ 0, ; net _data[2] = , \ 0, ; -net data[3] ... , \ 0, ; net data[4] .. , \ 0, ; net data[S] - , \ 0, ; 
net -data[6] ... , \ 0, ; net:data[7) = , \ 0, ; net-data[8] - , \ 0, ; 
net -data[9] ... , \ 0, ; net_data[lOJ - 'T' ; net-data[ll] , h, ; 
net -data[12] - r i I i net_data [13) - , s, ; net-data[14] , , . , 
net -data[15] .. Ii I i net_data[16] - , s, ; net:data[l7] , , . 

- , 
net data[18] , a, ; net_data[19] "" 

, , . net data[20] "" , t, ; , 
net -data [21) - 'e' ; net data[22] - , s, ; net:data (23] - , t, ; 
net -data[24] .., , , . net-data[25] - I 0' j net_data[26] , f, ; , 
net -data[27] .. , , . net:data[28] , t, ; net data[29] , h'; , 
net =data[30] ... , e' ; net_data[31] , , ; net -data[32] - 'L' ; 
net data[33] "' , A' ; net data[34] - 'N' ; net -data[35] 'C' ; 
net -data [36) 'E' ; net:data [37) , , . net -data[38] 'E' ; , 
net :data [39) - 'm'; net_data [40) - 'u'; net -data[41] - , l' ; 
net data[42] ... 'a, ; net _data [43] - , t, ; net :data [44] , o' ; -net data[45] - 'r' ; -
err_dsp - SET; /* error display flag */ 
DSPL ON • 0; /* By default, no debug msgs *I 
INTR-ON • 0 

go reset(); 

return (re) 
} /* le_sys_ init */ 
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3.6 SBus Interface 

3.6.1 Introduction 

The SBus is a non-proprietary 1/0 expansion bus developed by Sun Microsystems for some new Sun 
systems and card products. The bus resides in type I device space. 

3.6.2 SBus Connections 

The SBus connector is located on the component side of the SPARC CPU-2CE card, near the P2 
connector. 

Table: 3.7 SBus Interrupts 

PROCESS SOURCE TRAP TRAP 
TRAP TYPE VECTOR 

LEVELS ADDRESS 

15 Async SBus Error 3I IF 

I4 Timer 1 30 IE 

13 Audio Interrupt 29 ID 

I2 On-board Serial Ports 28 IC 

11 Floppy Disk Controller 27 IB 

IO Timer 0 26 IA 

9 SBus IRQ 7 25 I9 

8 SBus IRQ 6 24 I8 

7 SBus IRQ 5 23 I7 

5 EthemetCntrVSBusIRQ 2I I5 
4 

4 SWI 20 I4 

3 SCSI Controller/SBus I9 I3 
IRQ 3 

2 SBus IRQ 2 I8 I2 

I SWl/SBus IRQ I I7 11 

The column marked "Level" is the Interrupt Level which is encoded to the SPARC main processor, or 
Integer Unit, by the MMU. The source to the MMU is listed .under "Source." 
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3.6.3 SBus Slot Addresses 

Address bits PA[27:26] select one of two SBus slots, and bits PA[24:0] are available for addressing 
devices on the SBus carcl. Bit PA[25] is not used. 

The following table shows how bits PA[27:26] select the SBus slots. 

Table: 3.8 SBus Slot Addresses 

PA[27:26] Slot Address Range 

()() SBus slot 0 . OxFOOOOOOO to OxFlFFFFFF 

01 SBus slot 1 OxF4000000 to OxFSFFFFFF 

10 SBus slot 2 OxF8000000 to OxF9FFFFFF 

11 SBus slot 3 OxFEOOOOOO to OxFFFFFFFF 

SBus slot 0 and 3 are not physical slots; they are occupied by devices residing on the SPARC CPU-2CE 
card. 

SBus slot 1 and 2 on the SPARC CPU-2CE are physical slots, where cards such as the SBus video cards 
can be utilized. 

The SBus device addresses are described in the following sections. 
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3.6.4 SBus Slot 0 Devices 

The SBus Slot 0 devices are physically on the CPU card. SBus slot 0 is in type 1 space at a base address 
of Ox.FOOOOOOO. The base address contains the card ID number, DMA registers, SCSI registers, and 
Ethernet registers. 

Table: 3.9 SBus Slot 0 Addresses 

Off set Description 

Ox.FOOOOOOO Card ID (Ox.FE810101) 

Ox.F0400000 DMA Registers: 

ControVStan.is 
Byte Count 
Diagnostics 

SCSI Registers: 
Ox.F0800000 

Transfer Count Register 
FIFO Register 
Command Register 
Status Register 
Select/Reselect Bus ID Register 
Sequence Step 
Synchronous Transfer Period Register 
FIFO Flags Register 
Synchronous Offset Register 
Configuration Register 
Clock Conversion Register 
Test Register 

Ox.FOCOOOOO Ethernet Registers: 

Data Port 
Address Port 

NOTE: The slot 0 space from OxF2000000 to OxF3F'F'F'F'F'F' is not used. 

3.6.4.1 Card ID 

The card ID (data Ox.FE810101 at location Ox.FOOOOOOO) is a line of 
Forth code that identifies the card in SBus slot 0 to the 
operating system (in this case, the CPU card identifies itself). 
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3.6.4.2 DMA Registers 

The DMA register space contains four registers, addressed by fullword loads and stores. 

Table: 3.10 DMA Register Addresses 

Address Description 

OxF0400000 DMA ControVStatus Register 

OxF0400004 DMA Address Register 

OxF0400008 DMA Byte Count Register 

Ox.F040000C OMA Diagnostic Register 
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DMA Control/Status Register 

The OMA control/status register has the following format: 

0[31:27]· DEV _ID 
These read-only bits contain the data OxOB 1000. They identify the Ethernet device type. 

0[27:15] 
These bits are unused; they read back as O's. 

014- TC 
This read-only bit indicates the that the byte counter has expired (decremented to 0). 

D13· EN_CNT 
This read/write bit enables the OMA byte count register. 

D[12:11)- BYTE_ADDR 
These two read-only bits indicate the next byte number to be accessed. 

DIO- REQ_PEND 
This read-only bit is set when the OMA interface is active. Note that RESET and FLUSH must 
not be asserted when this bit is active. 

09- EN_DMA 
This read/write bit is set to enable OMA activity and reset to disable it. 

D8- WRITE 
This read/write bit is set for OMA from memory to device (write) and reset for DMA from device 
to memory (read). 

07- RESET 
Setting this read/write bit causes a hardware reset. ERR_PEND, PACK_CNT, INT_EN, FLUSH, 
DRAIN, WRITE, EN_DMA, REQ__PEND, EN_CNT, and TC are all set to zero. RESET remains 
set, and must be reset to resume operation. 

06- DRAIN 
Setting this read/write bit forces remaining pack register bytes to be drained to memory. It resets 
itself. 

05-FLUSH 
This write-only bit forces PACK_CNT and ERR_PEND to zero. It always reads as zero. 

04- INT_EN 
This read/write bit enables interrupts when it is set 

0[3:2]- PACK CNT 
This read only field provides the number of bytes in the pack register. 

D 1- ERR_PEND 
This read-only bit is set when a memory exception occurs, and is reset by setting FLUSH. OMA 
activity stops until it is reset. 
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DO- INT _PEND 
1bis read-only bit is set when TC=l, or when an external device raises an interrupt 

DMA Address Register 

The DMA address register is located at address OxF0400004. It holds the virtual address of the DMA 
transfer. Initially, it should be loaded with the virtual address where the DMA will start As the OMA 
proceeds, both the DMA byte count register and bits [23:0] of the OMA address register are decremented. 

Bits [31:24] of the DMA address register indicate which 16-megabyte portion of virtual memory is 
accessed. These bits are latched; they do not change as the DMA proceeds. 

DMA Byte Count Register 

When the EN_CNT bit in the DMA controVstatus register is set. bits [23:0] of this register keep a count 
of the number of bytes transferred by the DMA circuits. It should be loaded with the total number of 
bytes to be transferred; it decrements towards zero as the bytes are transferred. When it reaches zero, it 
sets TC and INT _PEND in the DMA status/control register. 
Note that bits [31 :24] are hardwired to zero. 

DMA Diagnostic Register 

1bis register is not implemented at this time. 

3.65 SBus Slot 1 Devices and Slot 2 Devices 

Any device plugged into an actual SBus connector on the CPU card is an SBus device. 

As of the print date of this manual, the SPARC CPU-2CE supports two video cards, color and 
monochrome, that can be plugged into the SBus connector on the CPU card. These cards are 
interchangeable at the card level, but require different cables and monitors. The two cards have different 
registers. For specific information on these cards, please refer to The SB us Color & Monochrome Video 
Cards User's Manual. 

For all other SBus cards, refer to the technical documentation and manuals provided with the card. 

The Sbus supports all SBus devices that Sun's SPARCstation 2 supports. 

3.65.1 SPARC Assembly Language Example 

/* 
* sbus.s 
*I 

#define sbud id 
*/ 
#define sbus_phy 
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Ox00010000/* sbus ID virtual address 

OxfOOOOOOO/* sbus ID physical address 
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*I 
fdef ine TYPEl ATTRIBUTES Oxd4000000/* valid, writable, don't 
cache */ 

.seg "text" 

.global Sbus_id 
!----------------------------------------------------------------------------
! Read SBus slot 0 card ID register 
Sbus_id: 

save 
set 
set 

attributes. 
set 

/* 

call 
mov 
set 
ld 
nop 
ret 
restore 

* PMAP.S 
*/ 

#define SEGINCR 
segments */ 
#define SGSHIFT 
fdefine ASI SM 
fdef ine PAGINCR 
*/ 
fdef ine PGSHIFT 
fdefine ASI PM 

.seg "text" 

%sp, -MINFRAME,%sp! preserve calling indow 
sbus id, %00 ! Virtual address to be mapped. 
TYPEl_ATTRIBUTES, %02 ! Page table entry 

sbus_phy, %03 

_pmap memory 
%00, %01 
sbus virt, %15 
[%00),%14 

Physical address to be mapped. 

Map in specified block of memory. 
Upper virtual address to be mapped. 
Address of SBus register. 
Read Card ID status 

Ox40000/* offset between adjacent 

18/* LOG2(NBSG) */ 
Ox3/*segment map */ 
Ox2000/* offset between adjacent pages 

13/* LOG2(NBPG) */ 
Ox4/* page map */ 

.global _pmap_memory 
/* 

* Synopsis: 
* status 
* low va 

address 
* hi va 

address 

status-pmap_mernory(low_va, hi_va, attributes, low_pa); 
: (int) don't care 
(%i0): (unsigned long) initial virtual 

(%il) : (unsigned long) final virtual 

* attributes (%i2) (unsigned long) page table entry 
attributes 

* low_pa ( %i3) : (unsigned long) initial 
physical address 
* 
* Function "pmap_rnemory" (physical map memory) linearly maps the range of 
*virtual addresses specified by 'low va' and 'hi va', beginning at physical 
*address 'low_pa', with page table entry attributes 'attributes'. 
*/ 

_pmap_memory: 
save 
I* 
* Fill 
*/ 

set 
sub 
andn 

3: srl 
dd 
add 
cmp 
bgt 
nop 
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%sp, -MINFRAME,%sp 

in segment table entries for a linear mapping of main memory. 

SEGINCR, %13 
%13, Oxl, %14 
%i0, %14, %12 
%12, SGSHIFT, %10 
%10, [%12)ASI SM 
%12, %13, %12-
%12, %il 
4f 

Adjacent segment table entry offset. 
Mask for segment table addressing. 
Adjust initial virtual address. 
Segment table entry (pmeg number) . 
Set segment table entry. 
Increment address by one segment. 
If current virtual address is not 
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4: 

5: 

page. 

6: 
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bleu 
nop 

/* 

3b 
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greater than the final virtual 
address, continue. 

* Fill in page table entries for a linear mapping of main memory. 
*/ 

set 
sub 
andn 
/* 

PAGINCR, %13 
%13, Oxl, %14 
%i0, %14, %12 

Adjacent page table entry offset. 
Mask for page table addressing. 
Adjust initial virtual address. 

* Generate the initial page table entry. 
*/ 

andn 
srl 
or 
sta 
add 

add 
cmp 
bgt 
nop 
bleu 
nop 

/* 

%i3, %14, %11 
%11, PGSHIFT, %10 
uo, %i2, uo 
UO, [U2]ASI PM 
%11, %13, %11-

%12, %13, %12 
%12, %il 
6f 

Sb 

* Mapping completed. 
*/ 

ret 
restore 

Adjust initial physical address. 
Page number of page table entry. 
Combine attributes and page number. 
Set page table entry. 
Increment physical address by a 

Increment virtual address by a page. 
If current virtual address i3 not 

greater than the final virtual 
address, continue. 
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3.6.5.2 Forth Example 

f000.0000 constant SBUS-SLOTO 
0001.0000 constant SBUS-ID 

Hardware 

\ physical address 
\ virtual address 

SBUS-SLOTO obio SBUS-ID map-page 
SBUS-ID l@ . 

\ map into typel (on-card I/O) space 
\ fetch and display sbus-id 

NOTE: SBus slot 0 contains the DMA, Ethernet, and SCSI chips. Slot 1 & 2 contains SBus cards. 

3.6.5.3 C/SunOS Example 

/* 
* caddr_t map_SBus_address(u_int p_addr, u_int num_pages) 
* * Inputs: Physical address and the I of pages to map. 
* Returns: Virtual address of the mapped page(s). 
*/ 

caddr t map SBus address(p addr, num_pages) 
u int-p addr; - -
*7 -

I* physical address on the SBus to map 

u int num_pages; 
{ 

/* I of pages to allocate/map */ 

/* 

long 
u int 
u int 
u int 

v_pgnum; 
v addr; 
offset; 
pg_tbl_ent; 

* Save the offset from the page boundary so that 
* we can apply it to the virtual address once the 
* page is mapped in. 
*/ 

/* 
offset ~ p_addr & MMU_PAGEOFFSET; 

* Create a page table entry that maps the physical address 
* "p_addr" into SBus space. 
*/ 

/* 
pg_tbl_ent = PGT_OBIO I PG_NC I btop(p_addr); 

* Allocate virtual pages that we can use from the 
* kernel map of available virtual addresses. 
*/ 

/* 

v_pgnum - rmalloc(kernelmap, (long)btoc(num_pages)); 
if (v_pgnum == 0) /* no addresses available from kernelmap */ 

return (caddr_t)O; 

* Convert the virtual page I to a virtual address 
*/ 

I* 
v addr = (u_int)kmxtob(v_pgnum); 

* Map the physical address into our allocated virtual address. 
*/ 

/* 

segkmem_mapin(&kseg, v_addr, num_pages, PROT_READ I PROT WRITE, 
pg_tbl_ent, 0); -

* Return to the caller of this function the virtual address of 
* the mapped SBus physical address. 
*I 

return (caddr t) (v addr I offset); 
I* end of map=SBus=address */ 
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3.7 RAM+ 

3.7.1 FEATURES 

• Provides all DRAM timing and refresh cycles. 

• Controls 64 Mbytes. 

• Generates and checks byte-wide (or word-wide?) parity. 

• Supports 32-byte and 8-byte SBus sizes. 

3.7.2 PIN DESCRIPTION 

The RAM+ chip is built in a 196-pin plastic flat pack. It has X outputs, Y bidirectional pins, Z 
inputs, A VCC pins, and B Grounds. 

3. 7.2.1 Sb us Interface 

elk 

sb_d[31:0] 

sb_pa[27:0] 

sb _siz[2:0] 

sb rd 

sb ack32 

sb merr 

sb as 

selram 
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(TLCHT) System clock. This signal runs at up to 20 MHz with a 50% · 
duty cycle. (Perhaps: for clockrates greater than 20 MHz, the 
configuration register must be set to two-clocks-per-word mode.) 

(BD8) Sbus data. On read cycles, this data is guaranteed valid ·,i, die 
clock following an "ack." 

(TLCHT) SBus physical address. It is guaranteed to be valid before the 
clock edge in which sb_as_ is sampled low. 

(TLCHT) SBus size control signals. The RAM+ chip supports an exten­
sion of the normal SB us size codes for 8-byte and 32-byte bursts. 

(TLCHT) SBus read control signal. This signal is asserted (high) for 
read cycles and negated (low) for write cycles. 

(BT4) SBus acknowledge for 32-bit word size. Tri-state output. It is 
asserted (low) for one clock for each word transferred. 

(BT4) SBus Memory Error. Asserted after data to report parity error. 

(TLCHT) SBus address strobe. This signal is asserted (low) by the 
system controller for the duration of an SBus cycle. 

(TLCHT) Ram select input This signal is asserted (low) to indicate that 
a DRAM access is taking place. It is asynchronous when sb_as_ is not 
asserted. (It only guarantees a setup to a clock edge when as_ is also 
seen asserted.) As long as parity is internally enabled, all accesses are 
checked. There is no "par_en_" signal on the RAM+ chip. 
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par_cs_ 

totals: 

3.7.2.2 DRAM Interface 

ram_d[31:0] 

ma[lO:OJ 

we 

ras_[lS:O] 

cas_[lS:O] 

p[3:0] 

totals: 

(TLCHT) Parity register select input. (There is a problem currently in 
that the MMU chip asserts ioden_ during par_cs_ and pio_sel_ 
cycles.) 

inputs: 36, outputs: 2 , bidirects: 32. 

(BD4) DRAM data bus. Driven during write cycles, latched during reads 
on the rising edge of cas_. Each signal drives 4 pins. 

(BT4) Multiplexed DRAM address bus. These 11 address lines contain 
the addresses to be used by the DRAM at the next falling edge of ras_ 
or cas_. They will be buffered externally. DRAMs expect 0 nsec setup 
time and 10 nsec hold time wrt ras_ and cas_. 

(BT4) Write Enable outputs to all DRAM banks. Assumed to be 
externally buffered .. 

(BT8) Row Address Strobe outputs to DRAM banks, one for each byte. 
Each signal drives 9 pin. 

(BD8) Column Address Strobe outputs to DRAM banks, one for each 
byte. Each signal drives 9 pins. These signals use bidirectional pads 
because the cas _ signal is read back in to provide the clock for the read 
data register. 

(BD8) Parity input/output Each signal drives 4 pins. 

inputs: 0 , outputs 28 , bidirects: 52. 

3. 7.2.3 Power/Ground 

totals: 41 VCC: x , Ground: 41 - x. 

3.7.2.4 LSI Logic Buffer Naming Conventions 

Input pads are generally 1LCHT's. Outputs are generally BTx's where x is the number of 
milliamps of drive capacity. BDx's are bidirectional pilds with x milliamps of drive. 
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Address Range/Banlc Pin 
0000000 - 3FFFFFF I o 
8000000 - BFFFFFF I 1 
4000000 - /FFFFFF I 0 
COOOOOO - FFFFFFF I 1 

0000000 RAM Bank 0 

1000000 Ram B anlc 1 

2000000 RAM Bank 2 

3000000 RAM Bank 3 

4000000 Video 

3.7.3 SBus INTERFACE 

3.7.3.1 DRAM Access 

SPARC CPU-2CE Technical Reference Manual 

Table: 3.11 Address Ranges 

~ 
DRAM (parity-protected) 
II 

Video Registers 
II 

• RAM Banks may be made up of 1 
Mbit or 4 Mbit DRAMs, providing up to 
64 Mbytes of memory. 

• When a bank is filled with 1 Mbit 
DRAMs, the memory contents are 
"shadowed" four times. 

• If a bank is not populated with DRAM, 
the RAM+ chip still responds with an 
ack32_ to all requests. No errors (other 
than possible parity errors) are returned. 

• 1be base address of the Frame Buff er 
is programmable. 

All DRAM timing diagrams assume no contention for the DRAM. If the SBus request is lower 
priority than another requestor, waitstates will be added. Writes will only be delayed if the Write 
Buffer is full. DRAM and Video Register accesses are initiated by seeing both sb_as_ and 
ramsel_ assened on the rising edge of an sb_clk. In the following diagrams, the logical AND 
of sh as and ramsel_ is shown as sel_. 
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• Word Read 

RAM+ reads are done in the "fast mode" of the RAM chip. sb_rd is high: 

Figure: 3.11 Word Read 

sb_clk 

ICL 

sb_a 

sb_ack32_ 

1b_d 

ram_d 

casx_ 

rasx_ 

ma 

The following diagram shows the capture of data from the ram data bus to the sb data bus: 

Figure: 3.12 Word Read 2 

ram_d 

FORCE COMPUTERS 

cas_from 
state machine 

cas_ to drams 

sb_clk 

sb_d 
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• Word Write - Buffered 

Page 3-44 

Writes go directly into the write buffer and release the bus. sb rd is low: 

Figure: 3.13 Word Write 

sb_clk 

sci_ 

sb_a 

sb_ack32_ 

sb_d 

ram_d 

ram_ we_ 

casx_ 

rasx_ 

ma 

The data on the sb_d bus is sampled on the same clock as sb_as_ and ramsel_. Data on the 
ram_ d bus is driven on the falling edge of sh_ elk. (It is possible that this cycle will need to be 
extended one clock such that the ram_ d bus is driven on the falling edge of cycle 2, rather than 
cycle 1. This would not slow down the ack32_ response, however. (lbis would be because of 
writebuffer f allthrough time, and also because the burst writes must wait until cycle 2 for their 
first cas, as well.) 
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•Burst Read 

Only an 8-byte Burst Read is shown. For a 16-byte burst, add two more clocks. For a 32-byte 
burst, add 6 more clocks. sb _rd is high: 

Figure: 3.14 Burst Read 

sb_clk 

seL 

sb_a 

sb_ack32_ 

• 
sb_d Datal 

ram_d 

casx_ 

rasx_ 

ma xx 

sb_merr_ 

SBus addresses will not change during a burst access. The ma address lines must increment 
themselves, wrapping around mod(8) for 8-byte transfers, mod(16) for 16-bytes transfers, and 
mod(32) for 32-byte transfers. (In reality, no 8-byte transfer will ever take place except on a 
longword boundary. 16 and 32-byte transfers may take place on any word boundary.) 
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• Burst Write 

Only an 8-byte Burst Write is shown, and the write buffer is not full. sb_rd is low: 

Figure: 3.15 Burst Write 

1b_clk 

sci_ 

sb_a 

sb_ack32_ 

sb_d DiitaO 

ram_d 

casx_ 

rau_ 

ma xx Co COll 

ram_ we_ 
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3.7.3.2 Addres.s Mapping 
The row and column address bits for the RAM+ chip are compatible with the RAM chip in its 
4Mbit mode. No lMbit mode is available. 

sb a ma 
aO byte 
al byte 
a2 co IO 
a3 coll 
a4 co12 
a5 co13 
a6 col4 
a7 col5 
a8 co16 
a9 col7 
alO col8 
all col9 
a12 rowO 
a13 rowl 
a14 row2 
a15 row3 
al6 row4 
a17 row5 
a18 row6 
a19 row7 
a20 row8 
a21 row9 
a22 rowlO 
a23 col10 
a24 setO 
a25 setl 
a26 ram_Jreg 
a27 bank 

Byte[l:O] specifies which byte within the word will be accessed. 
Set[l :O] specifies which of the four ras/cas sets will be accessed. 
Ram_Jreg is low to access DRAM, high to acces.s video registers. 
Bank is the bank strapping pin. 
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3.7.4 DETAILED TIMING 

3.7.4.1 DRAM Timing 

The ram+ chip is designed to work with 80 nsec lMb and 4Mb fast page mode DRAMs at 20 
MHz SBus clock, and 100 nsec DRAMs at 16.67 MHz. The crossover point between the two 
DRAMs is tbd. 

DRAM Errors 

DRAM 
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When memory parity errors are reported (either as a result of processor or DVMA activity) a 
physical address is reported, along with the contents of the memory error register. The following 
table maps physical addresses and error register bits to SIMM locations. 

Table: 3.12 DRAM maps physical addresses to SIMM Locations 

Address Base Error Register Bits------------------------------------------
8 (D[7:0]) 4 (D[15:8])2 (D[23:16])1 (0[31:24]) 

OxO 
OxIOOOOOO 
Ox2000000 
Ox3000000 

U0322 U0307U0309U0311 
U0321 U0308U0310U0312 
U0320 U0315U0314U0313 
U0316 U0317U0318U0319 

For further details on the DRAM subsystem of, see the RAM+ Controller Specification. 
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3.8 The MMU+ 

3.8.l Features 

• Provides data paths to Sun-4 SRAM MMU 

• Updates MMU statistics word 

• Provides decodes and timing strobes for Type-1 devices 

• Prioritizes 15 levels of interrupts 

• 4-bit context register allows 16 contexts 

• Two counters generate high-resolution periodic interrupts 

• Crystal oscillator for serial ports 

•Assumes 20 nsec page and segment RAMS: one clock write cycles. 

• Supports up to 256 PMEGS 

Figure: 3.16 Segment Map & Page Map 
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sb_a[29:18) ------------. 
sb_a[l7:12] ------------. 

iod[7:0J---1------i 

Hardware 
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3.8.2 Pin Description 

The MMU+ is built in a 160-pin plastic flat pack. It has 40 X outputs, 48 Y bidirectional pins, 
36 Z inputs, 17 A VCC pins, and 19 B grounds. 

3.8.2.1 SBus Interface 

sh elk 

sb_a[3:0] 

sb rd 
sb as 
sb reset - -
sb ack8 

iod[7:0] 

pio[7:0] 

ctl[2:0] 

devspc_ 

user 

sb_bg[J:O] 

devspc_ 

user 

sb _ bg[J:Ol_ 

3.8.2.2 MMU Interface 

cid[3:0] 

pmeg[7:0] 

pa[27:12] 

mmu[v,w,s,x] 
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(DRVT4) System clock. This signal runs at up to 20 MHz with a 50% 
duty cycle. 
(TLCHT) Low-order sbus address lines used for internal byte and register 
selects. 
(TLCHT) High during sbus read cycles, low during write cycles. 
(TLCHT) SBus Address Strobe. Low during valid SBus cycles. 
(TLCHT) Low to reset SBus devices. 
(BT4) SBus 8-bit acknowledge. Used to tenninate an SBus cycle when 
the addressed device is 8 bits wide. 
(BD4) 8-bit buffered extension of SBus for on-board data. Used to 
access on-chip registers and MMU RAMs. 
(BD4TOD) Pseudo-bidirectional parrel pon pins. to use as inputs, the 
controlling register should be programmed with 1 's. To use as out puts, 
the pin should have a pullup resistor added extemally. 
(TLCHT) Encoded control space selects from Cache+ chip. Private 
signal from cache chip. 
(TLCHT) Low for device space accesses, High for control space accesses. 
Private signal from cache chip. 
(TLCHT) Low for user space accesses, high for supervisor space 
accesses. 
(TLCHT) Any one of these signals is Low during DVMA accesses. 
Forces CID output to zero . 
. (TLCHT) Low for device space accesses, High for control space accesses. 
Private signal from cache chip. 
(TLCHT) Low for User Space accesses, High for Supervisor Space 
accesses. Private signal from cache chip. 

(TLCHT) Any one of these signals is Low during DVMA accesses. 
Forces CID output to zero. 

(BT2) Context ID to Segment Map RAMs. 

(BD4TD) Page Map Entry Group. Data bits to/from Segment Map 
RAMs; used for programming Segment Map. 

(BD4T) SBus Physical Address bits to/from Page Map RAMs. Used for 
programming Page Map and as inputs for decodes. 

(BD4T) MMU Valid, Write-allowed, Supervisor-only, don't-cache bits 
to/from Page Map RAMs. Used to program Page Map and as inputs for 
permission checks. 
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mmu_typ[l:O] 

mmu[a,m] 

sm_wr_ 

pm_ wr[2:0]_ 

3.8.2.3 Decodes 

ramsel _[1.0] 

kbm_rd_ 

kbm wr 

sec rd 

sec wr 

tod_cs_ 

par _cs_[l.0] 

eprom_rd_ 

fd rd 

rd_wr_ 

iosel 

sb _sel[3:0]_ 

iod en 
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(BD4T) MMU Type bits to/from Page Map RAMs. Used to program 
Page Map and as inputs for decodes. 1be type bits are essentially 
extensions of the physical address output where Type O is on-board RAM 
and Type 1 is IO and SBus. Types 2 and 3 are not used on this newer 
design, but are supported for VME-based machines. 

(BD4T) MMU Accessed and Modified bits to/from Page Map RAMs. 
Used to program Page Map and updated during all device-space accesses. 
Any access to a page marks the a bit to one, while any successful write 
to a page marks the m bit to one. 

(BT4) Segment Map Write Enable. 

(BT4) Page Map Write Enables. 

(BT2) DRAM select. Asynchronous Decode 

(BT2) Read Strobe for 85C30. Asserted during reads and during reset. 
Synchronization hold-off is guaranteed. 

(BT2) Write Strobe for 85C30. Asserted during writes and during reset 
Synchronization hold-off is guaranteed. 

(BT2) Read Strobe for 8SC30. Asserted during reads and during reset 
Synchronization hold-off is guaranteed. 

(BT2) Write Strobe for 85C30. Asserted during writes and during reset. 
Synchronization hold-off is guaranteed. 

(BT2) Chip-select signal (active low) for MK.48T08 TOD/NVRAM chip. 

(BT2) Chip-select signal (active low) for parity controVstatus register in 
RAM2 chip 

(BT2) Read/Output Enable for EPROM accesses. 

(BT2) Active-low floppy controller read strobe. 

(BT2) Active-low floppy controller write strobe. 

(BT2) Select for Type 1 device 

(BT2) SBus selects Asynchronous decodes. 

(BT2) iod bus enable. Asserted low whenever an access takes place on 
the iod bus. 

Page 3-51 



Hardware 

sb_merr_ 

irq[13:11,9:1]_ 

iu _irl[3:0] 
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(TI.,CHTN) sbus memory error/async error signal. Used to generate 
non-maskable interrupt when an async error occurs. Edge-sensitive. 
Exurnal PuUup Required. 

(SCHMITCN) Interrupt request inputs. Exurnal Pullup Required. 

(BT2) Encoded Interrupt Requests to Integer Unit Positive-true; zero 
indicates no interrupts pending, OxF indicates a level-15 (non-maskable) 
interrupt is pending. 

3.8.2.4 Miscellaneous 

const elk 

XSO/XSI 

sclk4 

pio[7:0] 

od 

(TI.,CHT) x-MHz clock used for counter-timers. 

Oscillator input/output pins for 19.66 MHz xtal. 

(BT2) Serial port clock; XSI divided by four. 

(BD4TOD) Pseudo-bidirectional parallel port pins. To use as inputs, the 
controlling register should be programmed with 1 's. To use as outputs, 
the pin should have a pullup resistor added extemally. 

(TI.,CHTU) 

para (BTl) Parametric output for testing only. 
32 in, 32 out, 48 bidirect-. 112 total. 

3.8.3 Clock Generation 

3.8.3.1 General Description 

The :MMU+ chip generates all system level clocks required for the W, FPU, SBus and Ram+ controller. 
The input clock frequency is four times the desired Sbus frequency. The clock logic will generate a divide 
by two output for the IU and fPU. The clock is further divided (by four with respect to the input) to 
provide the Sbus and ram controller clocks. While the Sbus clocks are 50-50 duty cycle, the ram 
controller clocks are 25-75 and 75-25. 
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CLK4 

JU_CLK 
FPU_CLK 

sn_CLK[t:OJ _l 

RAM_CLK[O] 

RAM_CLK[l) 
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3.8.3.2 Constant Clock 

A constant clock input is used to provide a lOOnS clock to the counter-timers. Since the main clock and 
SBus clock frequencies are subject to change, this input is required. 

3.8.3.3 Serial Clock 

The MMU+ chip has a serial clock oscillator circuit used for generation of a 4.91 Mhz, 50-50 duty cycle 
clock. This clock is used by the 85C30 serial chips. The primary frequency of the crystal is 19.66Mhz. 

XSl,XSO 

SCLK _j 

3.8.4 Decodes 

3.8.4.1 Control Space 

• CTL mappings 

L 
.....______,! 

The devspc_ signal from the cache+ chip chooses between device space and control space 
accesses. Device space accesses are accessed with physical addresses provided by the MMU 
RAMs, while control space accesses are identified by vinual addresses (decoded from the IV by 
the cache+ chip onto the ctl[n] lines). When devspc_ is high, the ctl lines have the following 
meaning: 

Table: 3.13 CTL mappings 

ctl Device 

0 Cache+ internal (no action) 

1 Reserved for VME !Ack 

2 Context Register 

3 Diagnostic Register (unused) 

4 sec Bypass 

5 Segment Map 

6 Page Map 

7 EPROM Bypass 
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• Context Register Access 

Writing to or reading from ASI 2, VAdr Ox30000000 causes the cache+ chip to decode for context 
register accesses. The MMU+ chip will reply with an sb_ack8_. Only byte writes or reads 
should be done. Only the least significant four bits of the byte are used as a context register. 
Writes to this address will go to both copies of the context register: in the MMU+ chip (and to 
the MMU SRAMs) and in the cache+ chip (to be used for cache tag comparisons). Reads from 
this location will come from the MMU+ chip, while reads from ASI 2, VAdr Ox30000001 will 
get data from the cache+ chip. This difference in read behavior is for diagnostic purposes only. 

All internal register accesses use the iod[7:0] bus to transfer data. This bus is simply a buffered 
version of sb_d[31:24]. It is enabled with ioden_ low. 

An internal register cycle is shown below: 

Figure: 3.17 Internal Register Cycle 

An internal register cycle is shown below: 

ab_clk 

1b_as_ 

devspc_ 

ctl 

1b_ack.8 
-1----;-.. 

lodcn_ 

1b_rd 

lod(ro) --1--------+---+-< 

ab_rd 

lod (wr)_ 

I 

lnternol Register 
Access Cycles 

Read Cycle 

Write Cycle 

• SCC Bypass 

Writing to or reading from ASI 2, V Adr OxFOOOOOOO will bypass the MMU and provide access 
to the sec. See SCC/Keyboard-Mouse accesses for further timing details. ctl[l:O] = Ox4 for 
these accesses. 

• EPROM Bypass 
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Supervisor Instruction accesses made while the system is in boot state will cause the cache+ chip 
to operate in control space with ctl[l:O] = Ox7. These cycles will be forced to EPROM accesses 
on reads, and no device will be selected on writes. 
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• Segment Map Access 

Writing to or reading from ASI 3 will access the segment map RAM(s). The location accessed 
is specified by the combination of the current context register value and virtual address lines 
sb_a[29:18]. 

The cache+ chip enforces the restriction that the top three address lines, a[31 :29) must either 
all be ones or all be zeros. 

The number of contexts supported (8 or 16) is system-dependent. The mmu+ chip supports up 
to 16 contexts. 

Segment Map write cycles cause the iod[7:0] value to be driven onto the pmeg[7:0] lines. The 
output of the Page Map is ignored for this (and all control space) cycle. 

The sb_a[29:18] and ctxt[3:0] signals are valid by the clock cycle in which sb_as_ is asserted: 

Figure: 3.18 Clock Cycle 

ell 

sb_AckS 

lodcn -
sb_rd 

iod (rd) 

pmeg 

iodat_ 

ab_rd 

iod (wr _ 

sm_wr_ 

pm cg •r m 

Segment Mop 
Accoss Cycles 

Read Cycle 
(sm_wr_ high) 

The sm _ wr _ signal is asserted for one clock. The first half-clock is used to allow the segment ram to get 
off the pmeg databus. During the second half-clock the mrnu drives the value from the iodata bus onto 
the pmeg bus. The mmu continues to drive this data for the half-clock after sm wr is negated to allow 
for hold time. During this clock, both the segment map RAM and the mmu+ ~be driving the same 
data onto the pmeg bus. The sb_a[29:18] lines must not change in the clock following sb_as_ negation 
on segment map access cycles. 

Critical Path: ioden_ to iod[7:0] valid to data out on pmeg[7:0]. Must all happen 40 nsec after 
sb _elk rising edge. 

Only byte accesses, with ls address bits zero, should be made to the Segment Map. 
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•Page Map Access 

Page map access is extended by 4 bits on the CPU-2CE for VME only. Writing to or reading 
from ASI 4 will access the Page Map RAMs. The location accessed is selected by the pmeg 
value (selected by the current context and sb_a[29:18)) concatenated with sb_a[17:12]. Timing 
is identical to the Segment Map cycles, except that for word accesses, four cycles will be done 
(because the mmu+ will respond with sb_ack8_). The page map value is defined as follows: 

Page Type Entry 

31 

I w Is 
24 

Ix 
19 0 

Page 

• Page Type Bits 

Bits 31 through 16 of the page map entry provide the following information about the page: 
27 and 26 Type bits, which select device space access as shown in the following table. 

Table: 3.14 Page Type Bit Definitions 

Bit 27 Bit 26 Type 

0 0 Main memory (type 0) 

0 1 1/0 space (type 1) 

1 0 VME 016 Port (type 2) 

1 1 VME 032 Port (type 3) 
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3.8.4.2 Device Space 

Type 

0 

0 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

Table: 3.15 Device Space 

Address Device 

ooxxxxxx Ramsel [OJ (on-board DRAM) 
to 

07XXXXXX 

08XXXXXX Ramsel [1) (off-board DRAM) 
to 

OFXXXXXX 

FOXOOXXX Keyboard/Mouse 

FlXOOXXX sec 
F2XOXXXX TOD,NVRAM 

F3XOOXXX Counters 

F4XOOXXO Parity ControVStatus [0) 

F4XOOXXX Parity ControVStatus [1) 

F5XOOXXX Interrupt Control 

F6XXXXXX EPROM 

F7200XXX Floppy 

F7201XXX Audio 

F7400XXX Aux 1/0 

F8XXXXXX SBSel Zero 

F9XXXXXX 

FAXXXXXX SBSel One 

FBXXXXXX 

FCXXXXXX SBSel Two 

FDXXXXXX 

FEXXXXXX FLASH (Optional Feature) 

FFXXXXXX LED's and Hex Switch 

SBus Select Zero is for on-board OMA on the CPU-2CE. Both Floppy and Audio use the fd_rd_ 
and f d _ wr _ signals. The use of sb _ a[12) to distinguish between the two devices is done at the 
board level, not in the mmu+ chip. 

For Interrupt and Counter accesses, see the details in following chapters. 
Devspc is assumed low in the following diagrams. 
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• SBus or DRAM Access 
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SBus and DRAM decodes are different from any other mmu+ decode. In these cases, the mmu+ 
does not provide any sbus acknowledge (the sbus device or ram controller is expected to do that) 
and the select signal is totally asynchronous. The sbus device or ram controller must look at both 
its select signal and sb _as_ in order to decode itself. 

The following diagram shows an SBus or DRAM access: 

Figure: 3.19 SBus or DRAM Access 

sb_clk. 

sb_as_ 

sb_pa 

rnmsel_[x] 

devspc_ 

Sb_ack{S,32}_ is not shown; it is generated by the slave device. 1be sb_pa lines also include 
the mmu pennissions and statistics bits. The rarnsel_ output could as easily be an sb_seln_ 
signal. See the note on statistics updates regarding how quickly the physical address may change 
to guarantee correct operation on statistics update cycles. 
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•TOD, EPROM, Floppy Access 

The 481'08, EPROM, and Floppy Controller/Audio chips have identical timings. 

The EPROM and 48T08 are assumed to have a 200 nsec access time. 

Figure: 3.20 Scan EPROM Access 

sb_clk 

sb_as_ 

1b_ack8_ 

iodcn_ 

sb_rd 

xrd_ 

iod 

Figure: 3.21 2nd EPROM Access 

sb_clk 

sb_as_ 

sb_ock8_ 

ioden_ 

sb_rd 

:>.wr_ 

iod 

TOD. Floppy Write Cycle 

Hardware 

Note that the wr_ strobe (or cs_, in the case of the TOD chip) is asserted before the data is valid. 
The iod bus makes setup to the trailing edge of the wr_ strobe. In addition, the minimum wr_ 
low time for the Am79C30 is 200 nsec. This is guaranteed by the fact that LSI's process goes 
low faster than high.Writes to the EPROM will return an sb_ack8_ but will not enable any chip. 
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• Parity Register Access 

Access of the parity control register does not cause ioden _ to be asserted, since the register is in 
the ram+ gate array on the sb_d bus, rather than the iod bus. 

Figure: 3.22 Parity Register Access 

i;b_cllc 

sh_11s_ 

sb_11ck32_ 

ioden_ 

par_cs_[x] 

sb_rd 

• SCC/KB Mouse Access 
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The 85C30 Serial Communications Controllers used for the serial ports and for the Key­
board/Mouse pons have longer access times than other 8-bit peripherals. In addition, the mmu+ 
chip guarantees 1 uSecond of hold-off time between accesses. 

A 6 MHz 85C30 is assumed, with 180 nsec rd-datavalid delay, 200 nsec rd width, 300 H~e­
Adr-to-rd-datavalid, 200 nsec wr width, 10 nsec write-data-valid-to-write-asserted delay. 

Figure: 3.23 SCC/KB Mouse Access 

1b_elk -~ --
1b_as_ 

1b_ack8_ -+---+--+---tr--+--+--r--.""'-
1b_rd :x 
lodcn_ 

acc_wr_ 

iod 

ioclen_ 

I 

sec 
Access 

J Write 
Cycle 

' J:: 
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3.8.S Protection Checking 

An access violation may occur on any device space cycle. When sh_ as_ is recognized along with 
any access violation, no statistics update cycle will take place, and no device will be selected. 
Error reporting is done by the cache+ chip. The following rules must be satisfied to allow a cycle 
to take place: 

•if user_ is low, mmu_s must be low 

•if sb_rd is low or ctl[l] is high, mmu_w must be high. 
ctl[O] must be low. 

• Ctl[O] is used by the cache+ chip to report an address violation in which iu_a[31:29] were not 
either all ones or all zeroes. Ctl[l] is used to report a load-store cycle, which must not take place 
if the page is not writable. 

3.8.6 Statistics Updates 

Every successful device-space access will cause a statistics update cycle to take place to the 
current page map entry. A read-modify-write cycle is done on the statistics byte (pm_wr[2]j. 
The mmu_a bit is set to one, and the mmu_m bit is OR-ed with one if this is a read cycle. 
Because of this cycle, the cache+ chip must guarantee that the high-order virtual address lines 
(sb_a[29:12]) does not change for 2 clocks after the assertion of sb_as_. 

Figure: 3.24 Statistics Updates 

sb_cllc 

sl.>_as_ 

gb_a{29: 12) 

pm_wr{2L 

statistics 

mstAt_oc_ (intern 1) 

/ 
-

: 
K / 

\ 

I\ v ' 

As with the nonnal page map and segment map writes, the page map write enable signal is 
asserted in clock 2, and the mmu+ drives the statistics bits in the second half of clock 2 and the 
first half of clock 3. The write-enable signal is negated in clock 3. In order to provide address 
hold time, the input addresses may not change until clock 4. 
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3.8.7 Interrupts 

The Interrupt Register provides for software generation of interrupts and allows the CPU to 
disable all interrupts or only cenain ones. It is cleared on sh _reset_, and has the following fields: 

31 ~ 

Enabled 
14 

Reserved Enabled 
10 

Enabled 
8 

SWI 
6 

SWI 
4 

SWI 
1 

Enable 
Any 

• All irq[13:1]_ inputs may be asynchronous to the system clock. 

•Software interrupts may be generated on levels 6, 4, and 1 by writing a 1 into bits 27, 26, or 25 
when interrupts are enabled (bit 24 high). 

• Level 15 interrupts (maskable only by the Enable Any bit) are captured from the sh merr - -
input sb _ merr _ is ignored on cpu read cycles, when the Cache+ chip would be generating a 
synchronous error. These cycles are identified by all sb_bgn_ negated and a one-clock-delayed 
version of sb _rd asserted. 

• Writing a zero to the Enable Interrupts bit (24) clears any pending level 15 interrupt. 

• Writing a zero to any of the Enable bits in the Interrupt Register only masks out that levels 
interrupt. It does not clear the source, with the exception of level 15 requests. This is different 
from the Sun-4 architecture, in that the periodic interrupts at levels 10 and 14 must be cleared by 
accessing their respective Limit Registers (see "Counters" below). 

See the SUN Calvin System Specification for a list of mappings between interrupt levels and in­
terrupting devices. 

3.8.8 Counters 
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The :MMU+ has two microsecond-resolution counter/timers which provide periodic interrupts at 
levels 10 and 14. There are two counter registers and two limit registers. Interrupts occur when 
they are enabled in the Interrupt Register and the counter reaches the value preset in its 
corresponding limit register. 

•Each counter is set to 1.0 uSec on sb_reset_ and free-runs. 

• The least significant 10 bits of each counter always read as zeroes to allow for future expansion 
to sub-microsecond resolution. 

• When a counter reaches the value set in its limit register, it is set back to 1.0 on the following 
increment, and the Limit Reached bit is set 

• Counter 0 interrupts at Level 10 when enabled. 

• Counter 1 interrupts at Level 14 when enabled. 
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•Reading a Limit register clears its Limit Reached bit, clearing the pending interrupt. Clearing 
the level JO or 14 bit in the lnte"upt register does not clear a pending interrupt,· it only masks 
it. 

•Each Limit register is set to all O's on sb_reset_, allowing the counter to freerun. 

• Writing to a Limit Register will set its corresponding Counter back to 1.0 uSec. 

•Both counters may be read at any time, and are guaranteed by hardw~ not to increment during 
a word read operation. 

• Both counters are separately writable for testing purposes. They should not be written in nonnal 
operation as results would be unpredictable. 

Figure: 3.25 Counter 

Counter 0 OxF3000 0000 
Counter 1 OxF3000 008 

Figure: 3.26 2nd Counter 

Limit 0 OxF300 0004 
Limit 1 OxF300 OOOC 

3.8.9 110 Register 

Limit Counter Value 0 
Reached 

31 10 

Limit Comparator Value 0 
Reached 

An 8-bit parallel port exists at Type 1 Physical Address OxF740 0000. It is a pseudo-bidirectional 
port which can read the value at its pins and has open-drain outputs. To use an individual bit as 
an input, it should be always written with a "l" to avoid contention on that pin. 

• All bits are set to 1 's on sb reset . - -
• See the SUN Calvin System Specification for the functional mappings of the bits. 

• Bits which may be used as outputs must have an external pullup resistor. 
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3.9 Pl Bus Interface Overview 

Illustrations of the Pl/P2 connectors of the SP ARC CPU-2CE card can be found in Section 2. The Pl 
and P2 connectors are identical. 

3.9.1 Pl!Pl Connector Numbering 

The CPU-2CE follows standard VME pin numbering of 3 rows of 32 pins on each connector. See section 
2 for the pin signals. 

3.10 Serial Interface A and B 

3.10.1 Serial Interface A and B Device Address 

The address of Serial Interface A is OxE2000000. 

On-Board Input/Output (OBIO) 

3.10.1.1 RS232/RS423 Jumper Selection 

The serial ports are RS-232-C or RS-423 with the default being RS-232-C. If RS-423 is needed, set the 
block before power up. Move the jumpers position to set RS-423. See the next page for the CPU-2CE 
defaults. The two ports are linked so both must be either RS-232-C or RS-423. See section 2 for pin 
signals. 

3.10.2 Serial Interface A/B Definition 

The A serial port interface supports asynchronous RS-423 with full modem control lines. For most 
applications, the interface will be directly compatible with RS-232 equipment as well. In addition to the 
RS-423 interface logic, four of the signals are brought out to separate connector pins via RS-423 
compatible drivers and receivers. Transmit Data (TxD), Receive Data (RxD), Request to Send (RTS) and 
Clear to Send (CTS) signals are provided for use in electrically noisy environments or where longer cable 
lengths are required. 

3.10.3 Serial Interface A/B Performance 

Asynchronous Speed: 19.2 Kbaud 

The maximum baud rate supported by the Boot PROM on the SPARC CPU-2CE is 19.2K bits/second and 
assumes a 1/16 bit clock divisor. Faster bit rates can be programmed for custom applications. Refer to 
the Z8530 SCC Technical Manuals for more details. For reference, the clock input to the SCC for baud 
rate generation is 4.9152 MHz. 

The A/B serial port interface does support Synchronous Serial Communications. RS-232 limits 
transmission rates in asynchronous mode to 20K bits/second, and RS-423 limits data rates to lOOK 
bits/second. 
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Figure: 3.27 RS-232/423 Jumper Blocks 
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3.11 Keyboard/Mouse Interface 

3.11.1 Keyboard/Mouse Device Address 

The keyboard/mouse address is OxFOOOOOOO. 

On-Board Input/Output (OBIO) 

3.11.2 Keyboard/Mouse Interface Definition 

The keyboard/mouse serial interfaces are implemented with a Z8530 Synchronous Serial Communications 
Controller. The SCC features two programmable serial channels with built in baud-rate 
generators. The clock input to the SCC for baud-rate generation is 4.9152 MHz and is independent of 
the IU clock. 

Reset of the keyboard/mouse SCC is forced at power-up by asserting both read and write strobes 
simultaneously. 

Mouse and keyboard data are transmitted and received over connector Jl 101 (DB-15). All data signals 
are TTL-compatible and cannot be direct-connected to RS-232, RS-423, or other non-TTL compatible 
equipment. 

3.11.3 Specifications 

The keyboard/mouse interfaces are designed to connect to Sun type-3 and type-4 keyboards. The Boot 
PROM will interrogate the interface upon power-up to determine if a keyboard is present. If not, the 
PROM expects a terminal to be connected to the Serial A port. 

NOTE: The keyboard/mouse interface is intended for use with Sun keyboards only; custom serial 
expansion via this interface requires Boot PROM modifications. 
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Section 4 

APPENDICES TO THE HARDWARE USER'S MANUAL 

The CPU Card Schematic Diagrams 

This appendix provides schematic diagrams of the key interfaces in the SPARC CPU-2CE for better 
understanding. 

All of the included schematics and drawings are listed below: 

DWG Schematics 

Serial Cable Drawing 

Ethernet Cable Drawing 

Reader Comment Card 

Product Error Report 
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1!25 
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PlB AM<5 .. 0> 
I -

PJ_fV'15 I Vl'1E_AMS 
PJ_AN-4 ur£_At14 
PJ_AN3 

PJ_ANl 

I DI I PJ_AM0 V1'1E_A31 
p ur£_A30 ~ ID 

~SON ~!B-ACK:32 ur£_A29 

P J _Pl"IEG< 23> 
~50fT SB-ACKB Pl_Al"CG<22> 

PJ_ANEG<21 > ur£_5Y5R 
PJ_ANEG<20> 

~ SB_ERR ur£_JAO<OUT 
PJ_AJ6K< JS> 
PJ_Al6K< 1-4> ur£_JAO< 

5B_RE5ET 5B-LERR 
PJ_A16B<3> 
PJ_Al6B<2> ur£_ llGOlJT3 

5!LCLK 5B_RD PJ_A16B<l> ur£_ llGOlJT2 
ur£_1lGOUT I .. ur£_1lGOlJT0 

CTL<l> S!LBR PL5YSR 
ll'~0<7,. l~* Vl'1E_l!R3 

5B_l!G I~ t I'll -
Pl_JR07 ur£_1!B5Y 
PJ_)R06 

c I PA 19 16Hll< .,1 PLIROS 
ur£_ llERR h3 UMt Ht b!l-S* I c Pl_lR0"4 PA_J9_J611 

Pl_IR03 
PA<31.. 0> PJ_JR02 ur£_DTAO< 

PLIROJ 0 PA2e 5IZ2 (f) VME_LW 
PA27 51ZI PLIACKIN c PA26 51Z0 f- Vl'1[_A5 
PA2S PLIACK -j PA24 ~ 

!!_ASEN 
PA23 1J PA22 o_ PA2J D7 PJ_eGIN3 c 5YSCLK 
PA20 D6 PLBGIN2 z DS Pl_BGINJ -j PA4 D• Pl_PGIN0 H PA3 0:3 (J] VME_m!J 
PA2 02 \)1'1[_050 
PAI DI 
PAI! D0 PLBR::I 

PJ_BR2 HA_CLK 
Pl_BRl 

51!_A5 Pl_BR0 HA_EN 

BI I I I!! 

HB_JRQ PLBBSY 51..._CU< 
f9_JR0<7> 

TYPE< l > f!_IR0<6> PLBERR SL_EN 
TYPC<B> B_JRO<S> 

ILJR0<-0 PLDTACK 
e_JRO<J> 

I~ !!_JR0<2> Pl_LW PJT5BCLK 
lLIRO< J > 

PLA5 PJT511ENX 
l!_A3L29L 

Pl_&.olR PJT511Er.1 
J!_A21L26L PlB DS(l 0»!< 

I PJT5BENL 
l!_A25_2•L ·- PLD51 

PJ_DS0 5BTPICLK 

51!TPJENX 

54V1'1E 

I 

5BTP!Er.1 
5Y5XCI 

Ul37 SBTPJENL 

"I ? c ... Tc,,,TI ~ "'U I I 01 ~171 "'I "" I A •• ?N 
1 

5Y5XCO SBLJS lJME PJ_5f;L< I> 
PL5EL<0> 

C7 t.L 

I 
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20<.J ucc 4 7¥ 5-0TJ• GEN_POR 
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VME RM<5 •• 0> 

VME_RQ.l,. 0> 

PlB DS< 1 »t• 

SL ACLK 
~Nll< 

MA_"l.Q.K. 
MA..QJ..K 
MA_8f:_Nll< 

6 

l.164 

l
~CTB2:91 DB TB 
07 Y? 
06 Y6 
OS TS 
0"4 Y'4 
03 Y3 

gy ~f 2 
00 Y0 

rtLK OCh 
U77 

29821 
_uJD9 yg I 1.C 

06 YI! 
07 Y7 
06 Y6 
OS TS 

~
04 ~; 

Y2 
YI 
Y0 

K 0C pi-, 

"' 

"' 

8M~5~~: 12~ II U•3 pl AS"' 

~~ :YSCL• " Ii' o Pl SXSCLK 
T ll< Pl SYSf"AIL• 

s 

"'53 

FCT821 109 
DB 
07 
06 
OS 
04 
03 
02 
DI 
00 

Y91 

YB 1 
Y7 6 
Y6 
YS 
Y4 
Y3 
Y2 l 
Y 1 2 A 

YI') 

crCLK OC~ 

U76 
--
29821 

_uj09 y9 I ,. 
D6 YB 
07 Y7 
06 T6 
OS TS 
04 Y4 
03 Y3 
02 T2 
DI Tl 
00 Y0 

dCLK oc~ 

t!f !! 1-- Y I 

4 3 

U6B 
---

1 FCT821 
09 Y9 
DB TB 
07 Y7 
06 Y6 
05 YS 
04 Y4 
03 Y3 
02 Y2 
DI YI 
D0 Y0 

CU< oc 

UBS ---
29821 

-tt-1~ yg I 14 

YI! 
07 Y7 
06 Y6 
OS TS 
04 Y4 
03 Y3 
02 Y2 
DI YI 
00 Y0 I,,, "' 

JiCLK oc 1:>1-i 

111.20... 

Ul27 Ul27 

NEW IACKOUT s ~g Pl IACKOUTll< 
VME BGOUT<3> 3 ~· Pl BGOUT<3>* 
VME BGOUT<2> 9 ~e Pl BGQUT<2>* 

~g~::~~~i!!~ .. £2;J?>0 " P~::~~i!!~: 
U127 U127 U127 

172P 
RPB 
19< 

2 

Ul01 
F"24'"4 

U7B 

29821 

P...1...BQ.l .. 0> 

Pl RM<S 0> 

T91E 

TB 
T7 
T6 
TS 
H 
T3 
T2 
Tl 
T0 

t 
IL 

~ 

,.--,,, ..... K oc pi, ~ 
Pl !ACK* 

e .... 2 ~~~~ 

Cll ,....,6-..2.QL, 

~ ~~.1....291. :::: 
PA lSI lfiHll< 

::if;!TPl!:;L.K-M 

U94 U94 

VME BR3* 3 ~oc• Pl BR<3>* 
VME BBSY* s ~°'i; Pl BBSYll< 

UM~=~TA~K.. 07 9 i? oc, p;~~TA~Kll< 
M ER ll< '" ~ oc, BE Rll< 

VME SYSRll< 97 H ~ oc11 Pl SYSRll< 

U94' l.19<4 U94 

VME ... SYSf""IL• I [;; oc2 I 
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P_l L55Q. K 
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Al Bl 8 A0 110 

~ OCA OCll P'-
10 . PA CPB 

?l(j CEA ce:B pn= 

U52 

FCT52A 

A7 117 
A6 l!6 
AS es 
A• B• 
A3 B3 
A2 B2 
Al Bl 
A0 110 

-.lie OCA OCll 
ll PA cp• c::rrc CE:A ce:B 

R25 I R29 
!!"l •. 7t< 

.2SW 
sx 
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8 
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D P_l.D_Ql ~ 

SBUS TO VME 
TRANSFERS 

c 

5lilE'..l CU<-::r:t 

5ll_TPJ...E:..NH>1< 

5I!._TPJ...E:..f':!I."' 

VME TO SBUS 
B TRANSFERS 

~ 

P J. T-5m:_NH>1< 

PJ..TSBE~* 
A 

P ..l. _SEL <..l. c02. 

e 7 

6 s • 3 2 

IBP 64P 98P 1•2P 
U65 use U66 U90 

FCT520 FCT520 FCT520 FCT520 

I 
07 Y7 r ~~ 

07 Y7 l=i=$~ u 07 Y7 

w~ ~ 07 Y7 

I D6 Y6 06 Y6 D6 Y6 D6 Y6 
DS YS ;::; 

~ 
DS YS OOH ~ OS YS 

,~~ ~ 
OS YS 

D• H D4 Y• r-e H D• H D• H 
D3 Y3 ~ D3 Y3 r- !-1 ~ 

03 Y3 D3 Y3 
D2 Y2 f::l • 02 Y2 D2 Y2 D2 Y2 
DI YI t:: DI YI ~.. t:1 DI YI ~ DI YI 
D0 Y0 '-.It:± 00 Y0 00 Y0 D0 Y0 

~II 91 ~ _{ ~ 11 SI --~ .i ~ II SI _«!_ ~ II SI _R 
.n_ LIL _s_; ...L 10 90 10 50 10 50 10 90 

CQK oc pu-, CCLK oc ~ CCLK oc pu-, rQK oc pu-, 

2P 2'.3P 76P 131P 
U2• U•I U•9 U60 

FCT520 FCT520 FCT520 FCT520 

~ D7 Y7 l!. ~ D7 Y7 1 D7 Y7 ~ ~ 07 Y7 -ft D6 Y6 D6 Y6 D6 Y6 D6 Y6 _._ 
D5 YS .:a: D5 YS 

·a 
DS YS _lL OS YS -1lL 

7 D• Y• 7 7 
D• Y4 7 7 D• Y• 7 7 D• Y4 7 

=I D3 Y3 _§_ D3 Y3 _§_ D3 Y3 ± D3 Y3 ~ 
D2 Y2 _§_ D2 Y2 _§_ D2 Y2 D2 Y2 19 

~ DI YI . DI YJ . DI YI . DI YI ~ .L D0 Y0 -3.: D0 Y0 D0 Y0 .L D0 Y0 _h 

~II SI jf- ± ~ II SI _B_ ~ II SI ::!: ± ~ II SI :!: ± 10 50 10 50 ..il. _I_ 10 50 10 90 r+QK oc P11-i LCLK oc ~ CCLK oc ~ J ~ ~K oc ~ 
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B 

" 

8 7 

3P 

GNO IP -:.,r-J.;:r...l.. 
5HJ(LD T 'i':,"I v "" 

CA8 NJN1DB26 
9P ."22 IT ~ 37P 

--- u315 _ ~ _I '-::: ~ U56 
~,,...~~ 

~ 36P 

~~ ~ 3SP 

GND &< ~ ~ U56 
~ 

~~ 
~t!t 
C1 ~ 31P 

8 

~ 
[j ';;_ • ~•• P"A" 

el~ 
~~ 
~ 

SERIAL PORT A 

kbdt 

2P 
U72 

IP-

LJ7! 

t t I thr"..no I d'::J!I:I>-'1-
k b t JCd 4 

ttlU'W"ellhold 
p3a 
gnd ::Jit:I>-'l-
~~::ili!CI>-'1-
p6a 
gnd 

- p8a 

p~~~;tjt;=rj'--"'tflr"-
p~7~-' 

gnd -..r--r-.._rT-

"cc 

7 

U103 

I 21 3 

6 

6 

5 

GND 
eo--i.. .--~°'wt·• tA ..... c: r..-.d 

~~l 
SHIELD 51p 27 2'B "'""'!: C119 NINIOB26 

."22 lF ~ 63P 
~~a U56-~ - T '-;;: ~ U36 
~Rf"T~~ 

~ 

~~ r:1' 621' 

~D ~ 6 
036 ~ '.;;:. • ~ ·• P?0B 
_Pe~---~ 
~l".1 

~ 
C1 ~ •6P 
.., i'.:l' U3• 
u~ 
el~-· 

~~ 
_llil' 

SERIAL PORT B 

3 2 

-1 NOTE: lnstal I jurr,.:>•r• to .J./-L02V 

txda~ 
I 21 3 !:; ! Ill II! 

8530 
TwDO 

Dc7> RwDO 
0<6> 

_,_ 
0<5> QllllO:-. 

~D<•> 0<3> S'rNO>o 
0<2> 

..__ 
0 ( 1 ) tJTR,.q:oa. 
D<MP RTSAo 

b UH'l6~1= ., "" 

rtsa•~ 

t•db~ 

trxcb•EE 
dtrb• 

r-tsb• 

TwDll 
RwDll 

TRwc&o 
D 1a_a~·i>~C. 

Rlwc&o 

""" 

16P J?P 
TPml R'.34' 

(> 1~ vcc fdpu~BP 
R23 TPee 

VCC ttltl"lre~hold =id"" 
6 
• gn 

lfOR[lE 
5 
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8530 
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rtsa• !FMl!i 
ct:~us• !liM!!! 
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rxdb ~ 
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rtxcb• -W186 

26P --dtrb• -rtsb• -ctsb• -dcdb• T"53 
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R27 
OMl2V 10 :tN,.__.1_.:.-..,1zv"" 

C7!! s:: Cfl9 

10 LF'.:[ I · 1 IT GNP 

1P113 R45 

012V 

Cl35 J_ . .l.. C!3~. 
10 lF z I .I lF 

AJN2-# x ' N l Thru-ho Iv 
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AINI--,/\/' I N I I 

6 

GNP 

VCC H< GNP 

7 9C30 ARE" 

~~ 
"" !:AR2 

!:ARI 

LS! 
L!!I 

CAP2 
CAP! 

INT• - - GNP 

!!ll!N 
!!!!OUT 
SCLK 
Sf'S 
MCLK 

LOUT2 
LOUT! 
LINZ 
LIN! 

H!!W l ... 
-
GND 

r03 

~I TPl..S ~U32 Rj'~ 
s:us<J2> * 1 < 7 led_o 

•n2-40• 

e 7 6 

........ 

2-4P ..... 

s • 

79P 
OOP 

5HlELDe~ 9 .~ 

GND ' ,". "'f"' 

d•nps I I B 
d1np•-t----\---__; 

d•np2 I , ...,. i:. 
d1npl ""'- --

a1nl r I ,.,~ 1 

_•ar-2 

TP123 

U96 TPl"5 

rTP1"4 0 ~dc-•rq• 

.f'dd1r 
fdstp 

fdpu 
fdwp 
fdtrk0 
fdurdta 

fdhdsel 
.f'dl'l'IOtor 

fd ... 

.f'drddta 
fdpu 
.f'd1dw 

gnd 

FLOPPY 
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Features 

single-chip pin-compatible replacement for the Cy­
press CY7C601 integer unit and either the WEITEK 
WfL 3171 or the Cypress CY7C602 floating-point 
coprocessor 

Lower power and real estate requirements for both 
current and new designs 

Description 

The W8701 is a single-chip re;lacement for the Cypress 
CY7C601/CY7C602 SPARCT RISC chips. It contains a 
SPARC processor and floating-point coprocessor on a 
single die. The W8701 can be used as a production up­
grade to current designs by plugging the W8701 into the 
CY7C601 processor socket, and leaving the coprocessor 
socket empty. Th swill provide higher throughput, lower 
power requiremnts,and reduce cost while maintaining 
full software compatibility. 

Figure 1. The W8701 SPARC processor: a single-socket 

1114/91 ROP 
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Higher floating-point performance (comparison) 

Complete binary software compatibility with the Cy­
press (CY7C601/602), the Cyprcss-WEITEK 
(CY7C601twn.. 3171), and the LSI Logic 
L64811 IU/L68414 FPU chip sets 

Available for bus clock speeds of 25, 33, and 40 MHz 

The W8701 is an implementation of the version 7.0 
SPARC architecture. It provides complete compatibility 
with the Cypress SPARC chip set or the Cypress-WEITEK 
combination chip set. 

This document covers the features unique to the W8701 
and provides complete electrical and mechanical specifica­
tions. 



Signal Description 

In this chapter we will describe the W8701 's external signal 
interface. 

Memory subsystem interface signals 

Interrupt and control signals 

Integer to floating-point unit signals 

Power and clock signals 

Signal Description 

A(31:0] Address bits 

AOE- Address Output Enable 

ASl[17:0J Address Space ID 

BHOLD- Hold signal from 1/0 bus 

COE- Control Output Enable 

0[31:0] Data 

DOE- Data Output Enable 

DXFER Data Transfer 

FNULL Floating-point unit null cycle 

IFT- Instruction cycle flush trap 

NULL Integer unit null cycle 

LDSTO Load and store (atomic) 

LOCK Bus lock (multi-cycle instruction) 

MAO Memory address Output select 

MOS- Memory data strobe 

MEXC- Memory exception 

MHOLDA- Hold signal from memory 

MHOLDB- Hold signal from memory 

RD Read access 

SIZE[1:0] Bus transaction size 

WE- Write enable 

WRT Write Tag 

Figure 2. Memory system interface signals 

2 

NOTATIONAL CONVENTIONS 

Signals that arc active low will be marked with a suffixed .. 
dash(-) after the signal name. All other signals arc active 
high." Active" and "asserted" arc equivalent terms, as are 
"inactive" and "de-asserted." When signals arc shown as 
ones and zeroes, a "1" always indicates a voltage near 
VCC, while a "O" indicates a voltage near GNO. 

Type 

Tri-state Output 

Input 

Tri-state Output 

Input 

Output 

Tri-state 

Input 

Tri-state Output 

Output 

Input 

Output 

Tri-state output 

Tri-state output 

Input 

Input 

Input 

Input 

Input 

Tri-state output 

Tri-state output 

Tri-state output 

Tri-state output 
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Signal Description, continued 

Signal (Pin Name) Description 

ERROR- Internally generated error 

INTACK Interrupt acknowledge 

IRL{3:0] Interrupt request level 

RESET- Reset input 

TOE- Test output enable 

Figure 3. Interrupt and control signals 

Signal (Pin Name) Description 

FINS1 Floating-Point Inst. Buffer 1 

FINS2 Floating-Point Inst. Buffer 2 

FLUSH Flush Floating-point Unit 

FXACK FPU Exception Acknowledge 

INST Instruction Fetch 

Figure 4. Integer unit to floating-point unit signals 

Signal (Pin Name) Description 

FCC[1:0] Floating-Point CC bits 

FCCV Floating-Point CC bits valid 

FEXC- Floating-Point Exception 

FHOLD- Hold signal from FPU 

Figure 5. Floating-point unit to integer unit signals 

Signal (Pin Name) Description 

CLK Main Clock 

VDDI Main Internal VCC 

VDDO Output Driver VCC 

VDDT Input Circuit VCC 

VSSI Main Internal GND 

VSSO Output Driver GND 

VSST Input Circuit GND 

Figure 6. Power and clock signals 
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Type 

Output 

Output 

Input 

Input 

Input 

Type 

Output 

Output 

Output 

Output 

Output 

Type 

Output 

Output 

Output 

Output 

Type 

Input 

Power 

Power 

Power 

Power 

Power 

Power 



DC Specifications 

ABSOLITTE MAXIMUM RATINGS 

Parameter Range 

Storage Temperature -65 °C to+ 150 °C 

Ambient Temperature with Power Applied -55 °C to+ 125 °C 

Supply Voltage to Ground Potential1 -0.5 voe to +7.o voe 

DC Voltage Applied to Outputs in High Z state -0.5 voe to +7.o voe 

DC Input Voltage -3.o voe to +7.o voe 

DC Output Low sink Current 30mA 

DC Input Current -10 mA to +10 mA 

Ambient Temperature• (T.) O °C to +70 °C 

Supply Voltage (Va:) +4.5 voe to + 5.5 voe 

Power Dissipation (all outputs floating) 2.2 watts 

• Ambient temperature is defined as the case temperature just before power is applied 

All power and ground pins must be connected before power is applied. 

Figure 7. Absolute maximum ratings 

DC CHARACTERISTICS 

Parameter Description Test Conditions Minimum Maximum Units 

Vo;.i. Output High Voltage Vo:., Min, loH "'-2.0 mA 2.4 v 

VoL Output Low Voltage Vee• Min, loH • 8.0 mA 0.5 v 

Vu.-1 Input High Voltage 2.1 Vee v 

VIL Input Low Voltage -3.0 0.8 v 

l1H Input High Current Vee., Max,V1N=Vcc +10 µA 

Ill Input Low Current Vee - Max.VIN cVss -10 µA 

loz Output Leakage Current 
Vee .. Max, 

--40 +40 µA 
VIN. v ssSV ourSV cc 

Ice Supply Current Vee• Max, f • 40 MHz 450 mA 

Ice Supply Current Vee• Max, I• 33 MHz 400 mA 

Figure 8. DC characteristics 

PIN CAPACITANCE 

Parameter Parameter Description Value 

C1N Input Capacitance (Vee - 5.0 voe.TA - 25 °C, I - 1 MHz) 10 pF maximum 

Cour Output Capacitance (Vee - 5.0 voe, TA - 25 °C, f "' 1 MHz) 12 pF maximum 

Cvo 110 pin Capacitance (Vee• 5.0 VDC, TA• 25 °C, f • 1 MHz) 15 pF maximum 

Figure 9. Pin capacitance 
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AC Specifications 

NOTATIONAL CONVENTIONS 

W8701 INTEGRATED 
SPARC PROCESSOR 
TECHNICAL OVERVIEW 

ADVANCE DATA 
February 1991 

The individual AC specifications arc not numbered; they 
are identified by the signal name and a parameter type 

from the table in figure 10. Future editions will use 
WEITEK's usual notation for AC specifications. 

Signal Definition 

Tc1o Propagation delay time of an output referenced to a given clock edge 

T11o Hold time of an output referenced to a given clock edge 

T&; Setup time of an input referenced to a given clock edge 

T111 Hold time of an input referenced to a given clock edge 

Ton Turn off time for a tri-state output driver after the rising edge of DOE-

Ton Turn on time for a tri-state output driver after the falling edge of DOE-

CLK+ The rising edge of clock CLK 

CLK- The falling edge of clock CLK 

Ct.oAO Output Load Capacitance: A load capacitance of 50 pF is assumed 

All times are given in ns. Clock references are made with respect to the 1 .5 VDC level of the clock. HOLD signal T c1o from 
CLK+ must be 8 ns or less@ 33 MHz and 7ns or less@ 40 Mhz. ~ .. t1 ~ 3ns. Inputs switch 0 to 3.0 VDC 

Figure 10. AC timing specification conventions 

OlITPlIT SIGNALS 

Pin Name Parameter Ref Clock Edge 33 MHz 40MHz 

MAX MIN MAX MIN 

A(31 :OJ Tdo'T ho CLK+ 24 7 20 7 

AS1(7:0J Tdo'Tho CLK+ 24 7 20 7 

SIZE[1 :OJ Tdo'T ho CLK+ 24 7 20 7 

RD Tdo1Tho CLK+ 24 7 20 7 
LDSTO Tdo1Tho CLK+ 24 7 20 7 

LOCK Tdo'Tho CLK+ 24 7 20 7 
WE- Tdo'T ho CLK+ 24 7 20 7 

WRT Tdo'T tio CLK+ 24 7 20 7 

0[31 :OJ Out Tc1o'T ho CLK+ 15 4 13 4 

OXFER Tc1o'T ho CLK+ 23 2 19 2 
ERROR Tc1o'Tho CLK+ 15 3 13 3 

FNULL Tdo'T ho CLK+ 13 3 11 3 

INTACK Tdo1Tho CLK+ 15 3 13 3 

INULL Tdo'Tho CLK+ 13 3 11 3 

Figure 11. W8701 output timings, relative to CLK 
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AC Specifications, continued 

OUf PITTS WITH RESPECT TO HOLD AND MAO 

Pin Name Parameter Ref Clock EdQe 33MHz 40MHz 

Min Max Min Max 

A/CTL' T.JT"" HOLD+/- 0 15 0 12 
AICTL~ T,JT"" :i MAO+/- 2 14 2 12 

DXFER T.JT"" 2 HOLD+/- 0 15 0 12 

DXFER Tn./T"" 2 HOLD+/- 0 0 0 0 
1 A/CTL signals include: A(31:0], AS(17:0], SIZE(1:0], RD, LDSTO, LOCK, WE-, and WRT 
2 The HOLD in "Reference Edge" above includes MHOLDA-, MHOLDB-, BHOLD-, and FHOLD 
3 MAO may be deleted 

Figure 12. W8701 outputs with respect to HOLD and MAO 

INPUTS WITH RESPECT TO CLK 

Pin Name Parameter Ref Edge 33 33 33 33 40 40 40 40 
MHz MHz MHz MHz MHz MHz MHz MHz 

Ts1 THI Ts1 THI Ts1 THI Ts1 THI 
min min max max min min max max 

D(31 :OJ In T,(f h; CLK+ 2 5 2 4 

MEXC- T,; CLK+ 11 1 10 1 

MHOLDA-' T,; CLK+ 4 5 3 4.5 

MOS- T,; CLK+ 4 5 3 4.5 

IRL{3:0] Ts; CLK+ 10 5 8 4 

RESET- T,; CLK+ 10 3 8 2 

AOE-5 T,; 11 19 9 17 

TOE- Th; 

4 This signal description includes MHOLDB-, and BHOLD-

5 This signal description includes COE-, and DOE-

Figure 13. W8701 inputs (setup and hold times) with r'-'.~pect to CLK 
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AC Specifications, continued 

CLOCK INPITT SPECIFICATIONS 

Parameter Description Min:-Max 

Tq1 Clock Period min 

Tdh Clock High Time min 

Td1 Clock low lime min 

Ten Clock Rise Time max 

T c11 Clock Fall lime max 

Figure 14. Clock input specifications 

Test Conditions: 
tr= tr S: µs 
Vrel = 1.5 VDC 

50 pF 

OUT .. Device Under Test 

vcc 0 

4700 

319 n 

Figure 15. W8701 output loading circuitry 

1114191 ADP 
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40MHz Unit 
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11 ns 

11 ns 

1 V/ns 

1 V/ns 

input levels 0--+ 3.0 voe 
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Figure 16. Clock input timing diagram 



Pin Configuration 

A B c 0 E F G H J K L M N p A T u 

17 vcc GND T02 VDO FINS1 GNO 026 024 023 021 019 017 DOE- vcc vcc GNO GNO 17 

16 
VCC GND GNO FINS2 vcc 029 028 027 022 020 018 014 015 vcc vcc GNO GNO 

16 

15 vcc ERROR TOE- TOI GNO 030 031 025 vcc vcc 016 013 012 011 010 GNO Oii 15 

GND FLUSH IFT- GND VCC GND vcc GND GNO GND GND VCC GNO GNO GNO 06 08 
14 14 

INTACK Tt3 TOO GND vcc 07 05 04 
13 13 

FNULL IRL3 TMS VDO VCC vcc 03 02 
12 12 

FCCO FCC1 IRLI FXACK GND GNO 01 A31 
1 11 

IRLO NC FCCV IRL2 W8701 SPARC Processor vcc 00 A30 GND 
207-pin PGA 10 10 

RESET- GNO NC GND Top View GNO A29 A2S A26 
Cavity Down 9 9 

FHOLO- ~HOLDS J.1HOLOA MEXC- VCC A27 A25 A24 
8 8 

BHOLO- MOS- NC voe GND vcc A23 AZ2 
7 7 

NC NC INST GND GNO Al8 A19 A21 
6 6 

5 FEXC- NULL L.DSTO VDD GND GND Al7 A20 5 

4 RD WE- GND LOCK WRT GND vcc GNO GNO vcc VCC GND vcc GND A15 Al6 vcc 4 

3 GND GND GND DXFER MAO ASIC ASl2 vcc GND CLK A2 AS Al2 ACE- Al6 vcc vcc 3 

2 VCC GND COE- SIZE1 SIZEO AS11 AS13 AS15 GNO AO M AS A6 A10 A14 vcc GND 2 

[g vcc GND vcc vcc GND ASU AS16 AS17 A1 A3 A7 All A9 GND GND GND 

\A B c D E F G H J K L M N p R T u 
Pm 1 Identifier 

Figure 17. Pin configuration for the W8701 
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Package Dimensions 

207 Pin Grid Array 

----o----

• 
View 

Capacitor Pads 1rA1 
6i 1 tt Ar-3-7'------+-i 

~ '"WITT~'" 
Pin 

Kovw 
SW> 

KOYW 

Pin A 1 Location Top View 

Figure 18. W8701 Physical Dimensions and package in­
formation 

Ordering Information 

Symbol 

Al 

A2 

A3 

D 

El 

E2 

E3 

d 
e 

W8701 INTEGRATED 
SPARC PROCESSOR 
TECHNICAL OVERVIEW 

ADVANCE DATA 
February 1991 

Dimensions 
Inches Millimeters 

0.100 ± 0.015 2.3410 ± 0.38 

0.180 typical 4.570 typical 

0.050 typical 1.270 typical 

1.750 sq± 0.020 44.45 ± 0.51 

1.600 sq± 0.020 40.64 ± 0.508 

0.050 diameter typ 1 .270 diameter typ 

0.018 ± 0.002 0.460 ± 0.050 

0.065 diameter typ 1.650 diameter typ 
0.1 00 typical 2.540 typical 

Package Type Speed Grade Temperature Range (case) Order Number 

207-pin ceramic PGA 25 MHz 0·85°C W8701-025-GCD 

207-pin ceramic PGA 33 MHz 0·85°C W8701-033-GCD 

207-pin ceramic PGA 40 MHz 0-85°C W8701-040-GCD 

Figure 19. Ordering information 

1114/91 ADP 9 



NCR 53C90A, 53C90B 

Figure 2. NCR 53C90 and 53C90A Pin Configurations 
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NCR 53C90A, 53C90B 

Table 1. Host Processor and OMA Interface Pins - PLCC Package 
Pin Signal Type Description 

4-1. 63-65 DB7-DBO ll Ac1ive-high da1a bus co11ncc1cd 10 the Di\·1t\ controller. Cl'li and 1,uffcr 111c111on" 
Each pad contains a pull-up 10 V1>11 (12.5K minimum). 

63 I ff.SH I Active-high chip reset. Reset mus1 be asserted for t11·0 Cl.K periods, mi111i111um, 
after the voltage on the power pins has reached V1lll min. This input must not 
be conncc1ed to RF.SETO. 

62 RLSETO 0 Active-high reset output. This ou1put is always assened when the HESl'T input 
is true OR may be asserted when the SCSI reset signal is actil'e if bit 6 of the 
Con fig I register is cleared and the hose has not serviced 1he i111errupt (gener-
ated because of SCSI reset) within 1-2 ms (depending on Cl.K frequency and 
clock conversion faccor). Refer to Bus Initiated Reset. 

61 l!\:T/ 0 Accive-Jow, open drain interrupt signal co the microprocessor. IL is la1ched on 
the rising edge of CLK and may be cleared by reading the interrupt register or 
by a host hardware reset_, or by a host sofcware reset (but nor by a SCSI reset). 
This outpuc cannot be disabled internally. 

60-57 A3-AO I Accive-high address bus which specifies one of che ASPs internal registers for 
reading or wricing. Used with C.<:,/, ignored wich D.-\CK/. 

56 C.<:,/ I Accive-low chip-select signal thac enables access to the AST's internal regiscers. 
CS! accesses any regiscer, including chc FffO, while D.-\CK/ accesses only chc 
FIFO. CS! and DACK/ mus1 never be accive at the same 1ime. 

55 RD/ I Accive-low read signal chat enables ASP data on co D£37-DBO. c.<:,1 or D.-\CK/ must 
also be active. 

54 \\'RI I Accive-Jow write signal thac strobes DB7-DBO data inco the ASP. CS! or D.-\CK/ 
must also be active_ 

53 DREQ 0 Tri-stare active-high DMA request to the DMA controller. DREQ ,,·ill be crue as 
Jong as the FIFO has ar lease one byce co send co memory, or has room ro receive 
at lease one byce from memory, depending on daca direction. 

52 0.-\CK/ I Accive-Jow DMA acknowledge from the DMA controller. DACK/ accesses che 
FIFO only, while C:.I accesses any regiscer, including the FIFO. GI and DACK/ 
must never be active at 1he same time. DACK/ muse coggle true 1hen false for 
every byte transfered. Refer to DREQ Hi Z Bit in Config 2. 

51 CLK I Square wave clock thac generates iniernal chip timing. The maximum 
frequency is 25 MHz, with a 35% to 65% duty cycle. The minimum frequency 
required for asynchronous SC:.! transmission is 10 MHz. The minimum 
frequency required for synchronous cransmission is 12 MHz. The synchronous 
transmission rate is equal to 1he CLK input period di1·ided by the ,-aJue in the 
synchronous transfer period register. The asynchronous cransfer rate is 
indirectly affected by CLK frequency. Refer 10 Dara Transfer Rare. 

·I \:CR SC:.'>I !'rod uct > 



NCR 53C90A, 53C90B 

Table 2. SCSI Bus Interface - PLCC Package 
Pin Signal Type Description 

6-13.14 SDIO/-SDl7/. n Schmitt trigger, ac1ive-low SC.'\I da1a/parity hus. In single-ended mode (DIFFM = 0) 
SDll'/ these inputs arc SC:'\I darn bus signals. ln differential mode (DIFf-M =I) these arc 

bi-<lirectional data and parity signals for external SCSI bus 1ransceivers. 

17-20, SDOOl-SD071 () 48 mA, open drain SCSI data parity bus. In single-ended mode {OIFFM =0) these 
22·25 outputs are active-low sc.c;1 data signals. In differential mode (Dir-FM= I) these 
26 SOOP 0 outputs are used to control the direction of external differencial transceivers, wirh 

high meaning output 10 the SC'\! bus, low meaning inpu1 from the SCSI bus. 

28 SELO/ 0 48 mA, open drain SCSI select signal. ln single-ended mode this output is active-
low. In differential mode it is active-high. 

29 HSYO/ 0 48 mA, open drain SCSI busy signal. In single-ended mode, this output is active-
low. In differential mode it is active-high. 

30 REQO/ 0 48 mA, open drain, active-low SC.C\I request signal. This output is only asserted 
when the ASP is in target mode. 

31 ACKO/ 0 48 mA, open drain, active-low sc.c;1 acknowledge signal. This output is only 
asserted when the ASP is in initiator mode. 

33-35 MSGOI, 0 48 mA, open drain, active-low SCSI phase signals. These outpurs are only 
CID0, 1100 asserted when the ASP is in target mode. 

36 ATNO/ 0 48 mA, open drain, active-low SCSI attention signal. This output is only asserted 
when the ASP is in initiator mode. Several ASP commands will set ATN. It is also 
asserted when the ASP detects an incoming parity error if parity checking is 
enabled. 

3i RSTO/ 0 48 mA, open drain SCSI reset signal. In single-ended mode this output is active-
low. In differencial mode it is active-high. The ASP drives this signal true only 
when the host writes the SCSI bus reset command 10 the command register. The 
pulse length is 25-40 us, depending on CLK frequency and clock conversion factor. 
Refer to Bus Initiated Reset. 

39 SEU/ I Schmitt trigger, active-low SC.C\J select input. 

40 BSYI/ I Schmitt trigger, active-low SCSI busy input. 

41 REQI/ I Schmitt trigger, active-low SCSI request input. 

42 ACK!/ I Schmitt trigger, active-low SCSI acknowledge input. 

43 MSG!/ I Schmitt trigger, active-low SC.C\I message input. 

44 .<;IDI I Schmitt crigger SCSI control/data input. 

45 110! I Schmitt trigger SCSI inpuc/output input. 

46 ATNI/ I Schmitt trigger, active-low SCSI auention input. 

47 RSTI/ I Schmin trigger, active-low SCSI reset signal. When this input is true, the ASP will 
automatically disconnect trom the SCSI bus. If bit 6 in the Config I register is zero, 
the ASP will imerrupt the host. If the interrupc is noc serviced within 1-2 ms, the 
ASP will reset its host processor. Refer to Bus Initiated Reset. 

50 It IS () Acrivc-high initiator group select signal. This pin is high whenever the ASP is in 
ini1iator mode. Ii is used in cliffcrcn1ial mode 10 enable the initiator signals 
(ACKO/, ATNO/). When loll', the ,\SI' shoulu be rc.:cei1·ing these signals. 
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Table 3. Power and Ground Pins 
PLCC Pin Number QFI' Pin Number Signal Description 

15, 48 9,49 vuu + 5 Volt power input. 

16, 21. 27, 32, 38, 6-1 10, 11, 16, 22, 23. 29 vss Ground. NCR recommends a ground plane be used. 
30, 37,6/,r-

Table 4. 53C90 and 53C90A only - PLCC Package 
Pin Signal Type Description 

49 TGS 0 Active-high target group select signal. This pin is high whenever the ASP is in 
target mode. It is used in differential mode to enable the target signals (REQO/. 

MSGOl,CID0, 1100). When low, the ASP should be receiving these signals. 

5 D!ITM I Differential mode enable. When this pin is grounded, the ASP operates in 
single-ended mode, with separare SCSI dara inpur and ourpur buses. When this 
pin is high, the ASP operates in differential mode, "·ith bi-directional SC<;! data 
on the SDI pins and active-high differenrial rranscei\·er enables on the SDO pins. 

Table 5. 53C90B only- PLCC Package 
Pin Signal Type Description 

49 TGS/DIFFM B This pin is sampled during reset to put the chip in differential mode or single-
ended mode, it then switches function to become the TGS output. An internal 
pull-up pulls it high for single-ended mode, while an external IK pull-down will 
place the C90B in differential mode. 

There are two kinds of reset, power-up reset and running-reset. On power-up. 
the stare of this pin is sampled as the voltage on the power pins rises through 3 
volts (approximately). A running-reset is a host hardware reset that occurs 
sometime later. A running-reset will sample this pin until the !Orh rising edge of 
CLK after RESET goes true (high). This is enough time for the internal pull-up 
to pull it high. Whatever state it's in on the 10th clock will determine the mode. 
The TGS function will be disabled until the 12th rising edge of CLK affer RESET 
first goes crue and RESET is false. 

When RESET is false (low), and 12 clocks have occured since RESET first wenr 
true, chis pin becomes the TGS output, an active-high target group select signal. 
This pin is high whenever the ASP is in targec mode. It is used in differential 
mode to enable the target signals (REQO/, MSGOI, CDOI, 1001). When low, the 
ASP should be receiving these signals. 

5 DBP B Active-high data bus parity for host, DMA, and memory data bus. Four bi rs in 
Config land Con fig 2 control parity generation and checking. 

6 



Differences from 53C90 
• Supporrs rhrec-byce message exchange SCSl-2 

1aggcd-queu i ng 

• t\ddcd select with t\TN3 command 

• Added target DMA aborr command 

• Added incerrupt polling bit 

• Added second configuration regis1er 

• Improved immunity to cable impedance mismatches and 
improper termination 

• Tri-state DMA request ourpuc 

• Cuc leakage current on SCSI input pins when powered off 

• Relaxed register timings 

• Relaxed DMA timings 

• Relaxed CLK duty cycle 

• Lengthened read data access time 

• NOP required less often 

NCR 53C90A, 53C90B 

Functional Description 
The ASC SC.'il data bus has a scr of inputs and a set of 
outputs: This allows the ASC to be used in either single­
ended mode or differential mode. In single-ended mode, 
the inputs arc usually connected 10 the outpurs on the 
circuit board. In differential mode, the SDI (SC:.'il Data 
Input) pins become bi-direcrional data pins, while rhe 
SDO (SCSI Data Ompuc) pins become enable signals for 
the differencial transceivers. Separate enables arc 
required, because during arbitration two data bus signals 
muse be outputs while the other six muse be inputs. Two 
signals, TGS and IGS, control the direcrion of the external 
transceivers, allowing the ASC to dynamically switch 
between initiator and rargec roles. 

The ASC has a command set that allows it to perform 
common SCSI sequences at hardware speed without hose 
intervention. Its on-chip r=iro may be accessed simulta­
neously by rhe SCSI bus and either the host processor or 
the hose DMA concroller. All command, data, srarus, and 
message bytes pass through the FIFO on their way co or 
from the SCSI bus. Most ASC commands have cwo 
versions: DMA and non-DMA. When DMA instructions 
are used, data will pass between memory and the SCSI 
bus with the FIFO acting as temporary storage when the 
DMA channel is temporarily shut down by a higher 
priority event such as DRAM refresh. 

The FIFO also helps speed execurion during non-DMA 
transfers. For example, in initiator role, the hose proces­
sor will load the CDB (Command Descriptor Block) and 
optionally one or three message bytes into the FIFO, 
issue one of several selection commands and wait for an 
interrup1. The ASC will wait for bus-free, arbitrate for 
the bus again and again until it acquires it, send the 
message bytes followed by the CDB, then generate an 
interrupt. Meanwhile, a multi-tasking hose may con­
tinue with ocher tasks. 

In target role, the host processor will enable selection, 
then wait for an interrupt. Eventually, an iniciawr will 
select the ASC and will then automatically step through 
the arbitration, selection, and command phases before 
generating an imerrup1. When the interrupt occurs, the 
entire command descriptor block will be in the r=IFO 
along with any message bytes sent by the initiator. 
Com bi nae ion commands such as these, are identified 
with the sequence suffix in 1he Table of ASC Commands. 

7 
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Af1cr sclec1ion rhase has been successfully completed, 
the ASC may transfer bytes in any of the SC<;f inl(mna­
rion phases whciher opera1ing in initiator or a target 
role. The ASC suppons disconnect/reselec1 in both 
ini1ia1or and targe1 roles, making high performance 
mul1i-thrcadcd systems easy to implemen1. 

·111e ASC may transfer data phase bytes across the bus 
svnch ronousl y, at speeds up to ; M R/S, or asynchro­
~ousl y at speeds up to 6 Mll/S. Refer 10 Data Transfer 
Rate. The difference bet ween the rwo is rransparent to 

the user except 1ha1 the synchronous offset and rhe 
synchronous rransfer period registers must be pro­
grammed prior 10 synchronous dara rransfer. The 
defaul1, afrer hardware or sofrware reser, is asynchro­
nous transmission. 

Dara phase bytes will usually be transferred using DMA. 

The host processor will program an exrernal DMA con­
rroller, program the ASC: rransfer count, issue an ASC 
dara transfer command (there are several), rhen wair for 
an interrupt. The DMA controller and rhe ASC will 
rransfer all the dara wirhour host processor intervention. 

To end che SCSI rransaccion, che ASC cargec will place a 
st ams byre and a message byte in the FIFO, rhen issue a 
single command (there are rwo 10 chose from) which 
will cause rhe ASC 10 first assen s1a1us phase, send the 
first byre, assen message in phase, send the second byre, 
disconnecr from the SCSI bus (after the iniriawr releases 
ACK (Acknowledge)) and interrupt rhe hosr processor. 

The end of a SCSI transaction is similar for an ASC 
iniriator except rhar ir receives two bytes into its FIFO. 
The iniriator prevents rhe targer from disconnecring by 
holding ACK assened on rhe bus while the host proces­
sor examines rhe staws and message bytes. If both byres 
are good, the message accepred command is used 10 
insrruct the ASC IO release ACK, which allows the rarget 
to disconnect which causes the initiator to interrupt irs 
host and repon the disconnect. If rhe srarus and mes­
sage byres are nor good, the hosr should firsr issue the ser 
ATN (Auention) command before issuing the message 
accepred command. This instrucrs the ASC to assert ATN 
before releasing ACK, which should c.1use rhe targer to 
request message our phase rather than disconnect. 

8 

Bus Initiated Sequences 
• Selection 

• J{csclccl ion 

• St ~'\I bus rese1 

Selection or reselection sequences occur in the disco11-
nec1ed s1ate when the ASC is selected or reselected by 

ano1her ini1ia1or or iargc1, if the enable selec1ion or 
reselect ion command had previously been recei 1·ed tn 
the ASC. 

In addi1ion to responding to bus initiated eren1s. the :\SC 
may ini1iate a bus el'enr by using one of se1·eral selec1ion 
or ~eselection commands. lf one of 1hese commands 
sians execu1ing, it wi/I clear enable selection/reselection 
after arbitration has been 11·on. Normally the hos1 
processor will hal'e 2;0 ms (ANS! recommended selec1ion 
1ime-out period) after 1he chip disconnec1s from 1he bus 
rn re-enable bus ini1iated erents. If the time-our is 
exceeded, an initiator or target which is ~.llempring to 
connect to the ASC, may rime-out and abort. 

If, on che ocher hand, che bus initiated evem occurs 
before the command starts executing. the r-IFO and com­
mand regisrer will be cleared, and any f unher writes by 
rhe hosr processor will be ignored until the inrerrupr 
register is read. Since a seleccion/reselecrion command 
requires chat somerhing be placed in the rn=o, these 
bytes will be losr, as \\'ill any command written co rhe 
command register. The inrerrupt handler that serl'ices a 
selection/reselection command will have to examine rhe 
bi rs in rhe interrupt regisrer to detemine if the ASC 
selected anocher del'ice, or if ic was selecred by another 
device. The former case will cause a function complete 
interrupt, the laner case will cause a selection/reselec­
tion interrupt. 

\:Cl~ SCSI Prnduc1s 
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Table 6. ASC Register Set 
Address {hex) Read Write 

0 Transfer coun1cr L~ll Trnnsf"cr co11111 I.Sii 

I Transfer counter MSll Transfer co11111 MSll 

2 FIFO Fll'O 

3 Command Command 

4 Sracus Dcstinacion bus ID 

5 Inccrrupc Selccc/reselec1 timeout 

6 Sequence s1ep Synchronous period 

7 FIFO nags/sequence step Synchronous off sec 

8 Configurntion I 

9 NCR reserl'ed 

A NCR rescrl'ed 

B Configuration 2 

Register Set 
Some ASC registers have differenc meanings during 
reads than wrices. When C.~/ is true, the register being 
accessed is determined by either RD/ or WR/ together 
with the address pins A0-3. The FIFO may be accessed 
using either CS/ or DACK/ 1ogecher \rich RD/ or WR/. 

Address pins AO-A3 are ignored when D1\C:K/ is acti\·e, 
but muse be driven when CS/ is acti1e. 

Transfer Count (Write address 0, 1) 
These rwo regisrers toge1her form a 16-bir rransfer coum 
for DM:\ operations. Transfer count specifies the 
number of byres that are to be cransferred over the Sf.SI 
bus. Values written to these two registers will be stored 
internally and loaded into the transfer counter by any 
DMA command. These values remain unchanged while 
the transfer counter decrements. Thus, successive 
blocks of equal size may be transferred without repro­
gramming the count. They may be reprogrammed any 
time afcer che previous DMA operacion has srarced, 
whecher it has finished or nm. l.ero specifies a maxi­
mum length count (65536). These registers are noc 
changed by any reset; cheir s1ares are unpredictable 
afcer power-up. 

NG{ SCSI l'roduc1s 

Configuration I 

Clock com·ersion faccor 

·ies1 mode 

Configuracion 2 

Transfer Counter (Read address 0, 1) 
A read from these two addresses will return the value 
currently in the counter. DMA commands use the coun­
ter ro rerminace a transfer. Any DMA command will 
load count into the councer. A DMA NOP 80h will load 
the counter while the non-OMA NOP OOh will nor. 

With one exception, non-DMA commands do noc use 
the counter. The excepcion is when the ASC has been 
selected, ii decodes rhe group code field of the CDB 
(Command Descriptor Block), loads che counter wich 
the number of byres in the COB, then decrements once 
for every byte received. 

The transfer counter decrements on the leading edge of: 

Target 

Data in phase 

Data ouc phase 

Initiator 

Synchronous daca in 

Asynchronous d<lla in 

Da1a 0111 

Decremented by 

DACK/ 

REQO/ 

Decremented by 

D:\CK/ 

:\CKOI 

D.\CK/ 

II 
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Noic 1 lrn1 DACK/ can decrement the counter Cl'Cn if R DI 
or WR/ do no1 go true. Fe1lse DACK/scan cause 1he 
coumcr to get ou1 of sync with the data stream, leading 
10 subtle errors 1ha1 arc <.lifficuh to 1rnce. W'hen false 
IHCK/s arc expec1cd 10 imerferc wi1h <11cmporarily 
suspendc<.l DMA operation, 1he DREQ Hi-I.. bi1 in 
Con fig 2 should be set. 

FIFO Register (Read/write address 02) 
The FIFO is a 16 by 9-bii first-in-first-out buffer between 
the SC'il bus and memory. his accessible by the host 
processor a1 this address. It is also accessible by an 
external DM:\ controller and by 1he SCSI bus. The DMA 
may access 1he FIFO by assening DACK/ together with 
eiiher RD/ or \\/IV. When accessed by C$1, the address 
bi1s mus1 be valid. When accessed by DACKl,1he 
address bi1s are ignored. The bottom FIFO element and 
the FIFO nags are initialized co zero during hardware 
rese1,sof1ware reset chip and at che beginning of bus 
iniriared selection or reselecrion. The contents of the 
resr of 1he rrro are nor changed by any reser, but when 
the nags arc zero, successive FIFO reads will always 
access the bo11om register. 

Command Register (Read/write address 03) 
The command regisrer is a two deep 8-bic read/wrice 
register used 10 give commands co the ASC. Up co cwo 
commands may be stacked in che command register. 
The second command may be wricten before rhe ASC 
completes (or even srans) the first. Reset chip, reset SCSI 
bus and rarger stop OMA execuce immediately, all or hers 
wail for rhe previous command to complere. The lasr 
execured (or executing) command will remain in che 
command register and may be read by the hose proces­
sor. Reading rhe command register has no effect on ics 
conrents. The command regis1er will be cleared by any 
of the following conditions: 

• Hardware, sofrware or SCSI bus resec 

• SC<;I bus disconnecr 

• Bus-ini1ia1ed selection or reselection 

• Select command 

• Reconnect command if ATN is set 

• Select or reselect rime-out 

• Target 1crmi11<1tc command 

• l'ari1y error dctcct<:d in iargc1 mode 

I2 

• Assertion of ATN in 1argc1 mode 

• Any phe1se change in initiator mode 

• Illegal command 

If 1wo commands arc placed in 1hc command register. 
1wo imcrrup1s may resul1. If 1hc first interrupt is nm 
serviced before 1hc second finishes, the second imerrup1 
is stacked behind the first. When che interrupt register 
is read by 1he hos1 10 service the first inrerrup1, 1hc con­
tcms status register, sequence s1ep register, and in1crrup1 
register will change to describe che second interrupt. 

Figure 5. Command Register (Read/write address 03) 

7 6 5 4 3 2 0 

Bit 7 (Enable OMA) 
When bit 7 is not set, che command is a non-DMA 
insrrucrion. When it is se1, che command is a OMA 
insrrucrion. DMA insrrucrions will load rhe inrernal byre 
counrer wich che value in the cransfer counr register 
(wichouc changing che counc regiscer) chen cransfer dara 
unril char counr decrements co zero. If the 1ransfer 
terminaces premacurely, che bi cs in che srarus, sequence 
srep, and interrupt registers will indicare why. 

Bits 6-0 (Command code) 
The ASC commands are shown in Table 19. Bits 4, 5 and 6 
specify a mode group. Commands from the miscellane­
ous group may be issued at any time. Commands from 
the disconnected, target or iniciaror groups will only be 
accepred by the ASC if it is in che same mode as rhe 
command when it falls to the boHom of rhe command 
FIFO. Ocherwise, an illegal command interrupr will be 
generated. For example, after hardware or sofrware 
resec, che ASC will be in che disconnected srare. A 
command from eicher the cargec group or che iniriator 
group will cause an illegal command interrupr. An 
enable seleccion or reseleccion command by itself will 
nOI change modes. However, if another SCSI device rhen 
selecrs the ASC, ic will be in che carget state; if a nor her 
device reselecrs che ASC, ii will then be in the iniriaror 
state. Similarly, any selecc command will place the ASC 
in initiator mode, while rhe reselect sequence command 
will place 1 he ASC in rarger mode. 

NCR SC<;J l'rnduc1~ 



Status Register (Read address 04) 
The sat us register contains imponan1 flags tha1 indicate 
nirious condi1ions . .-\II but rhc phase bi1s arc la1chcd. 
The phase bi1s arc li1·c indicators of 1he srnte of the SC'\I 
bus . .-\II the latched bits except the terminal cou111 arc 
cleared by reading the interrupt register. 

Figure 6. Status Register (Read address 04) 

INT <iE l'E TC \ICjC MSCI CID 110 

7 6 5 4 3 2 0 

Bits 
2 1 0 SCSI Phase 

0 0 0 Dara our 

0 0 Data in 

0 0 Command 

0 Status 

0 0 ANSI reserved 

0 ANSI reserved 

0 Message our 

Message in 

Bit 7 (Interrupt) 
This bit is set whene\'er the ASC drives the INT output 
true. It may be polled. Ir is buffered from 1he ac1ual 
output, so that in wired-OR (shared interrupt) designs, 
this bit will indicate \\'her her the ASC is attempting ro 
interrupt the host processor. This bit is reserved by NCR 
in the 53C90. Hardware reset or software reset chip or a 
read from the interrupt register will release an active 
INT signal and also clear this bit. 

Bit 6 (Gross error) 
This bit is set when one of the following has occurred: 

• The rop of the FIFO is overwritten 

• The top of the command register has been overwriuen 

• Dirccrion of DMA rransfer is opposi1e to the direction of 
the SC'-l 1ransfcr 

• An unc\pecrcd ph<he change in ini1ia1or role during 
synchronous data phase 

NCI~ SC~I l'rndt1c1s 
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(lrnss error docs not cause an i11Lerrup1, i1 may be 
detec1cd only while servicing another imerrupt. The bi1 
is cleared by reading the status register ifthe intcrrup1 
Olll ptll is assen ed. IL will also be cleared by hardware 
reset, or soft ware reset chip (but not SC.Iii reset). 

Bit 5 (Parity error) 
This bit will be set if parity checking is enabled in the 
Config I register and the ASCdetects a SCSI parity error 
on incoming command, data, status or message bytes. It 
will be cleared by reading the imerrupt register if rhe 
interrupt output is asserted. Hardware reset or software 
reset chip will clear this bit (but not SCSI reset). 

Bit 4 (Terminal count) 
This bit is set when when the transfer counrer decre­
ments to zero. It resets when the transfer counr is 
loaded. Since a DMA NOP 80h command will load the 
mrnsfer counter, ir will also clear this bit. Nore that a 
non-DMA NOP OOh will not load the counter and will 
nor clear this bit. Reading the interrupt register will not 
clear this bit. Hardware reset or software reset chip will 
clear it (but nor SC<;! reset). 

Bit 3 (Valid group code) 
The name of this bir has changed from transfer com­
plete in rhe 53C90 ro valid group code in the 53C90A and 
53C90B; bur it's function remains the same. 

When the ASC is selected, it decodes rhe group code field 
in the first byte of the command descriptor block. If the 
group code matches one defined in Al'-iSI X3.131-1986, this 
bit will be set. An undefined group code (designated 
reserved by the ANSI committee) leaves it not set. If the 
SCSl-2 bit is set in the Con fig 2 register, group 2 
commands will be recognized as ten-byte commands 
and the bit will be set. If rhe SCSI-2 bit is cleared, 
group 2 commands will be treated as reserved 
commands. Groups 3 and 4 are always treated as 
reserved commands. A reserved group command will 
cause the ASC to request 6 command byres. The ASC 
recognizes group 6 as six-byre vendor unique commands 
and group 7 as 10-byte vendor unique commands. The 
valid group code bit will be cleared by reading the 
interrupt register if rhe interrupt output is asserted. 11 
will also be cleared by hardware reset or software reset 
chip (but not by SCI\! reset). 
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DC Electrical Characteristics 

Absolute Maximum Stress Ratings 

Parameter Symbol Pins 

Storage tempera1ure T,11; -
Supply voltage v llll -
Input voltage v1:-1 -
Latch-up current 11.1· -

Elec1rost<ltic discharge ESD -
SC.<;I pins 
01her pins 

Conditio11s that exceed the absolut,· maximum stres.1 /imits may 

destroy the dc;;ice. 

Operating Conditions 

Parameter Symbol Pins 

Supply voltage v"" -
Supply currenr 1,)1) -
Supply current 11)1) -
Ambient temperature T -

A 

• S1a1ic mcan.c all i11puts at VH, all outputs floating, and all 

bi-dircctzo11a/ pllls configured as inputs. 

Inputs 

Parameter Symbol Pins 

Input high voltage v111 -
Input low voltage v,1. -
Input leakage current I,N Non-SCSI 

Hysreresis v11 DSYI/, SEU/, 
REQll,ACKI/, 
RSTl/ 

Input low leak<lge 111. SCSI 

Input l11gh lc<lkagc 1111 SC.'il 

Capacitance c1,_, -

32 

Test Conditions Min Max Unit 

- -55 150 "C 

- -0.5 i.O \I 

- \' -0.5 ,.llll+0.5 \I 
" 

- 2V < V1,1, < + 8\/ ±100 - m.\ 

Human body model - - -
JOO pF a1 l.5K ohms ±6000 - \I 

100 pF a1 I.SK ohms ± 3000 - \' 

Co11di1ion.< thar exceed the np.-ra1i11g limits may cause the de-..:icc to 

Ju11c1iv11 i11correc1/y. 

Test Conditions Min Max Unit 

- .Ji5 525 \I 

Static* - 10 mA 

Dynamic - 50 mA 

- 0 iO "C 

Test Conditions Min Max Unit 

- 2.0 vll" +0.5 v 

- vs.~-o.s 0.8 v 

O<V,N<Vllll -10 10 µA 
4.75 s vnll s s.25 

- 400 - m\I 

Vi-.:= 0.5; 0 $ Vn1,S 5.5 -ID 0.0 pA 

v 1"= 2.7; o s v n,,s 5.5 

I 
0.0 10 pA 

- -
\ 

10 pF 
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Outputs 

Parameter Symbol Pins Test Conditions Min Max Unit 

Output high 1·01tagc \I Oii DRE(2. I<IS. 1011 = -2 mA 2.4 "un v 
Output low voltage v.,1. DR El}, ICJS, INT/ I., .. = 4 mA vs., 0.4 v 

0ULJ'llll high l'Oltage v 
llll RESTO 11111= -4 mA 2.4 vn11 \I 

Ou1 put low l'Olt age \I 
01. RSTO/, SEI.O, I,. .. = 48 mA V~s 0.5 \' 

ATNO/, MSllO/, 

ACKO/, REQO/, 

SDOI'/, l'lSYO/, 

CID, 1/0, SD07-0 

Hi I. state leakage l(l/, - 0 < \101;1< v,,,, -10 IO ~1A 

Capacitance C:lll: I - - - 10 pl.' 

Bi-Directional Pins 

Parameter Symbol Pins Test Conditions Min Max Unit 

Input high voltage VIH - - 2.0 vnn+ o.5 \I 

Input low voltage vii. - - \I ~-0.5 0.8 \I 

Outpur high voltage VOii SDl7-0. Dl315-0, 1011= -2 mA 2.4 vnn \' 

DBPI-0, PAD7-0 

Output low volrage \I (ll. SDl7-0, DRI5-0, 1111 = 4 mA \I s.s 0.4 v 
DBPI-0, l'AD7-0 

Output high voltage VOii TGS 1011= -4 mA 2.4 v"" \I 

Output low voltage VOi. TGS Irn.=-8 mA \I s.s 0.4 v 

Input current, low 111. TGS - -600 0 µA 

lnpur current, low llN SDl7-0 o < v,:-:< vn11 -10 IO pA 

Input current, low 'II. DBI5-0, DBI'l-0, v,:-:= v 11 . -400 0 µA 

PAD7-0 

Input current, high '"' 
DB15-0. DBl'I-0, v,~= v"' 0 IO µA 

I'AD7-0, TGS 

Hi Z pull-up current I,.u DnI5-0, DBPI-0, - 100 400 ~IA 

PAD7-0 

Capacitance c,., - - - IO pr 
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NCR 53C90A, 53C90B 

AC Electrical Characteristics 
The !\C charncreris1ics described herein apply over 1he 
\'Oltage range v,,,,= 4.75 · 5.25 V and 1 he temperature range 
0°- iO"C. Chip lHllp1111iming is based on simulation under 

Signal Name 

RESET(), Dl~FQ. n;s, f(1S, SD!l'/, $1)!7/-SDIO/ 

DBi-0 

INTI 

RSTO/, SELO/, BSYO/, ATNO/, MSGO/, CDO/ 

1001, R EQO/, :\CKO/, SD07-0/, SDOP 

System Interface 
All 1imings in 1his specifica1ion are taken from the 10% 
and 90% poin1s ll'ilh respect 10 che specified V0 1. and \/011 

of che \\·a1·eforms. 

Clock 

CLK 

11·ors1 case condi11or1,; ( 4.i5 \', i0°C) <1 nd 1 he following pad 
1crmin.11io11: 

Output Load 

50 pF 

85 pF 

50 pF,!K pull-up 

200 pF, !10pullup,165 pulldown 

Parameter Symbol Minimum Maximum Units 

Clock period 

Clock frec;uency, asynchronous 

Clock frequency, synchronous 

Clock high 

Clock low 

Synchronization latency = rcr· + tc:r 

• These minimum numbers required to comply with ANSI SCSI 

spa1/1catia11. For synchronous SCSI data transfers, the clock 
111puts must alw meet the follon·ing rcqu1re111cnts: 

34 

tel' 

tC:l'A 

t Cl'S 

tCH 

t C:I. 

lcs 

40 100 ns 

10· 25 MH7. 

12· 25 MH;: 

14.58 . ns 

14.58 . ns 

. . . 

~Cl~ SCSI l'roduc1s 



Am7990 
Local Area Network Controller for Ethernet (LANCE) 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 

• Compatible with Ethernet and IEEE-802.3 10Base5 
Type A. and 10Base2 Type B. "Cheapernct") 

• Easily interfaced to 8086, 68000, Z8000 ™. LSI-II™ 
microprocessors 

• On-board OMA and buffer management, 48 byte FIFO 
• 24-bit wide linear addressing (Bus Master Mode) 
• Network and packet error reporting 

• Back-to-back packet reception with as little as 4.1 µsec 
interpacket gap time 

• Diagnostic Routines 
- Internal/external loop_ back 
- CRC logic check 
- Time domain reflectometer 

GENERAL DESCRIPTION 

The Am7990 local Area Ne1work Controller for Etherne1 
(LANCE) is a 48-pin VLSI device designed to greatly 
simplify interfacing a microcomputer or minicomputer to an 
IEEE-802.3/Ethernet Local Area Network. The LANCE. in 
conjunction with the Am7992B Serial Interface Adapter 
(SIA). Am7996 Transceiver, and closely coupled local 
memory and microprocessor, is intended to provide the 

user with a complete interface module for an Ethernet 
network. The Am7990 is designed using a scaled N­
Channel MOS technology and is compatible with a variety 
of microprocessors. On-board OMA, advanced buffer man­
agement. and extensive error reporting and diagnostics 
facilitate design and improve system performance. 

BLOCK DIAGRAM 

iNTR ----I 
iiOLli ---..J 

HIOA ----' 
ALE/.13 ---..J 

cs----i 
AOR ----1 
m----1 

l5ILO ----1 
DALI -----' 

AEAO ----' 

8Mo/B1TE -----I 

BM,/BUSAKO -----I 

AEiOY ----1 
RESET ---...1 

?ubhc.ouon• OS6"6 

Issue Oa~o Jurw 1 g~ 

PARALLEL 
BUS 

INTERFACE 

LANCE/ 
CPU 

CO+ITROL 
BUS 

IHTERFACE 

Part No. 

Am7992B 

Am7996 

Am79C900 

AmondmontlO 

STATIOH 
ADORESS 

DETECTION 

OMA/ 
OATAPATH 
CONTROL 

RETRY 
LOGIC 

RELATED AMO PRODUCTS 

Description 

Serial Interface Adaptor (SIA) 

IEEE -802 .3/ Ethernet /Cheapernet Transceiver 

MICROPROGRAM 
STORE 

SERIAL 1/0 
INTERFACE 

Integrated Local Area Communications Controller 

-- RX 

RCLK 

TX 

TCLK 

CLSH 

TENA 

RENA 

Am79929 
SIA 

80002063 
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V55 
0AL 7 
0AL 6 
OALs 
0AL 4 

OAL> 
0AL 2 
0AL 1 

OALg 
AEAO 

iHTR 
OiLi 

OiLO 
OAS 

eMg/8YT( 

8 M 1 / iUSi"i«> 
HO'LD.·iUSiiO 

AL(/As 
HU>A 

cs 
AOA 

ffiOY 
AESET 

Vss, 

CONNECTION DIAGRAMS 
Top View 

Vee 
OAL 1 
OALt 
0AL 10 
DAL 11 
0AL 12 
OALu 
0AL 14 

0AL 1 s 

A16 
AIT 

A,. 
A19 

A2o 

A2• 
A22 

A23 
AX 
AEMA 
TX 
CLSM 
ACLK 

TEMA 

TCLK 

NC 

NC 

°"'-2 
DAl.3 -. 
°"'-s 
°"'-• 
DAl.7 

Y55 

YCC 

°"'-• 
°"'-• 

OAl •• 

DAI." 
DAl12 

NC 

NC 

CD001450 ~ ~ <2 .f- <: <~ ~ ! 

Note: Pin 1 is marked for orientation 

TYPICAL ETHERNET /CHEAPERNET NODE 

MAU" •-i--
J~-- - -~ i 

DTE c:::LE ; 51 : 
ETHERNET I ]_' r;-----------------1 i I TR:N"'s~~VER 

I ~OCAL LOCAL Am7990 Am7992B I p I 
CPU ME ... ORY LANCE SIA 

I I I 

L-~--~~~~---------J ~~ 
AUi - Al TACHMENT UNtT INTERFACE 

OT£ - 0.t.U. TERMINAL EOUIPMENl 
MAU - MECMA ACCESS UNIT DTE 

L _____ l_i-

c 

!CP 

rl 1 ·oc·:"·r·~~.---~~ -~/ -- tt, -~--:-,__i,__ __ 
ETHERNET 

CO.&IC 

CPU MEMOnv LANCE SIA TAANSC£1V[R 

I I 
I I POWER I LOCAL BUS SUPPL y I L _______________________ ~ 

Am7990 

AG,,. 
8NC -y 

AF000477 

NC 

a 
NC 

NC 

AOn 

lllA5V 
llnr1 
NC 

NC 

YSS 

TCL• 

TEHA 

ACL• 

Cl.SN 

TX 

NC 

NC 
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PIN DESCRIPTION 

OALoo - DAL 1 s Data/ Address Lines (Input/Output, 
Three-State) 

The lime multiplexed Address/Data bus During the address 
portion of a memory transfer. DALoo - DAL 1s contains the 
lower 16 bits or the memory address. The upper 8 bits of 
address are contained in A 16 - A23· 

During the data portion of a memory transfer, 
DA Loo - DAL 1 s contains the read or write data, depending 
on the type or transfer. 

The LANCE drives these lines as a Bus Master and as a Bus 
Slave. 

Ais- A23 High Order Address Bus (Output Three­
State) 

Additional address bits to access a 24-bit address. These 
lines are driven as a Bus Master only. 

READ (Input/Output, Three-State) 
Indicates the type of operation to be performed in the 
current bus cycle. This signal is an output when the LANCE 
is a Bus Master. 

High - Data is taken off the DAL by the LANCE. 

Low - Data is placed on the DAL by the LANCE. 

The signal is an input when the LANCE is a Bus Slave. 

High - Data is placed on the DAL by the LANCE. 

Low - Data is taken off the DAL by the LANCE. 

BMo/BYTE, BM1/BUSAKO (Output, Three-state) 
The two pins are programmable through bit (00) of CSA3. 

BMo. BM1 - Ir CSA3 (00) BCON .. 0 
Pm 15 = BMo (Output Three-state) (48-Pin DIPs) 
PIN 16 = BM 1 (Output Three-state) (48-Pin DIPs) 

BMo. BM 1 (Byte Mask). This indicates the byte(s) on the 
DAL are to be read or written during this bus transaction. 
The LANCE drives these lines only as a Bus Master. It 
ignores the Byte Mask lines when it is a Bus Slave and 
assumes word transfers. 

Byte selection using Byte Mask is done as described by the 
following table. 

LOW LOW Whole Word 
LOW HIGH Upper Byte 
HIGH LOW Lower Byte 
HIGH HIGH None 

BYTE, BU SAKO - If CSA3 (00) BCON = 1 
PIN 15 = BYTE (Output Three-state) (48-Pin DIPs) 
PIN 16 = BUSAKO (Output) (48-Pin DIPs) 

Byte selection may also be done using the BYTE line and 
DALoo line, latched during the address portion of the bus 
cycle. The LANCE drives BYTE only as a Bus Master and 
ignores it when a Bus Slave selection is done (similar to 
BMo. BM,) 

Byte selection is done as outlined in the following table. 

BYTE DA Loo 

LOW LOW Whole Word 
LOW HIGH Illegal Condition 
HIGH LOW Lower Byte 
HIGH HIGH Upper Byte 

BUSAKO is a bus request daisy chain output If the chip is 
not requesting the bus and it receives HLDA, BUSAKO will 

be driven LOW. If tile LANCE is requesting t110 lius wll,~n 1t 
receives HLDri. GUSAKO will remain HIGH 

Byte Swapping 

In order to be compatible witr1 the variety of 16-bit 
microprocessors available to the designer. tile LANCE may 
be programmed to swap the position or the upper and lower 
order bytes on data involved in transfers with the internal 
FIFO. 

Byte swapping is done when BSWP = 1. The most 
significant byte of the word in this case will appear on DAL 
lines 7-0 and the least significant byte on DAL lines 15-8 

When BYTE .. H (indicating a byte transfer) the table 
indicates on which part of the 16-bit data bus the actual data 
will appear. 

Whenever byte swap is activated. the only data that is 
swapped is data traveling to and from the FIFO. 

Mode Bits 

BSWP = 0 BSWP = 1 
Signal Line and BCON = 1 and BCON = 1 

BYTE= L and 
Word Word 

DALoo = L 

BYTE= L and 
Illegal Illegal 

DALoo .. H 

BYTE• H and 
Upper Byte Lower Byte 

DALoo .. H 

BYTE., H and 
Lower Byte Upper Byte 

DAloo .. L 

CS Chip Select (Input) 
Indicates, when asserted, that the LANCE is the slave 
device of the data transfer. ~ must be valid throughout the 
data portion of the bus cycle. ~must not be asserted when 
RCT5A is LOW. . 

ADA Register Address Port Select (Input) 
When LANCE is slave, ADA indicates which of the two 
register ports is selected. ADA LOW selects register data 
port; ADA HIGH selects register address port. ADA must be 
valid throughout the data portion of the bus cycle and is only 
used by the LANCE when CS is LOW. 

ALE/AS Address Latch Enable (Output, Three-State) 
Used to demultiplex the DAL lines and define the address 
portion of the bus cycle. This 110 pin is programmable 
through bit (01) of CSA3. 

As ALE (CSA3 (01 ). ACON ""0). the signal transitions from a 
HIGH to a LOW during the address portion of the transfer 
and remains LOW during the data portion. ALE can be used 
by a Slave device to control a latch on the bus address 
lines. When ALE is HlqH, the latch is open. and when ALE 
goes LOW. the latch is closed. 

As AS (CSA3 (01), ACON .. 1), the signal pulses LOW 
during the address portion of the bus transaction The LOW­
to-HIGH transition of AS can be used by a Slave device to 
strobe the address into a register. 

The LANCE drives the ALE/AS line only as a Bus Master. 

OAS Data Strobe (Input/Output Three-State) 
Defines the data portion of the bus transaction. DAS is high 
during the address portion of a bus transaction and low 
during the data portion. The LOW-to-HIGH transition can be 

1-6 Arn7990 



used by a Slave device to strobe bus data into a register. 
OAS 1s driven only as a 13us Mas1cr. 

DALO Data/ Address Line Out (Output, Three-State) 
An external bus transceiver control line. !)A[L) 1s asserted 
when the LANCE drives the DAL lines. D7iIC5 will be LOW 
only during t11e address portion ii the transler is a READ. It 
will be LOW for the entire translcr ii the transler is a WRITE. 
l5Am is driven only wt1en LANCE is a Bus Master. 

DALI Data/ Address Line In (Output, Three-State) 
An external bus transceiver control line. DALI is asserted 
when the LANCE reads from the DAL lines. It will be LOW 
during the data portion of a READ transfer and remain HIGH 
for the entire transfer ii it is a WRITE. DALI is driven only 
when LANCE is a Bus Master. 

ROLD/BUSRQ Bus Hold Request (Output, Open 
Drain) 

Asserted by the LANCE when ii requires access lo memory. 
HOLD is held LOW for the entire ensuing bus transaction. 
The function of this pin is programmed through bit (00) of 
CSA3. Bit (00) of CSA3 is cleared when~ is asserted. 

When CSA3 (00) BCON "' 0 

PIN 17 =HOLD (Output Open Drain and input sense) (48-
Pin DIPs) 

When CSA3 (00) BCON = 1 

PIN 17 = BUSR0 (110 Sense, Open Drain) (48-Pin DIPs) 

II the LANCE wants to use the bus. it looks at ROLD/ 
BOSAO; ii it is HIGH the LANCE can pull it LOW and 
request the bus. If it is already LOW, the LANCE waits for it 
to go inactive-HIGH before requesting the bus. 

HLDA Bus Hold Acknowledge (Input) 
A response to HOLD. When HLDA is LOW in response to 
the chip's assertion of HOLD. the chip is the Bus Master. 

During bus master operation the LANCE waits for HLDA to 
be deasserted 'HIGH' before reasserting HOLD 'LOW'. This 
insures proper bus handshake under all situations. 

INTR Interrupt (Output Open Drain) 
An attention signal that indicates. when active, that one or 
more of the following CSAo status flags is set: BABL, 
MERA, MISS, RINT, TINT or !DON. INTA is enabled by bit 
06 of CSAo (INEA = 1). INTR remains asserted until the 
source of Interrupt is removed. 

RX Receive (Input) 
Receive Input Bit Str1!Jm. 

TX Transmit (Output) 
Transmit Output Bil Stream. 

TENA Transmit Enable (Output) 
Transmit Output Bit Stream enable. When asserted, it 
enables valid transmit output (TX). 

RCLK Receive Clock (Input) 
A 10-MHz square wave synchronized to the Receive data 
and only active while receiving an Input Bit Stream. 

CLSN Collision (Input) 
A logical input that indicates that a collision is occurring on 
the channel. 

RENA Receive Enable (Input) 
A logical input that indicates the presence of carrier on the 
channel. 

TCLK Transmit Clock (Input) 
10-MHz clock. 

READY (Input/Output, Open Drain) 
When the LANCE:. is a Bus Master. ~ is an 
asynchronous acknowledgement from the bus memory that 
ii will accept data in a WRITE cycle or that it has put data on 
the DAL lines in a READ cycle. 

As a Bus Slave, the LANCE asserts READY when it has put 
data on the DAL lines during a READ cycle or is about lo 
take data off the DAL lines during a write cycle. RtADY is a 
response to r5AS and will return High alter DAS has gone 
High. READY is an input when the LANCE is a Bus Master 
and an output when the LANCE is a Bus Slave. 

RESET Reset (Input) 
Bus Request Signal. Causes the LANCE to cease operation. 
clear its internal logic, and enter an Idle state with the stop 
bit of CSRo set. It is recommended that a 3.3 krl pullup 
register be connected to this pin. 

Vee Power supply pin + 5 volts ± 5%. 
It is recommended that a 0.1-µF and a 10-µF decoupling 
capacitor be used between Vee and V55. 

Vss Ground. 
Pin 1 and 24 (48-Pin DIPs) should be connected together 
externally, as close to the chip as possible. 
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PROGRAMMING 

This section defines the control and Status Registers and the 
memory data structures rl}quired to program t11c Am7990 
(LANCE). 

Programming the Am7990 (LANCE) 

The Am7990 (LANCE) is designed to operate in an environ­
ment that includes close coupling with a local memory and a 
microprocessor (HOST). The Am7990 LANCE is programmed 
by a combination of registers and data structures resident 
within the LANCE and in memory. There are four Control and 
Status Registers (CSRs) within the LANCE which are pro­
grammed by the HOST device. Once enabled. the LANCE has 
the ability to access memory locations lo acquire additional 
operating parameters. 

The Am7990 has the ability lo do independent buffer manage­
ment as well as transfer data packets to and from the Ethernet. 
There are three memory structures accessed by the Chip: 

1. Initialization Block - 12 words in contiguous memory starting 
on a word boundary. It also contains the operating parame­
ters necessary for device operation. The initialization block 
is comprised of: 

• Mode of Operation 
• Physical Address 
• Logical Address Mask 
• Location to Receive and Transmit Descriptor Rings 
• Number of Entries in Receive and Transmit 

Descriptor Rings 

2. Receive and Transmit Descriptor Rings - Two ring struc­
tures, one each for incoming and outgoing packets. Each 
entry in the rings is 4 words long and each entry must start 
on a quadword boundary. The Descriptor Rings are com­
prised of: 

• The address of a data buffer 
• The length of that data buffer 
• Status information associated with the buffer 

3. Data Buffers - Contiguous portions or memory reserved for 
packet buffering. Data buffers may begin on arbitrary byte 
boundaries. 

In general, the programming sequence or the LANCE may be 
summarized as: 

1. Programming the LANCE's CSRs by a host device to locate an 
initialization block in memory. The byte control, byte addressing, 
and address latch enable modes are defined here also. 

2. The LANCE loading itself with the information contained 
within the initialization block. 

3. The LANCE accessing the descriptor rings for packet 
handling. 

Control and Status Registers 

There are four Control and Status Registers (CSRs) resident 
within the chip. The CSRs are accessed through two bus 
addressable ports, an address port (RAP) and a data port 
(ADP). 

Accessing the Control and Status Registers 

The CSRs are read (or written) in a two step operation. The 
address of the CSR to be accessed is written into the address 

port (RAP) during a bus slave transaction. During a subse­
quent bus slave transaction. the data being read from (or 
wrilten into) the data port (ADP) is read from (or written into) 
the CSR selected in the RAP. 

Once written, the address in RAP remains unchanged until 
rewritten. 

To distinguish the data port from the address port. a discrete 
110 pin is provided. 

ADA 1/0 Pin Port 

L 
H 

Register Data Port (ADP) 
Register Address Port (RAP) 

Register Data Port (ADP) 

15 

Bit 

15:00 

0 

CSR DATA 

AF001450 

Name Description 

CSR Data Writing data into ADP writes the 
data into the CSR selected in 
RAP. Reading the data from the 
ADP reads the data from the CSR 
selected in RAP. CSR 1. CSR2 
and CSR3 are accessible only 
when the STOP bit of CSRo is 
set. 

II the STOP bit is not set while 
attempting to access CSR1. 
CSR2 or CSR3, the LANCE will 
return READY, but a READ 
operation will return undefined 
data. WRITE operation is ignored. 

Register Address Port (RAP) 

Bit 

15:02 

01 :00 

Am7990 

LcsR1:0 

'------------RES 

Name 

RES 

CSR(1 :0) 

AF001490 

Description 

Reserved and read as zeroes. 

CSR address select. READ/ 
WRITE. Selects the CSR to be 
accessed through the ADP. RAP 
is cleared by Bus RESET. 

CSR(1:0) CSR 

00 CS Ro 
01 CSR1 
10 CSR2 
11 CSR3 

1-17 



Am7992B 
Serial Interface Adapter (SIA) 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 

• Compatible with Ethcrnct!Cheapernct!IEEE-802.3 
specifications 

• Crystal/TTL oscillator controlled Manchester Encoder 
• Mancl1ester Decoder acquires clock and data within four 

bit times with an accuracy of .1 3 ns 
• Guaranteed carrier and collision detection squelch 

thresl1old limits 
- Carrier /collision detected for inputs greater than 

-275 mV 
- No carrier/collision for inputs less than - 175 mV 

• Input signal conditioning rejects transient noise 
- Transients < 10 ns for collision detector inputs 
- Transients < 20 ns for carrier detector inputs 

• Receiver decodes Manchester data with worst case 
•. 19 ns of clock jitter (at 10 MHz) 

• TTL compatible host interface 
• Transmit accuracy ! 0.01 ~c. (without adjustments) 

GENERAL DESCRIPTION 

The Am7992B Serial Interface Adapter (SIA) is a Manches­
ter Encoder/Decoder compatible with IEEE--002.3. Cheap­
ernet and Ethernet specifications. In an IEEE-802.3/Ether­
net application. the Am7992B interfaces the Am7990 Local 
Area Network Controller for Ethernet (LANCE) to the 
Ethernet transceiver cable. acquires clock and data within 

four bit time·s. and decodes Manchester data with worst 
case 1 19 ns phase jitter at 10 MHz. SIA provides both 
guaranteed signal threshold limits and transient noise 
suppression circuitry in both data and collision paths to 
minimize false start conditions. 

BLOCK DIAGRAM 

Re-ceiv~ O.ala (RX, -------1 
R~ceivc Clock (RCLKI ----~ 

Manchester 
Decoder Receiver -

I 

Noise - Receive 
Carrier Prcsc-nl (RENA1 -------1 Carrter 

Detect 

I Da~a I~ Receove • 1 

~--------1 Re1ect 
Fitter 

Collision · Noise Collision 
Detect Reject 

Fitter Cotlision 
~ 

e 
~ Transmil Data (TXt ---------- Manchester 1----------Tr•nsmit. 

U j Transmit Enable (TENA) ---------- Encoder 1---------- Transmt\ 
I "-------' 

i T<ionsmit Clock (TCLKI -----------~ 
! 

20MH• D 

XTAL 1 

Crvst.al 
DSC 

' I 

i 

J 

~ 

;; 
.. 
n .. 

80002071 

RELATED PRODUCTS 

Part No. Description 

Am7990 Local Area Network Controller for Ethernet (LANCE) 

Am7996 IEEE -802. 31 E thernct /Cheapernet IT r ansceiver 

Am79C900 Integrated Local Arca Communications Controller (ILACCJ 

Pu::>1c.a:or>< OlJ71l R.,..,. G 

issue Oa:a J~ 1 ~i;...i 
1-109 



PIN DESCRIPTION 

CLSN Collision (Output, TTL Active HIGH) 
Signals at the Collision :'.terminals meeting threshold and 
pulse width requirements will produce a logic HIGH at 
CLSN output. When no signal is present at Collision±. 
CLSN output will be LOW. 

RX Receive Data (Output) 
A MOS/TTL output. recovered data. When there is no 
signal at Receive± and TEST is HIGH, AX is HIGH. RX is 
actuated with RCLK and remains active until RENA is de­
asserted at the end of message. During reception, RX is 
synchronous with RCLK and changes after the rising edge 
of RCLK. When iESf is LOW, AX is enabled. 

RENA Receive Enable (Output, TTL Active HIGH) 
When there is no signal at Receive± RENA is LOW. 
Signals meeting threshold and pulse width "on" 
requirements will produce a logic HIGH at RENA. When 
RENA is HIGH, Receive± signals meeting threshold and 
pulse width "off" requirements will produce a LOW at 
RENA. 

RCLK Receive Clock (Output) 
A MOS/TIL output, recovered clock. When there is no 
signal at Receive± and TEST is HIGH, RCLK is LOW. 
RCLK is activated 1I4 bit time after the second negative 
Manchester preamble clock transition at Receive±. and 
remains active until end of message. When test is LOW, 
RCLK is enabled and meets minimum pulse width 
specifica lions. 

TX Transmit (Input) 
TIL-compatible input. When TENA is HIGH, signals at TX 
meeting setup and hold time to TCLK will be encoded as 
normal Manchester at Transmit+ and Transmit-. 

TX HIGH: Transmit+ is negative with respect to 
Transmit- for first half of data bit cell. 

TX LOW: Transmit+ is positive with respect to 
Transmit- for first half of data bit cell. 

TENA Transmit Enable (Input) 
TIL-compatible input. Active HIGH data encoder enable. 
Signals meeting setup and hold time to TCLK will allow 
encoding of Manchester data from TX to Transmit+ and 
Transmit-. 

TCLK Transmit Clock (Output) 
MOS/TIL output. TCLK provides symmetrical HIGH and 
LOW clock signals at data rate for reference timing of data 
to be encoded. It also provides clock signals for the 
controller chip (Am7990 - LANCE) and an internal timing 
reference for receive path voltage controlled oscillators. 

Transmit+ Transmit (Outputs) 
Transmit-
A differential line output. This line pair 1s intended to 
operate into terminated transmission lines. For signals 
meeting setup and hold time to TCLK at TENA and TX, 
Manchester clock and data are outputted at Transmit+ I 
Transmit-. When operating into a 78 i1 terminated 
transmission line, signaling meets the required output 
levels and skew for both Ethernet and IEEE-802.3 drop 
cables. 

FUNCTIONAL DESCRIPTION 

The Am79928 Serial Interface Adapter (SIA) has three basic 
functions. It 1s a Manchester Encoder/line driver in the 
transmit path, a Manchester Decoder with noise filtering and 
quick lock-on characteristics in the receive path. and a signal 
detect/converter (10 MHz d11ferent1al to TTL) in the collosoon 

Receive+ Receiver (Inputs) 
Receive--
A differential input. A pair of internally biased line receivers 
consisting of a carrier detect receiver with offset threshold 
and noise filtering to detect the line activity, and a data 
recovery receiver with no offset for Manchester data 
decoding. 

Collision+ Collision (Inputs) 
Collision-
A differential input. An internally biased line receiver input 
with offset threshold and noise filtering. Signals at 
Collision± have no effect on data-path functions. 

TSEL Transmit Mode Select (Output, Open 
Collector; Input, Sense Amplifier) 

TSEL LOW: Idle transmit state Transmit+ is positive 
with respect to Transmit-. 

TSEL HIGH: Idle transmit state Transmit+ and Transmit­
are equal, providing "zero" differential to 
operate transformer coupled loads. 

When connected with an RC network, TSEL is held LOW 
during transmission. At the end of transmission the open 
collector output is disabled, allowing TSEL to rise and 
provide a smooth transmission from logic HIGH to "zero" 
differential idle. Delay and output return to zero are 
externally controlled by the RC network at TSEL and 
Transmit± load inductance. 

X1, X2 Biased Crystal Oscillator (Input) 
X 1 is the input and Xz is the bypass port. When connected 
for crystal operation, the system clock which appears at 
TCLK is half the frequency of the crystal oscillator. X1 may 
be driven from an external source of two times the data 
rate. 

RF Frequency Setting Voltage Controlled 
Oscillator (Vco) Loop Filter (Output) 

This loop filter output is a reference voltage for th., receive 
path phase detector. It also is a reference f~' timing noise 
immunity circuits in the collision and receivP. enable path. 
Nominal reference Vea gain is 1.25 TCLK frequency 
MHz/V. 

PF Receive Path Vco Phase-Lock Loop Filter (Input) 
This loop filter input is the control for receive path loop 
damping. Frequency of the receive Vea is internally limited 
to transmit frequency ± 12 % . Nominal receive V co gain is 
0.25 reference Vea gain MHz/V. 

TEST Test Control (Input) 
A static input that is connected to Vee for Am7992B/ 
Am7990 operation and to Ground for testing of Receive± 
path threshold and RCLK output high parameters. When 
TtST is grounded, RX is enabled and RCLK is enabled 
except during Clock acquisition when RCLK is HIGH. 

GND1 High Current Ground 

GND2 Logic Ground 

GND3 Voltage Controlled Oscillator Ground 

V cc 1 High Current and Logic Supply 

Vcc2 Voltage Controlled Oscillator Supply 

path In additron, the SIA provides the interface between the 
TTL logic environment of the Local Area Network Controller 
for Ethernet (LANCE) and the differential signaling environ· 
ment in the transceiver cable. 
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MSM44100J, L-8, -10 

fAST PAGE MODE 4194304-BIT(4194304-WORD BY 1-BIT) DYNAMIC RAM 

oescRIPTION . . 
-~ 5 is a family of 4194304-word by l-b1t dynamic RAMs. 

·cated with the high performance CMOS process, and 
.,::ir1 
; ,deal for large-capacity memory systems where high 

.-,.,,•d. low power dissipation, and low costs arc essential. 

~·-·~ use of quadruple-layer polysilicon process combined 

~-h silicide technology and a single-transistor dynamic .... 
i:orage stacked capacitor cell provide high circuit density 

. reduced costs. Multiplexed address inputs permit both 
J. 
, ,eduction in pins and an increase in system densities. 

FEATURES 

r RAS CAS Addrt!SS Cvcl" Po~r 

• .oe name aCCC'!SS a<:Ct..-SS •'\Cl'CSS limt! dissir>a· 
lime time t1n\1..· 1101\ 

(nl,I)( ns} (ma• nsl (rn.-1• nsl (nun ns) (typ mW} 

J 
,15M44100L ·8 80 20 40 160 415 

! I Y.5M44100~·10 100 25 so 190 350 

• Standard 26 pin SOJ, 20 pin ZIP 

• Single 5V± 10% supply 

• Low standby power dissipation 
5.5mW (Max) .......... . CMOS Input level 

• Low operating power dissipation 

M5M441 OOJ, L·B . . . . . . . . . . . . 522.5mW (Max) 

M5M44100J, L-10 ........... 467.5mW (Max) 

• Fast·p2ge mode (2048 bits random access), Read-modify· 

write, RAS-only refresh, CAS before RAS refresh 

Hidden refresh capabilities 

• Early·write operation gives common 1/0 capability 

• All inputs, output TTL compatible and low capacitance 

• 1024 refresh cycles every 16.4ms (A0 -A9 ) 

• 512 K word x 8 bit test mode capability 

APPLICATION 
'lain memory unit for computers, Microcomputer memory, 

=>~fresh memory for CRT 

PIN CONFIGURATION (TOP VIEW) 

OJ\ TI\ INPlJ 1 I) 

WRIH CONTllOI. W 
INPUl 

fl OW Al>OR L SS fl A$ · • 3 
S TROB( INF'Ul 

NO CONN(CTION NC 

AOOR(SS 
INPUTS 

A10 -

(SV) Vee 

Vr,<; (OV) 

•O Q/\T/\OllTru1 

CA'S ~7.~~~:'1~~c;'' 5 

NC NO CONNI ( T 10N 

ADDRESS 
INPUTS 

Outline 26POZ (SOJ) 

ADDRESS INPUT A9 ·• 
-, 
I 1 
• .J r-

CA 5 ~~~~~t t~~~;: SS • ? 
DATA OUTPUT 0. 

. ., 
L. 

~~ -, '. Vss (OV) 
DA TA INPUT D . s ' L. _ _, r· w WRITE CONTROL 

ROW ADDRESS ., ~~ INPUT 
RAS - 71 3: STROBE INPUT _ _, r-

-, .... ~~ A10 ADDRESS INPUT 
NO CONNECTION NC 9 I 3: • .J r· • o10 NC NO CONNECTION . , • L. 

{Ao 
II• 

ADORE SS INPUTS _, 
0 ·-ol? ... A1 ' Az 

-, 0 I . 13 . r I _, ,. 
-, •I~ •. AJ I ·- I (SV) Vee IS' r· ADDRESS - .J -, '16 •- A, r INPUTS 

{As 
171 .. 

I 
_, r-

ADDRESS INPUTS -, 118 Ao 
Ai - 19' .. 

[2~0 A5 I , 

Outline 20P5L-B (ZIP) 



MITSUBISHI LS1s··" »,.,.. 
MSM44100J, L-8, ·10 

FAST PAGE MODE 4194304-BIT(4194304-WORD BY 1-BIT) DYNAMIC RA!\,. 

FUNCTION 
The M5M44100J, L provide, in addition to normal read, 

write. and read-modify-write operations, a number of 
other functions. e.g., fast-page mode, RAS-only refresh. 

and delayed-write. The input conditions for each arc shown 
in Table 1. 

Table 1 Input conditions for each mode 

Inputs 
Op,ration 

RAS CAS w 0 

Read ACT ACT NAC ONC 

Wr1re (Early write) ACT ACT ACT VLO 

Write (Delayed write) ACT ACT ACT VLO 

Read·modifv-wr11e ACT ACT ACT VLO 

RAS-only refresh ACT NAC ONC ONC 

Hidden refresh ACT ACT ONC ONC 

(AS lJ<!for• RAS refresh ACT ACT ONC ONC 

S1andllv NAC ONC ONC ONC 

Row Column 
address address 

APO APO 

APO APO 

APO APO 

APO APO 

APO ONC 

ONC ONC 

ONC ONC 

ONC ONC 

Noie ACT act•ve. NAC nonact•ve. ONC don"t care. VLD valod. IVD invalid, APO: apploed. OPN open 

BLOCK DIAGRAM 

COLUMN ADDRESS 
STROBE INPUT CAS 

ROW ADDRESS RAS 
STROBE INPUT 

WRITE CONTROL W 

INPUT 

ADDRESS INPUTS 

a: 
w 
0 
0 
u 
w 
0 

~ 
a: 

COLUMN DECODER 

SENSE REFRESH 
AMPLIFIER & 1/0 CONTROL 

MEMORY CELL 
(4.194.304 BITS! 

· .. 
Output ..... 

Refresh Remark 
·~. 

0 -..,... 
VLO YES ,, ' 
OPN YES Fut pag< ntode ·A 

IVO YES identical 

VLO YES 

OPN YES 

VLO YES 

OPN YES 

OPN NO 

-4Vcc(SV) 

IV55(0V) 

z"' -a: 
<w ........ 
< .... 
o~ 

.... V1 
:la:; 
Ow 
< .... ........ 
< ::i 
o"' 

__ _J 

0 DATA INPUT 

0 CAT A OUTPUT 

·-.-.;· 
·f 
·.~ ,. ,... 

..;.; .. 
.. 

.. ~;...... 
., 

·(>.· 

. ."'. 



Am79C30A/32A 
Digital Subscriber Controller (DSC) 
ISDN Data Controller (IDC) 

DISTINCTIVE CHARACTERISTICS 

• Combines CCIIT 1.430 SfT Interface trans­
ceiver, D-channel LAPD processor, and audio 
processor (DSC only) In a single chip 

• Interrupt-driven microprocessor Interface 

• CMOS technology, ITL compatible 

• •s· or ·r Interface Transceiver 

Level 1 Physical Layer Controller 
Supports point-to-point, short or extended 

passive bus configurations 
Multif rame support 

• O-channel Processing Capablllty 
Flag generation/detection 

BLOCK DIAGRAM 

CRC generation/checking 
Zero insertion/deletion 
Four 2-byte address detectors 
Random number generation 
8-byte transmit and receive FIFOs 

Advanced 
Micro 

Devices 

• Audio Processing capablllty (DSC only) 

·oual audio inputs 
Earpiece and loudspeaker drivers 
Filter/codec with A/mu selection 
Programmable gain and equalization filters 
Programmable sidetone level 
Programmable OTMF, single tone, and ringer 

tone generation 

SBIN SBOUT SCLK SFS HSW 

f ·~1 :t· J 
AINA 

AREF 
AINB 
EAR1 

EAR a 
LS, 
LSa 

. • XTAl.i 

XTALa 

MCLK 

LIU 
MUX 
MAP 
DLC 
MPI 
osc 

-

~----- ·~---- --------------1---t---t----------------- ------~ 
I -. 
I 

"T _. 
MAP 

I 

I (Am79C30A Only) 

1 1 

J .... 
• l osc r 

I ~ r 
I T I -, 
I 
I 

I 

I 
I -. 
I 

L-•••••••••••••• ~. -
Line Interface Unit 

l Multi laxer p 
Main Audio Processor 07 • 

Data Link Controller 
Microprocessor Interface 
Oscillator and Timin Circuit 

--
• 

Serial Interface 
MUX. 

MPI 

-- ----- -------... -, ; 
• Do 

LIU 

T 

• 
DLC 

-------------------
09456-18 

I 
I 

_: 
I 
... 

-

R 

LOUT, 

LOUT2 

LIN, 
LIN2 
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GENERAL DESCRIPTION 

The Am79C30A Digital Subscriber Controller (DSC) 
and Am79C32A ISDN Data Controller (IDC), shown in 
the block diagram, provide the Terminal Equipment ac­
cess to the ISDN. The Am79C30N32A is compatible 
with the CCITT I-Series recommendations at the 'S' ref­
erence point allowing the user of the device to design 
TEs which conform to the international ISON standards. 

The Am79C30N32A provides a 192 kbps full duplex 
digital path between the TE located in the subscriber's 
premises and the NT or PABX line card over 4-wires. 
The Am79C30N32A separates the bit stream Into the 
B 1- (64 kbps), 82- (64 kbps) and 0- (16 kbps) channels. 
The B-channels are routed to different sections of the 
Am79C30A under user control. The 0-channel is par­
tially processed in the Am79C30N32A and passed to 
the microprocessor for further processing. 

The transmission rate of 192 kbps provides a 48-bit 
frame every 250 µs for framing and maintenance. The 
frame structure provides for frame synchronization and 
multiple terminal contention resolution as described in 
the CCITT I-series recommendations. Both point-to­
point and point-to-multipoint connections are 
supported. 

The Am79C30A can be used as a voice telephone, a 
digital data terminal, or a voice and data terminal. The 
Am79C32A can be used as a digital data terminal. 

The audio processor in the Am79C30A, shown in the 
block diagram, uses Digital Signal Processing (DSP) to 
Implement the codec and filter functions. The audio 
processor interfaces to a speaker, an earpiece, and two 
separate audio inputs. In the receive and transmit paths 
the user may program gain or alter the frequency re­
sponse. The audio processor is not available in the 
Am79C32A. 

A serial port gives the user access to the B-channels of 
the Am79C30N32A multiplexer. This serial port may be 
used by data terminals and provides, with additional cir­
cuitry, access to the CCITT 'R' reference point. 

The Am79C30N32A is controlled via an Interrupt driven 
microprocessor bus interface by an ex1emal micropro­
cessor. Using this interface, the microprocessor pro­
cesses the 0-channel information and programs the 
Am79C30N32A accordingly. This Includes program­
ming a multiplexer within the Am79C30N32A to route 
the B-channels as specified by the 0-channel control in­
formation. The microprocessor can interrogate and pro­
gram the Am79C30N32A via its mode, status, and error 
registers. 

Am7Clr.1nAt1?A 



CONNECTION DIAGRAMS 
Top View 

40 Pin Dual-In-Line Package 

L82 1 40 LS1 
EAR1 2 39 AREF 

EAR2 3 38 UN1 
AINA 4 37 UN2 
AINB 5 36 HSW 
CAP1 6 35 LOUT1 
CAP2 7 DSC 34 LOU12 
Vee 8 33 Vss 

RESET 9 32 mT 
~ 10 

Am711C30A 
31 XTAL1 

m 11 30 XTAl..2 
m 12 

PDIP 
MCLK 29 

VSS 13 28 SFS 

A2 14 27 SCLK 

A1 15 26 SBOUT 

Ao 16 25 SBIN 

07 17 24 Do 
06 18 23 o, 
05 19 22 02 
D4 21 03 

09456-358 

44 Pin Plastic LHdad Chip Curler (PLCC) 

(/) 
al < a!'" rr.- u. 

~ en C\I ur w 
~ ZC\I > z z < < en rr. 

< < < w w ..J ..J < ..J :J :c: 

CAP1 LOUT1 

CAP2 LOUT2 

A Vee AVss 

DSC ovss 

Am711C30A NT 

cs XTAL1 
PLCC 

N5 XTAL2 

Wfi MCLK 

DVSS 31 SFS 

A2 SCLK 

A1 SBOUT 
19 20 21 22 23 24 25 27 

0 ,.... CD oon ... 0 
<S> 8 & 

z 
< 0 0 0 w 0 co > en a: 

w 
C/) 
w 
a: 09456-368 

Figure 2. Am79C30A DSC Connection Diagrams 
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PIN DESCRIPTION 
All signal levels are TIL compatible unless otherwise stated. 

Line Interface Unit (LIU) 

HSW 
Hook-Switch (Input) 

The HSW signal indicates if the hookswitch is on or off 
hook. This signal may be generated with a mechanical 
switch wired to ground with a pull-up resistor to Va:.. Any 
change in the HSW state causes an interrupt. 

LIN1, LIN2 
Subscriber Line Input (Differential Inputs} 

The LIN1 and LIN2 inputs interlace to the subscriber ('S' 
reference point) via an isolation transformer. LIN2 is the 
positive input, LIN1 is the negative input. These pins are 
not TIL compatible. 

LOUT1, LOUT2 
Subscriber Line Output (Differential Outputs) 

The LOUT1 and LOUT2 line driver output signals Inter-
. face to the subscriber line at the •s· reference point via 

an isolation transformer and resistors. LOUT2 is the 
positive 'S' interlace driver (that is, sources current dur­
ing a high mar1<) and LOUT1 Is the negative •s· interlace 
driver (that is, sources current during low mar1<). For 
multipoint applications, all TE's must maintain the same 
polarity on the ·s· interface. These pins are not TIL 
compatible. 

Multiplexer (MUX) 
SBIN 
Serial Channel (Input) 

The data rate on SBIN is 192 kbps. SBIN consists of 
three 64 kbps serial channels. Data bytes are received 
MSB first. 

SB OUT 
Serial Channel (Output) 

. -
The data rate on SBOUT is 192 kbps. SBOUT consists 
of three 64 kbps serial channels. Data bytes are trans­
mitted MSB first. 

SCLK 
Serial Clock (Output) 

SCLK is a 192 kbps synchronization clock which defines 
the position of the serial bits In the SBOUT and SBIN 
channels. Data at the SBIN input m.ist be valid on the 
rising edge of SCLK. The data on the SBOUT pin 
changes on the falling edge of SCLK. SCLK powers up 
tri-stated, and is enabled when a MUX connection is 
programmed. 

SFS 
Serial Channel Frame Sync. (Output} 

SFS is an 6 kHz signal which identifies the beginning of 
each frame by a low to high transition. The192 kbps data 
stream on SBIN and SBOUT is referenced to SFS. SFS 

powers up tri-stated, and is enabled when a MUX con­
nection is programmed. 

Main Audio Processor (MAP) 

All MAP pins are analog, and hence not TIL compatible. 

AINA, AINB 
Analog (Inputs) 

These analog inputs allow for two separate analog 
(audio) inputs to the transmit path of the codec/ filter. In­
put signals on either of these pins must be referenced to 
AREF. 

AREF 
Analog Reference (Output) 

This is a nominal 2.4 V reference voltage output for bias­
ing the analog inputs. Note that AREF is only available 
when the MAP is active. 

CAP1, CAP2 
Capacitor/Resistor (CAP1, tnput; CAP2, Output) 

An external resistor and capacitor are connected in · 
series between these pins. These components are 
needed for the integrator in the Analog to Digital 
Converter (ADC). 

EAR1, EAR2 
Earpiece Interface (Differential Outputs) 

EAR 1 and EAR2 are the outputs from the receive path of 
the filter codec. These differential outputs can directly 
drive 600 ohms. 

LS1,LS2 
Loudspeaker Interface (Dlffere •• ttat Outputs) 

LS1 and LS2 are push-pull outputs which can directly 
drive a 50 ohm loudspeaker . 

Microprocessor Interface (MPI) 

A2·AO 
Address Line (Inputs) 

A2, A 1, and AO signals select source and destination 
registers for read and write operations on the data bus. 

a 
Chip Select (Input) 

~must be low to read or write to the Am79C30A/32A. 
Data transfer occurs over the bidirectional data lines 
(D7-DO). 

D7·DO 
Data Bus (Bidirectional with High Impedance State) 

The eight bidirectional data bus lines are used to ex­
change information with the microprocessor. DO is the 
least significant bit (LSB) and 07 is the most signifi 
bit (MSB). A high on the data bus line corresponds • ~ 
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logic ·1 · and low corresponds to a~ic ·o·. These lines 
act as inputs when both WR and CS are active and as 
outputs when both RD and CS are active. When CS is 
inactive or both RD and WR are inactive, the DO-D7 pins 
are in a high impedance state. 

INT 
Interrupt (Output) 

An active low output on the INT pin informs the external 
microprocessor that the Am79C30A/32A needs inter­
rupt service. INTis updated once every 125 µs. The INT 
pin remains active until the Interrupt Register (IA) is 
read or the Am79C30A/32A is reset. 

RESET 
Reset (Input) 

Reset is an active high signal which causes the 
Am79C30A/32A to immediately terminate Its present 
activity and initialize to the reset condition. When reset 
returns low, the Am79C30A/32A enters the idle mode. 

RD 
Read (Input) 

The active low read signal is conditioned by CS and indi­
cates that internal information is to be transferred onto 
the data bus. A number of internal registers are user ac­
cessible. The contents of the accessed register are 
transferred onto the data bus after the high to low transi­
tion of the RD input. 

WR 
Write (Input) 

The active low write signal is conditioned by CS and indi­
cates that external information on the data bus is to be 
transferred to an internal register. The contents of the 
data bus are loaded on the low to high transition of the 
WR input. 

Oscillator {OSC) 
MCLK 
Master Clock (Output) 

The MCLK output is available for use as the system 
clock for the microprocessor. It is derived from the 
12.288 MHz crystal via a programmable divider in the 
Am79C30A/32A which provides the following MCLK 
output frequencies: 12.288, 6.144, 4.096, and 3.072 
MHz. 

XTAL1, XTAL2 
External Crystal (Output/Input) 

XT AL 1 and XT AL2 are connected to an external parallel 
resonant crystal for the on-chip oscillator. XT AL2 can 
also be connected to an external source instead of a 
crystal, in which case XT AL 1 should be left discon­
nected. The frequency must be 12.288 MHz,± BO ppm. 

Power Supply Pins 
PLCC packages 
AVcc +SV analog power supply ±5% (PLCC only) 

AVss Analog ground (PLCC only) 

OVss Digital ground (PLCC only) 

OVcc +SV digital power supply, ±,5% (PLCC only) 

PIP packages 
Vee +SV power supply, ±5% (DIP only) 

Vss Ground (DIP only) 

Note: For best performance, decoupling capacitors should be 
installed between Vee and Vss as dose to the chip as 
possible. Do not use separate supplies for analog and digital 
power and ground connections. · 
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OPERATIONAL DESCRIPTION 
In order to specify the functions of the Am79C30N32A, 
the device has been divided into blocks as shown in the 
block diagram. Each of the blocks listed below is defined 
separately in the Functional Description. 

LIU Line Interface Unit 
MUX Multiplexer 
MAP Main Audio Processor (Am79C30A only) 
DLC Data Link Controller 

Registers 

Line Interface Unit (LIU) 
LIU Status Register 
LIU Priority Register 
LIU Mode Registers 
Muttiframe Register 
Muttiframe $-Bit/Status Buffer 
Multiframe 0-Bit Buffer 

Multiplexer (MUX) 
MUX Control Registers 

Main Audio Processor (MAP) 
(Am79C30A only) 
X Filter Coefficient Registers 
R Filter Coefficient Registers 
GX Gain Coefficient Registers 
GR Gain Coefficient Registers 
GER Gain Coefficient Registers 
Sidetone Gain Coefficient Registers 
Frequency Tone Generator Registers 
Amplitude Tone Generator Registers 
MAP Mode Registers 

Data Link Controller (OLC) 
First Received Byte Address Registers 
Second Received Byte Address Registers 
Transmit Address Register (16 bit) 
0-channel Receive Byte Limit Register (16 bit) 
0-channel Receive Byte Count Register (16 bit) (2 byte FIFO) 
D-channel Transmit 8y1e Count Register (16 bit) 
Random Number Generator Registers 
0-channel Mode Registers 
0-channel Status Registers 
Address Status Register (2 byte FIFO) 
0-channel Error Register (2 byte FIFO) 

Microprocessor Interface (MPI) 
Initialization Register 
Command Register 
Interrupt Register 
Data Register 
0-channel Transmit Buffer (8 byte FIFO) 
0-channel Receive Buffer (8 byte FIFO) 
Bb Transmit Bulfer 
Bb Receive Buffer 
Be Transmit Buffer 
Be Receive Buffer 

MPI Microprocessor Interface 
OSC Oscillator and Timing Circuitry 

User Accesslble Registers/Buffers 

The microprocessor intertace is used to program and 
control the operation of the Am79C30A/32A. The follow­
ing registers/buffers are user accessible in each of the 
blocks listed above and are described in the respective 
Functional Description Sections. 

No. 

1 
1 
2 
1 
1 
1 

4 

16 
16 
2 
2 
2 
2 
2 
2 
2 

4 
4 
1 
1 
1 
1 
2 
4 
2 
1 
1 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

Mnemonic 

LSA 
LPR 
LMR 
MF 
MFSB 
MFOB 

MCA 

x 
R 
GX 
GR 
GER 
STGR 
FTGR 
ATGR 
MMR 

FRAR 
SAAR 
TAR 
DRLR 
OACR 
DTCR 
RNGR 
DMR 
DSR 
ASR 
DER 

INIT 
CR 
IR 
OR 
DCTB 
OCRB 
BBTB 
BBRB 
BCTB 
BCRB 

Note: See the Microprocessor Interface section for register addressing. 
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lnltlallzatlon 

The initialization procedure is controlled via the lnitiali- section. This Initialization Register (INll) has the follow-
zation Register (INln which is accessed by the micro- ing formal: 
processor as defined in the Microprocessor Interface 

lnltlallzatlon Register (INln, Read/Write 

Bit# 

7 6 5 4 3 2 1 0 Control Function 

x x x x x x 0 0 Power Mode Selection Idle Mode (default) 
x x x x x x 0 1 Active Mode (voice & data) 
x x x x x x 1 0 Active Mode (Data only) 
x x x x x x 1 1 Reserved 

x x x x x 0 x x Interrupt Selection Enable TFlT pin (default) 
x x x x x 1 x x Disable TFlT pin 

x x 0 0 0 x x x Divide by 2 (default) 
x x 0 0 1 x x x Clock Divider Selection Divide by 1 
x x 0 1 0 x x x 
x x 0 1 1 x x x 
x x 1 0 0 x x x 
x x 1 0 1 x x x 
x x 1 1 0 x x x 
x x 1 1 1 x x x 

x x x x x x x Abort Selection 
x 0 x x x x x x 
1 x x x x x x x 
0 x x x x x x x 

Reset 
The Am79C30N32A can be reset by driving the reset 
pin high. When power is first supplied to the 
Am79C30A/32A, a reset must be asserted. This 

Idle Mode Operation 

To conserve power the Am79C30A/32A can be placed 
in the idle mode. This can be done by either asserting 
the RESET signal or by clearing bits 0 and 1 in the INIT 

Pin Name State following RESET 

D7-DO High impedance 
MCLK 6.144 MHz 
TNT Logical '1' 

SBOUT High impedance 
SFS High impedance 
SCLK High impedance 
LS1, LS2, 
EAR1, High impedance 
EAR2, 
AREF 
LOUT1, High impedance 
LOUT2 

Divide by 4 
Divide by 2 
Divide by 3 
Divide by 2 
Divide by 2 
Divide by 2 

Receive abort 
No Receive abort (default) 
Transmit abort 
No Transmit abort (default) 

initializes the Am79C30A/32A to Its default values as 
defined in the subsequent sections. After reset, the 
Am79C30A/32A enters the Idle mode. 

register. When the Am79C30A/32A is in the Idle mode, 
and there Is no activity on any of the external interfaces, 
the state of the output pins are: 

Idle Mode 

High impedance 

As programmed (see Initialization section) 

Logical '1' can be driven low by Internal conditions 

explained below 
High impedance 

8kHz 

192 kHz period 

High impedance 

High impedance 
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FUNCTIONAL DESCRIPTION 
Microprocessor Interface (MPI} 
The Am79C30N32A can be connected to any general 
purpose 8-bit microprocessor via the MPI. The MCLK 
from the Am79C30N32A can be used as the clock for 
the microprocessor. The MPI is an interrupt driven inter­
face containing all the circuitry necessary for access to 
the internal programmable registers, status registers, 
coefficient RAM, and transmiVreceive buffers. 

MPI External Interface 
The MPI has the following external connections: 

Name Direction 

D7-DO Bidirectional 
A2, A1, & AO Inputs 
RD Input 
WR Input 
cs Input 
RESET Input 
INT Output 

Register Selection 

cs 
0 
0 
0 
0 

0 
0 
0 
0 
0 

0 
0 
0 
0 
1 

RD 

0 
1 
0 

0 
0 
1 
0 
1 

0 

0 
0 
x 

0 
1 
0 

0 
1 
0 

0 
1 
1 
x 

A2 A1 

0 0 
0 0 
0 0 
0 0 

0 1 
0 1 
1 0 
1 0 
1 0 

0 
1 

1 1 
I 1 
x x 

Function 

Data Bus 
Address line 
Read enable 
Write enable 
Chip Select 
Initialization 
Interrupt 

AO 

0 
0 

0 
1 

.. I 0 
0 
1 

0 
0 
1 
x 

Directly Accessed Registers/Buffers 

Register Mnemonic 

Command Register 
Interrupt Register 
Data Register 
0-channel Status Register 1 
D-channel Error Register (2 byte FIFO) 
D-channel Transmit Buffer (B byte FIFO) 
D-channel Receive Buffer (8 byte FIFO) 
Bb Transmit Buffer 
Bb Receive Buffer 
Be Transmit Buffer 
Be Receive Buffer 
D-channel Status Register 2 

CR' 
IR 
DR 
DSR1 
DER 
DCTB 
DCRB 
BBTB 
BBRB 
BCTB 
BCRB 
DSR2 

The 8-bit bidirectional data bus (D7-DO) is used to com­
municate with these registers. The selection of which 
register(s) is (are) accessed is controlled by the CS, RD, 
WR, A2, A 1, and AO signals from the microprocessor to 
the Am79C30N32A in the following manner (see Figure 
4): 

Reglster(s) Accessed 

Command Register (CR), write only 
Interrupt Register (IR), read only 
Data Register (OR), write only 
Data Register (OR), read only 

D-c:hannel Status Register 1 (DSR1 ), 1 ead o;ily 
D-c:hannel Error Register (DER), read only (~ byte FIFO) 
D-c:hannel Transmit Buffer (DCTB), write only (8 byte FIFO) 
D-c:hannel Receive Buffer (DCRB), read only (8 byte FIFO) 
Bb channel Transmit Buffer (BBTB) write only 

Bb channel Receive Buffer (BBRB), read only 
Be channel Transmit Buffer (BCTB). write only 
Be channe! Receive Buffer (BCRB), read only 
D-c:hannel Status Register 2 (DSR2), read only 
No access (X - logical 'O' or '1 ') 

Note: The M"" and~ signals must never both be low under normal operating conditions. 
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Command Register (CR}, Write only 

The Command Register (CR} is used to hold the index 
for the indirectly accessed registers. The CR is one byte 
wide and divided into two fields, the destination code 
field (DCF) and the operational code field (OCF): 

Bit 7 Bit 0 

Y2 Y1 YO Z4 Z3 Z2 Z1 ZO 

DCF OCF 

The 'Y' bits in the DCF determine to which block the 
OCF is related. The •y· bits are defined below: 

Am79C30A/32A block Y2 Y1 YO 

RESERVED 0 0 0 
INIT 0 0 1 
MUX 0 1 0 
MAP (Am79C30A only} 0 1 1 
DLC 1 0 0 
LIU 1 0 1 
RESERVED 1 1 0 
RESERVED . 1 1 1 

The 'Z' bits of the OCF contain the operation code used 
to address a specific register within a DCF block. For 
each DCF there is a different set of OCFs. Each of the 
OCFs and their associated data registers are defined in 
the following sections. When the OCF indicates a read 
or write operation is possible, then the appropriate ac­
cess is achieved by asserting eitherthe read or write sig­
nals to the Am79C30A/32A. 

Registers within certain groups can be quickly accessed 
by using internal circuitry which automatically incre­
ments the indirect address (index value) contained in 
the OCF. The CR is first loaded with the index value, 
then the data bytes are transferred in sequence be­
tween the Am79C30A/32A and the microprocessor via 
the DR. For example, operation number 5 In the MPl­
LIU definition allows operations 2 to 4 to be performed 
sequentially without reloading the CR. Whenever the 
CR register is loaded, any previous commands are 
automatically terminated. 

In the following tables the "bytes transferredw numbers 
next to the OCFs are the number of bytes which are read 
or written to the DR after the CR has been loaded. 

MPl-INIT Definition 

The INIT register is used by the microprocessor to select 
the MCLK output frequency and the power-up/idle 

states of the Am79C30N32A. This register is accessed 
via the ·z· bits in the CR as follows: 

OCF 
INIT OPERATION Z4 Z3 Z2 Z1 zo Bytes 

(DCF = 001) Transferred 

R/W INIT register O O O O 1 1 

MPl-LIU Definition 

The LIU contains the following registers: 

LIU Registers No. Mnemonic 

LIU Status Register 1 LSR 
LIU Priority 1 LPR 
LIU Mode Registers 2 LMR1, LMR2 
Multiframe Register 1 MF 
Multiframe S-bit Bulfer 1 MFSB 
Multiframe 0-bit Buffer 1 MFOB 

These registers are accessed via the ·z· bits in the CR as 
follows: 

OCF 
LIU OPERATION Z4 Z3 Z2 Z1 zo Bytes 

(DCF = 101) Transferred 

1. Read LSR 0 0 0 0 1 1 
2. R/WLPR 0 0 0 1 0 1 
3. R/W LMR1 0 0 0 1 1 1 
4. R/WLMR2 0 0 1 0 0 1 
5. Perform 0 0 1 0 1 3 

Operations 2-4 
6. Read/Write MF 0 0 1 1 0 1 
7. Read MFSB' 0 0 1 1 1 1 
8. Write MFOB 0 1 0 0 0 1 

MPl-MUX Oeflnttlon 

The MUX contains four microprocessor read/write con­
trol registers MCR1, MCR2, MCR3, and MCR4. These 
registers are accessed via the ·z· bits in the CR as fol­
lows: 

OCF 
MUX OPERATION Z4 Z3 Z2 Z1 zo Bytes 

(DCF = 01 O) Transferred 

1. R/WMCR1 0 0 0 0 1 1 
2. R/WMCR2 0 0 0 1 0 1 
3. R/WMCR3 0 0 0 1 1 1 
4. R/WMCR4 0 0 1 0 0 1 
5. Perfonn 0 0 1 0 1 4 

Operations 1-4 

When more than one byte is being transferred due to 
OCF command 5, MCR1 is always accessed first, fol­
lowed by MCR2, then MCR3, and finally MCR4. 
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Main Audio Processor (MAP) 
(Am79C30A Only) 
This block pertorms the digital-to-analog (DAC) and 
analog-to-digital (ADC) conversions of the audio sig­
nals. The codec and filter functions are implemented us­
ing digital signal processing techniq~~s to provide. sub­
stantial flexibility and programmability. Analog inter­
faces are provided for a handset earpiece, a handset 
mouthpiece, a microphone and a loudspeaker. The 
MAP contains the following programmable, user acces­
sible features: 

Multl-Tone Generator 

This generator can be used to generate a signal consist­
ing of one or two tones where the frequency and ampli­
tude of the tone is programmable. The tone(s) can be 
summed into the transmit (and sidetone) path for use as 
a OTMF tone generator, or single tones can be injected 
into the receive path. The tones can be used as ringing 
tones (to the loudspeaker output), dial tones, busy 
signals, ringback tones or other call progress tones. 

Two Attenuation Distortion Correction Fiiters 

There is one attenuation distortion correction filter in the 
transmit path and one in the receive path. These filters 
can be programmed to modify the frequency character­
istics of the transmit or receive paths and to equalize for 
the characteristics of the microphones, earpiece 
speaker, or loudspeaker. They can also be used to add 
pre and/or post emphasis to make the signals match 
other characteristics. 

Three Programmable Gain Stages · 

There is one gain adjustment in the transmit path and 
two in the receive path to provide a wide range of gain 
control. 

Programmable Sldetone Gain 

There is a built-in sidetone path which samples the 
transmit signal, attenuates it by a programmable 
amount, then sums it into the receive path. 
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External Interface 

Audio Input Port Earpiece and Loudspeaker Drivers 
The audio input port consists of two inputs (AINA and 
AINB) selectable, one at a time, by selling ·a bit in the 
MAP Mode Register 2, (MMR2 bit 0). Signals applied to 
these inputs must be referenced to AREF. 

Each driver consists of push-pull amplifiers with a low 
impedance output. Either of these audio output ports 
can be selected, one at a time, via MMR2 bit 1. 

CAP1 u-------. 

CAP2 

DECIMATORS, BPF 

AREF o-<J-

---. Ba channel 
To 

MUX COMP' 

Transmitter Digital 
loopback ,---------- ···------------

(A) DTMF 
GEN. 

• • • • 
--------·-------------------------~ I 

I 

DAC" INTERPOLATORS, LPF 

(C) 

MINIMUM DEFAULT MAXIMUM STEP 
GX OdB •• OdB 12d8 O.SdB 

GER -10dB •• OdB 18dB 0.SdB 
GR -12d8 OdB OdB O.Sdb 

STG -18d8 .. -18dB OdB O.SdB 

'Programmable 
"These registers can also be programmed for inifinite attenuation 
to break the signal path if desired. 

Tone 
Ringer 

Side 
Tone 
Gain . 

Tone 
Gen. 

Figure 9. Main Audio Processor Block Diagram 
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AC Characteristics 

Vee= 5 V ±5%, Vss = 0 V; TA= 0°C ->70°C, MCLK = 3.072 MHz 

MAP Analog Characteristics (Am79C30A only) 

Parameter 
Symbol 

V'(;)S 

VPR 

ZLS 

ZEAR 

1-50 

Parameter 
Description . 

Analog input impedance 
AINA or AINB to AREF 

Allowable offset voltage 
at AINA or AINB 

Analog input full scale 
reference level AINA or AINB 

Analog output full 

Allowabl~i.o~d · '\Y 
EAR1 to EAR2 

Test Conditions 4~~1~.,, Max 

+5 

w~hrespecttq ±1.25 
AREF P'.n tii {;,, (nominal) 

Am79C30A/32A 

,±2.5 
(nominal) 

RLOAD > 40 ohms 
and 

CLO AD< 100 pF 

RLOAD > 540 ohms 
and 

CLOAD < 100 pF 

Units 

Kohm 

mv 

Vpeak 

Vpeak 



82072 -
CHMOS HIGH INTEGRATION FLOPPY DISK CONTROLLER 

• Integrated Analog Data Separator with • Programmable Drive Motor On/Off 
Software Selectable Data Rates (250K, Delays 
300K, SOOK, Bit/Sec-MFM Mode) • Addresses Up to 256 Tracks Directly, 

• 16 Byte FIFO with Programmable Supports Unlimited Tracks 
Threshold • Implied Seek with Read/Write Disk 

• High Speed Processor Interface Commands 
16 MHz IAPX 386- 1 Wait State • Software Compatible with 8272A 
12.5 MHz IAPX 286-1 Wait State 
8 MHz IAPX 286- O Wait State • Controls 8", 5%" and 31h" Floppy Disk 

Programmable Internal Write 
Drives • Precompensation Delays • Plastic 40 Pin DIP or 44 Pin PLCC 
Packages 
(See Packaging Spec. Order # 231369) 

The 82072 CHMOS high integration floppy disk controller solves the many complex· disk drive and microproc­
essor interface issues that exist today, while maintaining software compatibility with the industry standard 
8272A. Features include a sophisticated on-chip analog phase lock loop with software selectable data rates, 
write precompensation delay, and motor on/off delays to simplify the disk drive interface. System interfacing is 
enhanced with the addition of a FIFO which allows a more flexible system to be designed. 

The standard 82072 supports a maximum data rate of 500 Kbits per second. 

The 82072 is fabricated on Intel's advanced CHMOS Ill technology for minimal power consumption and is 
available in a plastic 40 pin DIP or a plastic 44-leaded chip carrier (PLCC) package. 
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TC 17 29 AVSS 
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Figure 1. 82072 Pinout 
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... ~ 62072 

Table 1. 82072 Pin Description 

Symbol DIP PLCC 110 Function 

DACK 1 2 I OMA ACKNOWLEDGE: OMA control line that qualifies the RD and 
WR inputs during OMA cycles. 

RD 2 3 I READ: Control signal to transfer data to the data bus from the 82072. 

WR 3 4 I WRITE: Control signal to transfer data into the 82072 from the data 
bus. 

cs 4 5 I CHIP SELECT: Control signal that qualifies the RD and WR inputs. 

AO 5 6 I ADDRESS: 
AO ·RD WR Function 

0 0 0 Illegal • 
0 0 1 Read Main Status 

Register 
0 1 0 Write to the Data Rate Select 

Register•• 
0 1 1 No Action 
1 0 0 Illegal • 
1 0 1 Read from FIFO 
1 1 0 Write into FIFO 
1 1 1 No Action 
.• User must ensure that these inputs do not occur. 

• • Change from 8272A-was illegal. 

080-7 6-13 7-11, 1/0 DAT A BUS: Bidirectional 8-bit data bus. AO determines ·whether 
13-15 transfer is to/from the FIFO or Main Status Register. 

ORO 14 . 16 0 OMA REQUEST: Used to request service from a OMA controller. 

TC 15 17 I TERMINAL COUNT: Control line from a OMA controller used to 
terminate requests for data transfers. Disk read and write commands 
complete the transfer to the current sector wiih valid CRC checking/ 
generation. 

IDX 16 18 I INDEX: Disk drive signal that indicates the beginning of a track. It is 
used to count retries and delay periods for internal (i.e. Motor On/Off) 
timers and is rising edge triggered. 

INT 17 19 0 Interrupt: Interrupt to host to· indicate command completion or that a 
data transfer is required (depending upon the data transfer mode). 
Command completion interrupts are cleared by reading the STO Status 
Register. Data transfer interrupts are cleared when the amount of data 
in the FIFO reaches the full or empty. level (depending on FIFO 
direction) or a TC is issued. 

RESET 18 20 I RESET: Places the 82072 in a known idle state. All disk outputs are set 
to a low level. All registers, except those set by the SPECIFY 
command, are cleared. 
From the trailing edge of Reset, there is a maximum delay of 8 
microseconds until the Main Status register is valid: 
Following reset, the .82072 defaults to polling enabled, 
The default values for the new features are: internal data separator 
enabled, write precompensation value is 125 ns, MOTOR on delay is 
0.0 sec., MOTOR off delay is 5.2 sec., data rate is dependent on DORE 
setting, FIFO disabled. 
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' 
Table 1. 82072 Pin Description (Continued) 

Symbol DIP PLCC 1/0 Function 

X1 19 21 I CRYSTAL 1: External connection for a fundamental mode parallel 
resonant 24 MHz crystal for the internal oscillator. May be driven with 
a MOS level clock instead of a crystal. Refer to the D.C. 
Specifications. 

X2 20 22 I CRYSTAL 2: If an ·external clock is supplied on X1, this input must be 
left unconnected (floating). 

Vss 21, 25 23,24,28 LOGIC GROUND. 

OW/DORE 22 25 I DAT A WINDOW /DEFAULT DAT A RATE ENABLED: Clock from 
the external PLL logic used to sample the Read Data input. When the 
internal PLL is used, this input pin is used to define the data rate and 
write precompensation values after RESET. DORE tied high will 
cause the data rate and precompensation bits of the DSR to be 
reinitialized to the default values of 250 Kbps and 125 ns delay when 
a hardware/software reset is issued. DORE tied low will cause the 
current data rate and precompensation yalues in the DSR to be 
retained when a hardware reset is issued. When a software reset is 
issued, the DSR will contain those values written into the register. 
DORE tied low should be used in applications where data rate and 
precompensation information needs to be retained regardless of chip 
reset. 

RODA TA 23 26 ·1 READ DATA: 'serial FM.or MFM encoded data from the disk drive. 

VCO/LD 24 27 0 READ DATA GATE: This active high output enables an external PLL 
to synchronize to Read Data input from the disk drive. 
LOW DENSITY: This active high output is used by quad density disk 
drives to modify Read/Write head and data channel characteristics. 
This signal is activated when if'1ternal PLL is enabled and a data .. 

trans.fer rate of 250 or 300 Kbps is chosen. · 
-

.. 
Analog ground for the Data Separator. It is recommended that care AVSS 26 29 ; ... 

be taken to keep AVSS as noise free as possible. A separate 
connection to the ground plane is suggested. .. .. 

WE 27 30 0 WRITE ENABLE: Disk drive control signal that enables the head to 
write onto the disk. 

MFM 28 31 0 MFM MODE: When an external PLL is used, this output selects 
- between single and double density (FM and MFM) modes. 1 = MFM, 

O =FM mode. 

MOTOR 29 32 0 MOTOR ENABLE: Output used to activate the drive motor on the 
selected drive. Delays are programmable. With one output, this pin 
must be qualified with the drive select logic to provide motor enables 
for each drive. · . 

'·: -

HDSEL 30 33 0 HEAD SELECT: Signal used to select one of two sides ·on the disk. A 
O = side o,·a 1 = side 1. ·-

DS1, 0 31, 32 35,36 0 DRIVE SELECT: These outputs select one of four disk rJrives. DSO, 
DS1 = 0, O will select drive O. 

WR DATA 33 37 ~ WRITE DATA: FM or MFM encoded serial data tO the ljisk drive. No 
external precompensation is required. 

TAKO 34 38 I mACK 0: Control line from the disk drive that indicat es the head is 
on physical track 0 (outermost track). 

WP 35 39 I WRITE PROTECT: Input from the disk drive that indi( :ates if the disk 
is physically write protected. -
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Table 1. 82072 Pin Description (Continued) 

Symbol DIP PLCC 1/0 Function 

ROY 36 40 I READY: Input from the disk drive that indicates whether the drive is 
ready for an operation. 

HDL 37 . 41 0 HEAD LOAD: This output loads the head onto the disk drive if required. 
Typically used by a· drives. 

STP 38 42 0 STEP: Output used to supply step pulses to the disk drive. 

DIR 39 43 0 DIRECTION: This output, in conjunction with STP, causes the drive to 
move the head outward if a "O", and inward if a "1 ". 

vcc 40 1, 44 Logic DC power supply. 

NOTE: 
. 1. Pins 12, 34 of the 44 pin PLCC package are not connected. 

INTRODUCTION 

The 82072 has integrated all of the complex circuitry 
required to interface microprocessor systems with 
disk drives that comply with the IBM System 34 Dou­
ble Density (MFM) format or the IBM 3740 single 
·density format (FM). The 82072 is a superset of the 

s 
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s 
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B TO 
u OMA 

s 

24 MHz 
osc. 

DATA 
BUS 

182072 

ORO 

~ 

8272A. Control over the new features was accom­
plished by adding extra registers and commands to 
the 82072. The 82072 will function like the 8272A 
Floppy Disk Controller (FOG) after being reset, with 
the added features being set to 8272A compatible 
default values. When accessing the disk drives, the 
62072 is programmed the same as the 8272A. 

WROATA 
CONNECTOR 

TO DISK 
CABLE 

ROOATA 

R 

CONTROL 
CONNECTOR 

TO DISK 
SIGNALS CABLE 
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Figure 2. 82072 Typical System Block Diagram 
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82072 

The microprocessor interface was enhanced by add­
ing a 16 byte FIFO to reduce the timing constraints 
that most floppy disk controllers impose upon a sys­
tem. The point at which the 82072 generates a re­
quest for a data transfer is selectable within the 16 
byte range of the FIFO. The interface was further 
enhanced to support todays faster microprocessors· 
(i.e., 8 MHz 80286, 10 MHz 80186) without incurring 
wait states. A powerdown mode has been added for 
low power or portable applications. With one com­
mand, the 82072 resets itself and then disconnects 
the power from the internal oscil.lator. Reset will re­
connect the clock and once the 82072 is repro­
grammed (if necessary), it will be ready to read and 
write disks again. 

All of the control logic of the disk interface has been 
integrated into the 82072. Flexibility is maintained by 
allowing the user to select read and write data rates 

. TC 
"ORO 
DACK 

INT 

RO 
WR 

cs 
AO 

RESET 

X1 

X2 

•NOTE: 

INTERrACE 
LOGIC 

CRYSTAL 
OSCILLATOR ----.---
DATA RATE 
SELECTION 

WRITE CLK 
GENERATOR 

These pins are not used with the internal PLL 

B 
u 
s 

(without any external hardware); write precompensa­
tion delays; motor on/off delay; and the track to start 
the precompensation on. The typical design will 
need the 82072, a crystal and high current drivers 
for the signals that interface to the disk drive. The 
new features (when used) need only to be chosen 
once after reset (although they may be modified at 
any time). , From then on, the user programs the 
82072 for c;f isk accesses in the same manner as the 
8272A. 

ARCHITECTURE 

Figure 3 is a block diagram of the 82072. The high­
lighted blocks represent areas that are either com­
plete.ly new or highly enhanced. All new features 
were adopted with the requirement of being soft­
ware compatible with the 8272A. 
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Figure 3. 82072 Block Diagram 
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28F020 
2048K (256K x 8) CMOS FLASH MEMORY 

• Flash Electrical Chip-Erase • Noise Immunity Features 
- 2 Second Typical Chip-Erase - ± 10% Vee Tolerance 

• Quick-Pulse ProgrammingTM Algorithm 
- Maximum Latch-Up Immunity 

- 1 O µs Typical Byte-Program 
through EPI Processing 

- 4 Second Chip-Program • ETOX™ II Nonvolatile Flash 

• 10,000 Erase/Program Cycles Minimum Technology 
- EPROM-Compatible Process Base 

• 12.oy ± 5% Vpp - High-Volume Manufacturing 

• High-Performance Read Experience 

- 150 ns Maximum Access Time • JEDEC-Standard Pinouts 

• CMOS Low Powe~-Consumption - 32-Pin Plastic Dip 

- 1 O mA Typical Active Current - 32-Lead PLCC 
- 50 µA Typical Standby Current - 32-Lead TSOP 
- O Watts Data Retention Power • Integrated Program/Erase Stop Timer 

• Command Register Architecture for 
(See Packaging Spec., Order 1231369) 

Microprocessor IM i crocontroller 
Compatible Write Interface 

Intel's 28F020 CMOS flash memory offers the most cost-effective and reliable alternative for read/write 
random access nonvolatile memory. The 28F020 adds electrical chip-erasure and reprogramming to familiar 
EPROM technology. Memory contents can be rewritten: in a test socket; in a PROM-programmer socket; on­
board during subassembly test; in-system during final test; and in-system after-sale. The 28F020 increases 
memory flexibility, while contributing to time- and cost-savings. 

The 28F020 is a 2048-kilobit nonvolatile memory organized as 262, 144 bytes of 8 bits. Intel's 28F020 is 
offered in 32-pin plastic DIP, 32-lead PLCC, and 32-lead TSOP packages. Pin assignments conform to JEDEC 
standards for byte-wide EPROMs. 

Extended erase and program cycling capability is designed into Intel's ETOXTM II (EPROM Tunnel Oxide) 
process technology. Advanced oxide processing, an optimized tunneling structure, and lower electric field 
combine to extend reliable cycling beyond that of traditional EEPROMs. With the 12.0V Vpp supply, the 
28F020 performs a minimum of 10,000 erase and program cycles well within the time limits of the Quick-Pulse 
ProgrammingTM and Quick-EraseTM algorithms. 

Intel's 28F020 employs advanced CMOS circuitry for systems requiring high-performance access speeds, low 
power consumption, and immunity to noise. Its 150 nanosecond access time provides no-WAIT-state perform­
ance for a wide range of microprocessors and microcontrollers. Maximum standby current of 100 µA trans­
lates into power savings when the device is deselected. Finally, the highest degree of latch-up protection is 
achieved through Intel's unique EPI processing. Prevention of latch-up is provided for stresses up to 100 mA 
on address and data pins, from -1 V to V cc + 1 V. 

With Intel's ETOX II process base, the 28F020 levers years of EPROM experience to yield the highest levels of 
quality, reliability, and cost-effectiveness. 

Intel Corporation assumes no responsibility for the use of any circuitry other than circuitry embodied in an Intel product. No other circuit patent 
licenses are implied. Information contained herein supersedes previously published specifications on these devic-:s from Intel. November 1990 
©INTEL CORPORATION, 1990 Order Number. 290245-003 
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Symbol 
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WE 
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Vee 
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Figure 1. 28F020 Block Diagram 

Table 1. Pin Description 

Name and Function 

290245-1 

ADDRESS INPUTS for memory addresses. Addresses are internally 
latched during a write cycle. · 

DATA INPUT/OUTPUT: Inputs data during memory write cycles; 
outputs data during memory read cycles. The data pins are active high 
and float to tri-state OFF when the chip is deselected or the outputs 
are disabled. Data is internally latched during a write cycle. 

CHIP ENABLE: Activates the device's control I~ input buffers, 
decoders and sense amplifiers. CE is active low; high deselects the 
memory device and reduces power consumption to standby levels. 

OUTPUT ENABLE: Gates the devices output through the data buffers 
during a read cycle.~ is active low. 

WRITE ENABLE: Controls writes to the control register and the array. 
Write enable is active low. Addresses are latched on the falling edge 
and data is latched on the rising edge of the WE pulse. 
Note: With Vpp s: 6.SV, memory contents cannot be altered. 

ERASE/PROGRAM POWER SUPPLY for writing the command 
register, erasing the entire array, or programming bytes in the array. 

DEVICE POWER SUPPLY (5V ± 10%) 

GROUND 

2 
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Figure 2. 28F020 Pin Configurations 
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80C186 
SYSTEM BUS 

Vpp 

Vee 
A1-A111---------.., Ao-A17 

Vpp 

28f"020 28F020 

ADDRESS OECOOE0 _________ 41 
CHIP SELECT ---CE 

BHE __ _. 

"o---4 
Ro _________ _.., OE 

290245-6 

Figure 3. 28F020 In a 80C186 System 

PRINCIPLES OF OPERATION 

Flash-memory augments EPROM functionality with 
in-circuit electrical erasure and reprogramming. The 
2~F020 introd~ces. a command register to manage 
this new functionality. The command register allows 
for: 100% TTL-level control inputs; fixed power sup­
plies during erasure and programming; and maxi­
mum EPROM compatibility. 

In the absence of high voltage on the Vpp pin, the 
28F020 is a read-only memory. Manipulation of the 
external memory-control pins yields the standard 
EPROM read, standby, output disable, and inteligent 
Identifier™ operations. · 

The same EPROM read, standby, and output disable 
operations are available when high voltage is ap­
plied to the Vpp pin. In addition, high voltage on Vpp 
enables erasure and programming of the device. All 
functions associated with altering memory con­
tents--inteligent Identifier, erase, erase verify, pro­
gram, and program verify-are accessed via the 
command register. 

Commands are written to the register using standard 
microprocessor write timings. Register contents 
serve as input to an internal state-machine which 
controls the erase and programming circuitry. Write 
cycles also internally latch addresses and data 
needed for programming or erase operations. With 
the appropriate command written to the register, 

5 

standard microprocessor read timings output arr~v 
data,. access the inteligent Identifier codes, or Ol 

data for erase and program verification. 

Integrated Stop Timer 

Successive command write cycles define the dura-
. tions of program and erase operations; specifically, 

the program or erase time durations are normally 
terminated by associated program or erase verify 
commands. An integrated stop timer provides simpn­
fied timing control over these operations; thus elimi­
nating the need for maximum program/erase timing 
specifications. Programming and erase pulse dura­
tions are minimums only. When the stop timer termi­
nates a program or erase operation, the device en­
ters an inactive state and remains inactive until re­
ceiving the appropriate verify or reset command. 

Write Protection 

The command register is only active when Vpp is at 
high voltage. Depending upon the application, the 
system designer may choose to make the Vpp pow­
er supply switchable-available only when memory 
updates are desired. When Vpp = VPPL· the con­
tents of the register default to the read comr -d, 
making the 28F020 a read-only memory. I .s 
mode, the memory contents cannot be altered. 



-
Table 2. 28F020 Bus Operations 

Pins 
Vpp(1) Ao Ag CE OE WE DOo-007 

Operation 

Read VppL Ao Ag V1L V1L V1H Data Out 

Output Disable VppL x x V1L V1H V1H Tri-State 

READ-ONLY Standby VppL x x VtH x x Tri-State 

inteligent ldentifierTM (Mfr)(2) VppL V1L V10(3l Vtl VtL V1H Data= 89H 

inteligent ldentifierTM (Oevice)C2l VppL VtH V10(3) VtL V1L V1H Data= BDH 

Read VppH AQ Ag V1L V1L VtH Data Out(4) 

READ/WRITE Output Disable VppH x x V1L V1H V1H Tri-State 

• Standby(S) VppH x x V1H x x Tri-State 

Write VppH AQ Ag V1L V1H V1L Data ln(6) 

NOTES: 
1. Refer to DC Characteristics. When Vpp = VppL memory contents can be read but not written or erased. 
2. Manufacturer and device codes may also be accessed via a command register write sequence. Refer to Table 3. All other 
addresses low. 
3. V10 is the inteligent Identifier high voltage. Refer to DC Characteristics. 
4. Read operations with Vpp = VppH may access array data or the inteligent ldentifierTM codes. 
5. With Vpp at high voltage, the standby current equals Ice + lpp (standby). 
6. Refer to Table 3 for valid Data-In during a write operation. 
7. X can be V1L or V1H· 

Or, the system designer may choose to "hardwire" 
Vpp, making the high voltage supply constantly 
available. In this case, all Command Register func­
tions are inhibited whenever V cc is below the write 
lockout voltage VLKO· (See Power Up/Down Protec­
tion.) The 28F020 is designed to accommodate ei­
ther design practice, and to encourage optimization 
of the processor-memory interface. 

BUS OPERATIONS 

Read 

The 28F020 has two control functions, both of which 
must be logically active, to obtain data at the out­
puts. Chip-Enable (CE) is the power control and 
should be used for device selection. Output-Enable 
(OE) is the output control and should be used 
to gate data from the output pins, independent of 
device selection. Refer to AC read timing 
waveforms. 

When Vpp is high (VppH). the read c.,peration can be 
used to access array data, to output the inteligent 
ldentifierTM codes, and to access data for program/ 
erase verification. When Vpp is low (VppL.), the read 
operation can only access the array data. 
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Output Disable 

With Output-Enable at a logic-high level CVtH). output 
from the device is disabled. Output pins are placed 
in a high-impedance state. 

Standby 

With Chip-Enable at a logic-high level, the standby 
operation disables most of the 28F020's circuitry 
and substantially reduces device power consump­
tion. The outputs are placed in a high-impedance 
state, independent of the Output-Enable signal. 
If the 2BF020 is deselected during erasure, pro­
gramming, or program/ erase verification, the 
device draws active current until the operation is 
terminated. 

lntellgent Identifier™ Operation 

The inteligent Identifier operation outputs the manu­
facturer code (89H) and device code (BDH). Pro­
gramming equipment automatically matches the de­
vice with its proper erase and programming algo­
rithms. 



28F020 

With Chip-Enable and Output-Enable at a logic low 
level, raising A9 to high voltage V1o (see DC Charac­
teristics) activates the operation. Data read from lo­
cations OOOOH and 0001 H represent the manufac­
turer's code and the device code, respectively. 

The manufacturer- and device-codes can also be 
read via the command register, for instances where 
the 28F020 is erased and reprogrammed in the tar­
get system. Following a write of 90H to the com­
mand register, a read from address location OOOOH 
outputs the manufacturer code (89H). A read from 
address 0001 H outputs the device code (BDH). 

Write· 

Device erasure and programming are accomplished 
via the command register, when high voltage is ap­
plied to the Vpp pin. The contents of the register 
serve as input to the internal state-machine. The 
state-machine outputs dictate the function of the 
device. 

The command register itself does not occupy an ad­
dressable memory location. The register is a latch 

used to store the command, along with address and 
data information needed to execute the command. 

The command register is written by bringing Write­
Enable to a logic-low level (V1J, while Chip-Enable is 
low. Addresses are latched on the falling edge of 
Write-Enable, while data is latched on the rising 
edge of the Write-Enable pulse. Standard microproc­
essor write timings are used. 

Refer to AC Write Characteristics and the Erase/ 
Programming Waveforms for specific timing 
parameters. 

COMMAND DEFINITIONS 

When low voltage is applied to the Vpp pin, the con­
tents of the command register default to OOH, en­
abling read-only operations. 

Placing high voltage on the Vpp pin enables read/ 
write operations. Device operations are selected by 
writing specific data patterns into the command reg­
ister. Table 3 defines these 28F020 register 
commands. 

Table 3. Command Definitions 

Bus First Bus Cycle Second Bus Cycle 
Command Cycles 

Req'd Operatlon(1) Address(2) Data(3) Operatlon(1) Address(2) 

Read Memory 1 Write x 
Read infeligent ldentifierTM Codes(4) 3 Write x 
Set-up Erase/Erase(S) 2 Write x 
Era·se Verify(S) 2 Write EA 

Set-up Program/Program(6) 2 Write x 
Program Verify(6) 2 Write x 
Reset(7) 2 Write x 

NOTES: 
1. Bus operations are defined in Table 2. 
2. IA = Identifier address: OOH for manufacturer code, 01 H for device code. 

EA = Address of memory location to be read during erase verify. 
PA = Address of memory location to be programmed. 
Addresses are latched on the falling edge of the Write-Enable pulse. 

OOH 

90H Read 

20H Write 

AOH Read 

40H Write 

COH Read 

FFH Write 

3. ID = Data read from location IA during device identification (Mfr = 89H, Device = BDH). 
EVD = Data read from location EA during erase verify. 
PD -= Data to be programmed at location PA. Data is latched on the rising edge of Write-Enable. 
PVD = Data read from location PA during program verify. PA is latched on the Program command. 

(4) 

x 
x 

PA 

x 
x 

4. Following the Read inteligent ID command, two read operations access manufacturer and device codes. 
5. Figure 6 illustrates the Ouick-EraseTM Algorithm. 
6. Figure 5 illustrates the Quick-Pulse ProgrammingTM Algorithm. 
7. The second bus cycle must be followed by the desired command register write. 
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S4-VME 
Revision 1.0 . 

Buff er Control 

ma_aclk 
ma_aen_ 
sl_aclk 
sl_aen_ 
sbtP1 elk 
sbtP1enX_ 
sbtP1enl_ 
sbtP1enM_ 
P1 tsbclk 
P1tsbenX_ 
P1tsbenl_ 
P1tsbenM_ 
pl_se1(1 :0) 
b_asen_ 

VME 

P1_BR(3:0) _ 
VME_BR_ 
P1_BGIN(3:0) 
VME_BGOUT(3:0) 
VME_BBSY_ 
B_BBSY_ 
P1_AS_ 
VME_AS_ 
P1_DS(1 :0)_ 
VME_DS(1 :0)_ 
P1 WR 
P1 LW 
VME LW 
P1_1RQ(7: 1 )_ 
P1_1ACK_ 
VME_IACK_ 
P1_1ACKIN_ 
VME_IACKOUT 
P1_DTACK_ 
VME_DTACK_ 
P1_BERR_ 
VME_BERR_ 
P1_AM53(5:3) 
P1_AM10(1 :0) 
VME_AM(5:4) 
P1_SYSR_ 
VME_SYSR_ 
P1 _AMEG (23 :20) 
P1_A16K(15:14) 
P1_A168(3:1) 
VME_A(31 :29) 

S4-VME 9/21 /89 

0 - 8T1 
0 - BT2 
0 - BT1 
0 - BT4 
0 - 8T4 
0 - BT2 
0 - BT2 
0 - BT2 
0 - BT4 
0 - BT2 
0 - BT2 
0 - BT2 
0 - BTB 
0 - 8T1 

I - SCHMITTN 
0 - BT1 
I - SCHMITTN 
0 - BT1 
0 -BT1 
I - SCHMITTN 
I -SCHMITT 
0 - BT1 
I - SCHMITTN 
0 - 8T1 
I - SCHMITTN 
I - SCHMITTN 
0 - 8T1 
1- SCHMITTN 
I - SCHMITTN 
0- BT1 
I - SCHMITTN 
0 - BT1 
I - SCHMITTN 
0 - BT1 
I - SCHMITTN 
0 - BT1 
I - SCHMITT 
I - SCHMITT 
0 - 8T1 
I - SCHMITTN 

0 - BT1 

Master Address Clock 
Master Address Clock 
Master Address Clock 
Master Address Clock 
S-bus to P1 latch 
S-bus to P1 Data enable. 
S-bus to P1 Data enable. 
S-bus to P1 Data enable. 
P1 to S-bus latch. 
P1 to S-bus Data Enable. 
P1 to S-bus Data Enable. 
P1 to S-bus Data Enable. 
Pipeline Buffer Select. 
Address Strobe enable. 

VMEbus Request 
VMEbus Request 
VMEbus Bus Grant 
VMEbus Bus Grant 
VMEbus Bus Busy 
VMEbus Bus Busy 
VMEbus Address Strobe 
VMEbus Address Strobe 
VMEbus Data Strobe 
VMEbus Data Strobe 
VMEbus Write 
VMEbus Long Word 
VMEbus Long Word 
VME interrupts. 
VMEbus Interrupt Acknowledge 
VMEbus Interrupt Acknowledge 
VMEbus Interrupt Acknowledge 
VMEbus Interrupt Acknowledge 
VMEbus Data Acknowledge 
VMEbus Data Acknowledge 
VMEbus Bus Error 
VMEbus Bus Error 
VMEbus Address Modifier 5-3 
VMEbus Address Modifier 1-0 
VMEbus Address Modifier 5-4 
VMEbus System Reset 

I - SCHMITT 
I - SCHMITT 

VMEbus System Reset 
VMEbus Address bit 23-20 
VMEbus Address bit 15-14 
VMEbus Address bit 3-1 I - SCHMITT 

0 - BT1 VMEbus Address bit 31-29 
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VME_SYSCLK 

Test 

od_ 
para 

Signals 
Device Type: 
Package Type: 

S4-VME 9/21/89 

0 - BT1 

I - TLCHT 
0 - 81 

136 
LIA5530 

S4-VME 
Revision 1. O 

VMEBUS Clock 

Output disable 
Parametric nand tree output 

PFP144 (10:136 VDD:4 VSS:8) 
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S4-VME 
Revision 1.0 

Functional Description 

The S4-VME interfaces the Sbus to the VMEbus. When acting as a Sbus slave, i.e. VMEbus 
Master, VME is a physical device in type 2 or 3 space. During Sbus OMA Master cycles. i.e. 
VME Slave cycles, it will appear as an Sbus slot device. Refer to the Sbus specification for 
further explanation. 

This chip contains the most of the functions required to implement a full VME Interface. In 
addition, buffers to drive VME and to interface Sbus to VME, plus some address decoding 
are needed . The following figure shows how the VME interface will hook up to the rest of the 
CPU. 

Sbus Addr 

Sbus 

Sbus Data 

Sbus Addr 

Sbus 

Sbus 

Sbus Data 

I= buffer 

S4-VME 9/21189 

Pl. Addr 

Fig. 2 

Pl. Addr 

Pl Addr, Control 

VMEbus 

Control 

Pl Data 

I =decoder 

Pl 

VME 
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Registers 

The registers can be divided into the following groups: 

1) Registers set on system initialization, replacing board jumpers: 
Interrupt Enable Register: Interrupts handled 

Arbitration mode 

2) Registers used for multi- or co-processing: 

3) Others 

Mail Box Interrupt Register 
Bus Locker Register 
Slave Map Register (also replacing jumper) 

A32 VME Address mapping. 

Slave Map register bit 0: 

Move 512 MByte window 
enable diagnostic loop back. 
enable Block Mode transfers 

Following is a list of the VME Interface Registers: 

Type 
1 

Name Size 
byte 

1 

VME Bus Locker 
VME !ACK cycle 
Mail Box register 

Physical Base 
OxEFEOOOOO 
OxEFE00001 
OxEFE00010 
OxEFE00014 
OxEFE00018 
OxEFE0001C 

byte, A[3:1),A0=1 
byte 

VME Interrupt Enable Register 
A32MAP Register 
Slave Map Register 

54-VME 9/21 /89 

byte 
byte 
byte 
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Increment 
Address 

NOTES: 

Provl"Clmmln; 
Completed 

1. See DC Characteristics fOI" the value of VPPH and 
VPPL· 
2. Program Verify is only performed after byte program­
ming. A fmal read/compare may be performed (option­
al) after the register Is written with the Read command. 

28F020 

Bua Command Comment• Operation 

Standby Wait for Vpp Ramp to VPPt-t(1) 

Initialize Pulse-Count 

Write Set-up Data - 40H 
Program 

Write Program Valid Address/Data 

Standby Duration of Program 
Operation (tWHWH1) 

Write Program(2) Data - COH; Stops Program 
Verify Operation(3l 

Standby lwHGL 

Read Read Byte to Verify 
Programming 

Standby Compare Data Output to Data 
Expected 

Write Read Data - OOH, Resets the 
Register for Read Operations 

Standby Wait for Vpp Ramp to VppL(1) 

3. Refer to principles of operation. 

4. CAUTION: The algortthm MUST BE FOLLOWED 
to ensure proper and reliable opei allon of the cs.­
vice. 

figure 5. 28F0201~-PulM!Progr11mmlngt11 Algortthm 
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28F020 

tncrement 
Addren 

Start (<) 
Croaure 

290245-8 
1. See DC Characteristics for the value of VPPH and 
VPPL· 
2. Erase Verify is performed only after chip-erasure. A 
final read/compare may be performed (optional) after 
the register is written with the read command. 

Bua Com1n11nd Comments Operetlon 

Entire Memory Must - OOH 
Before Erasure 

Uae Ouick-Pulse 
Programming™ Algorithm 
(figure 4) 

Standby Wait for v,. Ramp to VPPH(1) 

Initialize Addresses and 
Pulse-Count 

Write Set-up Data - 20H 
Erase 

Write Erase Data - 20H 

Standby Duration of Erase Operation 
(tWHWH2l 

Write Erase!2) Addr - Byte to Verify; 
Verify Data - AOH; Stops Erase 

Operation(3) 
Standby lwHGL 

Read Read Byte to Verify Erasure 

Standby Compare Output to FFH 
Increment Pulse-Count 

Write Read Data - OOH, Resets the 
Register for Read Operations 

Slanclby Walt for v,. Ramp to VPfJL(1) 

3. Refer to principlea of operation. 

4. CAUTION: The algCHtthm MUST BE FOLLOWED 
to ensure proper and rellable operation of the de­
vice. 

Figure 6. 28F020 Qulck-Erase'nl Algorithm 
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Z85C30 
Enhanced Serial Communications Controller 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• Fastest data rate of any Z8530 

8.192 MHz I 2.048 Mb/s 
10 MHz I 2.5 Mb/s 
12.5 MHz/ 3 Mb/s 
16.384 MHz I 4.096 Mb/s 
20 MHz I 5 Mb/s (prelim) 

• Low-power CMOS technology 

• Pin and function compatible with other NMOS 
and CMOS Z8530s 

• Easily Interfaced with most CPUs 
Compatible with non-multiplexed bus 

• Many enhancements over NMOS Z8530H 
Allows 85C30 to be used more effectively in 
high-speed applications 
Improves interface capabilities 

BLOCK DIAGRAM 

Data 

Control 

CPU 
Bus VO 

Interrupt I 
Control Lines 

1 t 1 
-+5 V GND PCLK 

Internal 
Control 
Logic 

Interrupt 
Control 
Logic __,...._ __ ...... 

Pubhc.a1ion 1 10216 Rev. C Amendment JO 

Channel 
A 

Registers 

Channel 
B 

Registers 

• Two Independent full-duplex serial channels 

• Asynchronous mode features 
Programmable stop bits, clock factor, character 
length and parity 
Break detection/generation 
Error detection for framing, overrun, and parity 

• Synchronous mode features 
Supports IBM BISYNC, SDLC, SDLC Loop, 
HDLC, and ADCCP Protocols 
Programmable CRC generators and checkers 
SDLC/HDLC support includes frame control, 
zero insertion and deletion, abort, and 
residue handling 

Baud 
Rate 

Generator 

10x19 Bit 
Frame 
Status 
FIFO 

Channel A 

Transmitter 
Receiver 

TxDA 

Rx DA 

~ 

~ 

r-----,,,..J_~ DTRIREOA 

Control 
Logic 

'S'T'NCA 
wmrnA 
JmA 
~ 
mA 

,----------,,_-~ TxDB 

Channel B 

Rx DB 
~ 
~ 
bTRIREOB 
~ 
~ 
~ 
~ 
~ 

10216A·001A 

BD008260 
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DISTINCTIVE CHARACTERISTICS (continued) 
• Enhanced SCC functions support high-speed 

frame reception using OMA 
14-bit byte counter 
10 x 19 SDLC/HDLC Frame Status FIFO 
Independent Control on both channels 
Enhanced operation does not allow special 
receive conditions to lock the 3-byte DATA 
FIFO when the 10 x 19 FIFO is enabled 

• Local Loopback and Auto Echo modes 

• Internal or external character synchronization 

GENERAL DESCRIPTION 
AMD's Z85C30 is an enhanced pin-compatible version 
of the popular Z8530/Z85C30 Serial Communications 
Controller. The Enbanced Serial Communications Con­
troller (ESCC) is a high-speed, low-power, multi-protocol 
communications peripheral designed for use with 8· and 
16-bit microprocessors. It has two independent, full-du· 
plex channels and functions as a serial-to-parallel, paral· 
lel-to-serial converter/controller. AMD's proprietary en­
hancements make the Z85C30 easier to interface and 
more effective in high-speed applications due to a reduc­
tion in software burden and the elimination of the need 
for some external glue logic. 

The Z85C30 is easy to use due to a variety of sophisti· 
cated internal functions, including on-chip baud rate gen­
erators, digital phase-locked loops, and crystal oscilla­
tors, which dramatically reduce the need for external 
logic. The device can generate and check CRC codes in 
any SYNC mode, and can be programmed to check data 
integrity in various modes. The ESCC also has facilities 
for modem controls in both channels. In applications 
where these controls are not needed, the modem con­
trols can be used for general-purpose 1/0. 

This versatile device supports virtually any serial data 
transfer application such as networks, modems, cas· 
settes, and tape drivers. The ESCC is designed for non­
multiplexed buses and is easily interfaced with most 
CPUs. such as 80188, 80186, 80286, 8080, 280, 6800, 
68000 and MULTIBUS. 

Enhancements that allow the Z85C30 to be used more 
effectively in high-speed applications include: 

• a 10 x 19 bit SDLC/HDLC frame status FIFO array 

• a 14-bit SDLC/HDLC frame byte counter 

RELATED AMO PRODUCTS 

Part No. 

Am7960 
80186 

80286, 80C286 

Description 

Coded Data Transceiver 
Highly Integrated 16-Bit 
Microprocessor 
High-Performance 16-Bit 
Microprocessor 

• 2·Mb/s FM encoding transmit and receive 
capabllity using Internal DPLL for 16.384-MHz 
product -

• Internal synchronization between RxC to PCLK 
and TxC to PCLK 
- This allows the user to eliminate external 

synchronization hardware required by the NMOS 
device when transmitting or receiving data at the 
maximum rate of 1/4 PCLK frequency. 

• automatic SDLC/HDLC opening frame flag trans· 
mission 

• TxD pin forced High in SDLC NAZI mode after closing 
flag 

• automatic SDLC/HDLC Tx underrun/EOM flag reset 

• automatic SDLC/HDLC Tx CRC generator reset/ 
preset 

• ATS synchronization to closing SDLC/HDLC flag 

• DTRIREQ deactivation delay significantly reduced 

• external PCLK to RxC or TxC synchronization re· 
quirement eliminated for PCLK. divide-by-four 
operation 

Other enhancements to improve the Z85C30 interface 
capabilities include: 

• write data valid setup time to falling edge of WR 
requirement eliminated 

• reduced INT response time 

• reduced access recovery time (tRc) to 3 PCLK best 
case (3 1/2 PCLK worst case) 

• improved Wait timing 

• Write Registers WR3, WR4, WR5, and WR1 O made 
readable 

• lower priority interrupt masking without INTACK 

• complete SDLC/HDLC CRC character reception 

Part No. 

Am9517A 
5380, 53C80 
80188 

Description 

OMA Controller 
SCSI Bus Controller 
Highly Integrated 8-Bit 
Microprocessor 

2-286 Z85C30 



CONNECTION DIAGRAMS 
Top View 

DIPs 

D, 1 • 40 

D~ 2 39 

05 3 38 

D1 4 37 
iNT 5 36 
IEO 6 35 
IEI 7 34 

INT ACK 8 33 
+5 V 9 32 

W/REOA 10 31 
SYN CA 11 Z85C30 30 
RTxCA 12 29 

Rx DA 13 28 
mxcA 14 27 

TxDA 15 26 
OTA/~ 16 25 

RTSA 17 24 
'CTSA 18 23 
~ 19 22 
PCLK 20 21 

Note: Pin 1 is marked for orientation. 

LOGIC SYMBOL 

Data 
Bus 

.. :·· 
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Do 
I~ ~ ... - 0 N .... ~I~ 

Dz _00000000 

D, 

D, 
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CE +5 v 36 
DIC W1RtBA 35 
GND SYN CA Z85C30 34 
W/JiEOO RTxCA 33 
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MxCB T'RXCA 31 
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TxDB 18 1 9 20 21 22 23 24 25 26 27 28 
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+5 V GND PCLK 

Z85C30 

Channel 
Clocks 
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LS003300 
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E 
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PIN DESCRIPTION 
Bus Timing and Reset 

RD 
Read (Input; Active Low) 

This signal indicates a Read operation and, when the 
SCC is selected, enables the SCC's bus drivers. During 
the Interrupt Acknowledge cycle, !his signal gates the in­
terrupt vector onto the bus if the sec is the highest prior­
ity device requesting an interrupt. 

WR 
Write (Input; Active Low) 

When the SCC is selected, this signal indicates a Write 
operation. The coincidence of RD and WR is interpreted 
as a reset. 

Channel Clocks 

ATxCA, RTxCB 
Receive/Transmit Clocks (Inputs; Active Low) 

These pins can be programmed in several different 
modes of operation. In each channel, RTxC may supply 
the receive clock, the transmit clock, the clock for the 
baud rate generator, or the clock of the digital phase­
locked loop. These pins can also be programmed for use 
with the respective SYNC pins as a crystal oscillator. The 
receive clock may be 1, 16, 32, or 64 times the data rate 
in asynchronous modes. 

TRxCA, TRxCB 
Transmit/Receive Clocks 
(Inputs/Outputs; Active Low) 

These pins can be ..£!29.rammed in several different 
modes of operation. TRxC may supply the receive clock 
or the transmit clock in the input mode or supply the out­
put of the digital phase-locked loop, the crystal oscillator, 
the baud rate generator, or the transmit clock in the out­
put mode. 

Channel Controls for Modem, DMA, 
or Other 
CTSA,CTSB 
Clear to Send (Inputs; Active Low) 

If these pins are programmed as Auto Enables, a Low on 
these inputs enables their respective transmitters. If not 
programmed as Auto Enables, they may be used as 
general-purpose inputs. Both inputs are Schmitt-trigger 
buffered to accommodate slow rise-time inputs. The 
sec detects pulses on these inputs and may interrupt 
the CPU on both logic level transitions. 

DCOA,DCDB 
Data Carrier Detect (Inputs; Active Low) 

These pins function as receiver enabies if they are pro­
grammed as Auto Enables: otherwise, they may be used 
as general-purpose input pins. Both are Schmitt-trigger 
buffered to accommodate slow rise-time signals. The 
sec detects pulses on these pins and may interrupt the 
CPU on both logic level transitions. 

DTR/REQA 
Data Terminal Ready/Request 
(Outputs; Active Low) 

These outputs follow the inverted state programmed 
into the DTR bit in WRS. They can also be used as 
general-purpose outputs or as Request Lines for a DMA 
controller. 

RTSA,RTSB 
Request to Send (Outputs; Active Low) 

When the Re§uest to Send (RTS) bit in Write Register 5 
is set, the RT signal goes Low. When the RTS bit is re­
set in the asynchronous mode and Auto Enable is on, the 
signal goes High after the transmitter is empty. In SYNC 
mode or in asynchronous mode with Auto Enable off, 
the RTS pins strictly follow the inverted state of the RTS 
bit. Both pins can be used as general-purpose outputs. 

In SDLC mode, the AUTO ATS RESET enhancement 
described later in this document brings ATS High after 
the last O of the closing flag leaves the TxD pin. 

SYNCA,SYNCB 
Synchronization (Inputs/Outputs; Active Low) 

These pins can act either as inputs, outputs, or part of the 
crystal oscillator circuit. In the Asynchronous Receive 
mode (crystal oscillator option not selected), these pins 
are inputs similar to C'i'S and ?5C5. In this mode, transi- El 
lions on these lines affect the state of the Sync/Hunt 
status bits in Read Register 0 but have no other function. 

In External Synchronization mode with the crystal 
oscillator not selected, these lines also act as inputs. 
In this mode, 'SYNC must be driven Low two receive 
clock cycles after the last bit in the SYNC character is re-
ceived. Character assembly begins on the rising edge 
of the receive clock immediately preceding the activation 
of SYNC. 

In the Internal Synchronization mode (Monosync and 
Bisync) with the crystal oscillator not selected, these pins 
act as outputs and are active only during the part of the 
receive clock cycle in which SYNC characters are recog­
nized. The SYNC condition is not latched, so these out­
puts are active each time a SYNC pattern is recognized 
(regardless of character boundaries). In SDLC mode, 
these pins act as outputs and are valid on receipt of a 
flag. 

W/REQA, W/REQB 
Walt/Request (Outputs; Open drain when 
programmed for a Walt function, driven High or 
Low when programmed for a Request function) 

These dual-purpose outputs may be programmed as Re­
quest lines for a OMA controller or as Wait lines to syn­
chronize the CPU to the SCCdata rate. The reset state is 
Wait. 
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Control 
A/B 
Channel A/Channel B Select (Input) 

This signal selects the channel in which the Read or 
Write operation occurs. 

CE 
Chip Enable (Input; Active Low) 

This signal selects the SCC for a Read or Write opera­
tion. 

DIC 
Data/Control Select (Input) 

This signal defines the type of information transferred to 
or from the SCC. A High means data is transferred; a 
Low indicates a command is transferred. 

Data Bus 

Dr-Dr 
Data Bus (Input/Output; Three State) 

These lines carry data and commands to and from the 
sec. 
Interrupt 
IEI 
Interrupt Enable In (Input; Active High) 

IEI is used with IEOto form an interrupt daisy chain when 
there is more than one interrupt-driven device. A High IEI 
indicates that no other higher priority device has an inter-

. rupt under service or is requesting an interrupt. 

IEO 
Interrupt Enable Out (Output; Active High) 

IEO is High only ii IEI is High and the CPU is not servicing 
an sec interrupt or the sec is not requesting an inter­
rupt (interrupt acknowledge cycle only). IEO is con­
nected to the next lower priority device's IEI input and 
thus inhibits interrupts from lower priority devices. 

INT 
Interrupt Request (Output; Active Low, 
Open Drain) 

This signal is activated when the SCC requests an 
interrupt. 

INT ACK 
Interrupt Acknowledge (Input; Active Low) 

This signal indicates an active interrupt acknowledge cy­
cle. During this cycle, the SCC interrupt daisy chain set­
tles. When AD becomes active, the SCC places an inter­
rupt vector on the data bus (if IEI is High). INTACK is 
latched by the rising edge of PCLK. 

Serial Data 
RxDa, RxDB 
Receive Data (Inputs; Active High) 

These input signals receive serial data at standard TTL 
levels. · 

TxDA, TxDB 
Transmit Data (Outputs; Active High) 

These output signals transmit serial data at standard 
TTL levels. 

Miscellaneous 
GND 
Ground 

PCLK 
Clock (Input) 

This is the master SCC clock used to synchronize inter­
nal signals. PCLK is not required to have any phase rela­
tionship with the master system clock. PCLK is a TTL­
level signal. Maximum transmit rate is 1/4 PCLK. 

Vee 
+ 5 V Power Supply 

2-292 Z85C30 



ARCHITECTURE 
The ESCC internal structure includes two full-duplex 
channels, two 10 x 19 bit SDLC/HDLC frame status 
FIFOs, two baud rate generators, internal control and in­
terrupt logic, and a bus interface to a non-multiplexed 
bus. Associated with each channel are a number of Read 
and Write registers for mode control and status informa­
tion, as well as logic necessary to interface with modems 
or other external devices (see Logic Symbol). 

The logic for both channels provides formats, synchroni­
zation, and validation for data transferred to and from the 
channel interface. The modem control inputs are moni­
tored by the control logic under program control. All of the 
modern control signals are general-purpose in nature 
and can optionally be used for functions other than mo­
dern control. 

The register set for each channel Includes ten control 
(Write) registers, two SYNC character (Write) registers, 
and four status (Read) registers. In addition, each baud 
rate generator has two (Read/Write) registers for holding 
the time constant that determines the baud rate. Finally, 
associated with the interrupt logic is a Write register for 
the interrupt vector accessible through either channel, a 
Write-only Master Interrupt Control register, and three 

Data 
CPU 

Bus VO 

l~terrupt l 
Control 

Lines 

t t f 

Internal 
Control 
Logic 

Interrupt 
Control 
Logic 

___ __. 

+5 V GND PCLK 

Channel 
A 

Registers 

Channel 
B 

Registers 

Read registers: one containing the vector with status in­
formation (Channel B only), one containing the vector 
without status (A only), and one containing the interrupt 
pending bits (A only). 

The registers for each channel are designated as fol­
lows: 

WRO-WR15-Write Registers 0 through 15. An addi· 
tional Write register, WR7 Prime (WR71, is available for 
enabling or disabling additional SDLC/HDLC enhance­
ments if bit Do of WR15 is set. 

RRO-RR3, RR10, RR12, RR13, RR15-Read Registers 
O through 3, 10, 12, 13, and 15. 

If bit 02 of WR 15 is set, then two additional Read regis­
ters, RR6 and RA7, are available. These registers are 
used with the 1ox19 bit Frame Status FIFO. 

Table 1 lists the functions assigned to each Read 
and Write register. The ESCC contains only one 
WR2 and WR9, but they can be accessed by either 
channel. All other registers are paired (one for 
each channel). 

Baud 
TxDA 

Rate Transmitte RxDA 
Generator Receiver ~ 

~ 
10x19 Bit 

Frame 
Status 

~ FIFO 
Control ~ 

Channel A 
Logic ~ 

~ 

Channel B 

10218A.OOIA 

80008260 
Figure 1. Block Diagram of ESCC Architecture 
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-Data Path 
The transmit and receive data path illustrated in Figure 2 
is identical for both channels. The receiver has three 
8-bit buffer registers in a FIFO arrangement, in addition 
to the 8-bit receive shift register. This scheme creates 
additional time for the CPU to service an interrupt at the 
beginning of a block of high-speed data. Incoming data 
are routed through one of several paths (data or CRC) 
depending on the selected mode (the character length in 
asynchronous modes also determines the data path). 

The transmitter has an S·bit transmit data buffer register 
loaded from the internal data bus and a 20-bit transmit 
shift register that can be loaded either from the sync­
character registers or from the transmit data register. De­
pending on the· operational mode, outgoing data are 
routed through one of four main paths before they are 
transmitted from the Transmit Data output (TxD). 

Table 1. Read and Write Register Functions 

Read Register Functions 

RAO 
·RR1 

RR2 

RR3 

RR6 

RR7 

RAS 
RR10 

t.RR12 
RR13 
RR15 

Transmit/Receive buffer status and External status 
Special Receive Condition status 
(also 10 x 19 bit FIFO Frame Reception Status 'if 
WR15 bit D2 is set) 
Modified interrupt vector 
(Channel 8 only) 
Unmodified interrupt vector 
(Channel A only) 
Interrupt Pending bits 
(Channel A only) 
LSB Byie Count (14-bit counter) 
(ii WR15 bit D2 set) 
MSB Byte Count (14-bit counter) 
and 10x19 bit FIFO Status (if WR15 bit 0 2 is set) 
Receive buffer 
Miscellaneous XMTR, RCVR status 
Lower byte of baud rate generator time constant 
Upper byte of baud rate generator time constant 
External/Status interrupt information 

Write Register Functions 

WRO 

WA1 

WA2 
WA3 
WA4 

WAS 
WAG 
WA7 
WA7' 
WAS 
WA9 

WR10 

WA11 
WR12 
WR13 
WA14 
WR15 

Command Register, Register Pointers CRC 
initialize, initialization commands for the various 
modes, shift righVshift left command 
Interrupt conditions and data transfer mode 
definition 
Interrupt vector (accessed through either channel) 
Receive parameters and control 
TransmiVReceive miscellaneous parameters and 
modes 
Transmit parameters and controls 
Sync character or SDLC address field 
Sync character or SDLC flag 
SDLC/HDLCenhancements{if bit00 ol WR15 is set) 
Transmit buffer 
Master interrupt control and reset {accessed 
through either channel) 
Miscellaneous transminer/receiver control bits, data 
encoding 
Clock mode control, Rx and Tx clock source 
Lower byte of baud rate generator time constant 
Upper byte of baud rate generator time constant 
Miscellaneous control bits, DPLL control 
EX1ernal!Status interrupt control 
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Signetics NE5'170 
Octal Line Driver 

Linear Products 

DESCRIPTION 
The NE5170 is an octal line driver which 
is designed for digital communications 
with data rates up to 100kb/s. This 
device meets all the requirements of EIA 
standards RS-232C/RS-423A and 
CCITT recommendations V.1 O/X.26. 
Three programmable features: (1) output 
slew rate, (2) output voltage level, and 
(3) 3-State control (high-impedance) are 
provided so that output characteristics 
may be modified to meet the require­
ments of specific applications. 

FUNCTION TABLE 

.. 
LOGIC 

ENABLE 
INPUT RS-423A1 

L L 5 to 6V 

L H -5 to -6V 

H x Hi-Z 
.. 

NOTES: 
1. Vee - + 10V and VEE - -10V; RL - 3kn 
2. Vee·+ i2v and Vee - -12v; RL • 3kn 

ORDERING CODE 

Preliminary Specification 

FEATURES 
• Meets EIA RS-232C/ 423A and 

CCITT V.10/X.26 
• Simple slew rate programming 

with a single external resistor 

• 0.1 to 10V/µs slew rate range 
• High/Low programmable voltage 

output modes 
• TTL compatible Inputs 

APPLICATIONS 
• High-speed modems 
• High-speed parallel 

communications 
• Computer 1/0 ports 
• Logic level translation 

OUTPUT VOLTAGE (V) 

RS-232C 

Low Output Mode 1 High Output Mode2 

5 to 6V ;;;i..gv 

-5 to -6V <-9V 

Hi-Z Hi·Z 

.. 

DESCRIPTION TEMPERATURE RANGE .·ORDER CODE 

28-Pin Plastic DIP o to +70°C NE5170N 

28-Pin PLCC 0 to +70°C NE5170A 

24-Pin SO package o to +1o•c NE5170D 

December 1987 4-13 
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TOP VIEW 
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Signetics linear Products Preliminary Spec1f1cation 

Octal Line Driver NE5170 

ABSOLUTE MAXIMUM RATINGS 

SYMBOL PARAMETER RATING UNIT 

Vee Supply voltage and + MODE 15 v 

VEE Supply voltage and - MODE -15 v 

lour Output current 1 ± 150 mA 

V1N Input voltage (~NABLt, Data) -1.5 to + 7 v 
Vour Outpu1 vollage2 ±15 v 

Minimum slew resistor3 1 kn 

Po Power dissipation 1200 mW 

DC ELECTRICAL CHARACTERISTICS Vee - 10V ± 10%; Vee - -10V ± 10%; ±MODES - OV; AsL = 2kn, o·c :i;; TA~ 70°C, 
unless otherwise specified. 

LIMITS 
SYMBOL PARAMETER TEST CONDITIONS UNIT 

Min Max 

V1N • 0.8V 
5 6 

AL= 3kn4 

VoH Output High voltage 
AL• 450n4 4.5 6 

v 

AL - 3kS15, CL - 2500pF Vcc-3 

V1N • 2.0V 
-6 -5 

AL• 3kn4 

VoL Outpu1 Low voltage 
AL• 450n4 -6 -4.5 

v 

AL - 3kn5• Ct - 2500pF Vee+3 

Vou . Output. unbalance voltage Vex; - I Vee 1. AL - 45on• 0.4 v 

lcEx . Olltput_ leakage current IVol • 6V, ENABLE• 2V or Vee• VeE • OV -100 100 µA 

V1H Input High voltage 2.0 v 

V1L lnpu1 Low voltage 0.8 v 

l1L Logic "O" input current V1N • 0.4V -400 0 µA 

.ltH Logic " 1". inpu1 current V1N • 2.4V 0 40 µA 

los Output short circuit current1 Vo•OV -150 150 mA 

VcL Input clamp voltage ltN • -15mA -1.5 v 
lex; No Load 35 mA 

Supply current 
-45 mA leE No Load 

.NOTES: 
1 Maximum current per driver. Do not exceed maximum power dissipation if more than one output is on. 
2. High-impedance mode. · 
3. Minimum value of the resistor used to set the slew ra1e. 
"· VOH. Vol at RL - <eson will be .. :!:90% of VQH. VOL at RL - -. 
5. High Output Mode; +MODE pin -vex;; -MODE pin - VEE: SIV <:Vee<: 13V; -9v;;. VEE ---13V. 
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Signelics Linear Products Preliminary Specification 

Octal Line Driver NE5170 

AC ELECTRICAL CHARACTERISTICS Vee - + 10V; VEE - -10V; Mode - GNO, o•c "TA" 1o·c 

LIMITS 
SYMBOL PARAMETER TEST CONDITIONS UNIT 

Min Max 

AL • 450, CL • 50pF 
tpHz Propagation delay output high to high-impedance or 5 µs 

AL • 3k, Ct. • 2500pF 

AL • 450, CL• 50pF 
tpLZ Propagation delay output low to high-impedance or 5 µs 

AL • 3k, Ct. • 2500pF 

AsL • 200k 

lpzH Propagation delay high-impedance to high output 
AL .. 450, Ct. • SOpF 150 µs 

or 
AL • 3k, CL • 2500pF 

AsL • 200k 

lpzL Propagation delay high-impedance to low output 
AL• 450, CL• SOpF 

150 µs 
or 

AL • 3k, CL • 2500pF 

AsL • 2k 8 12 

SR Output slew rate 1 AsL • 20k 0.8 1.2 V/µs . 
RsL • 200k 0.06 0.14 

NOTE: 
S~: Load condition. (A) For AsL < 4kS1 use AL• 450!1; Ci_• SOpF; (B) for AsL > 4kS1 use either AL• 450!1, Ci_• 50pF or AL• 3k!l, Ci_• 2500pF. 

AC PARAMETER TEST CIRCUIT AND WAVEFORMS 

+ 10V 

Vee 

Your ------<l OUTl'UT 

DIN 

- MOOE GNO + MOOE VEE RsL 

:... 10V 

IV 

ov 

Voz--_.I.,. IV 

VOUT : J_ 
Voi. ___ j._,._ ____ I ~I 

: : f I I 
-I t-- l,n -l I- lpu 

NOTES: 
1. See AC eloclrical characteristics table tor v1lues of RSL· RL and CL. 
2. VIN pulse: Frequency - !kHz, duty cycle - 50'%, ZouT - son. ~ - 1,..: !Ons. 

IV~ _r­
: __ 1\.____Ji 

I 1V 1V I 
I I Vo+1--r-_, ___ "'I""\ 

v --~ 
OUT I 

I 

I 
I 
I 

-I 

-r--r-t 
I I 
I I 
I I 
I I 
I I 
1-lt-ZH -t 
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Signetics 

Linear Products 

DESCRIPTION 
The NE5180 and NE5181 are octal line 
receivers designed to interface data ter­
minal equipment with data communica­
tions equipment. These devices meet 

. the requirements of EIA standards RS-
232C, RS-423A, RS-422A, and CCITI 
V.10, V.11, V.28, X.26 and X.27. The 
NE5180 is intended for use where the 
data transmission rate is up to 200 kb/s. 
The NE5181 covers the entire range of 
data rates up to 10 Mb/s. The difference 
in data rates for the two devices results 
from the input filtering of the NE5180. 
These devices also provide a failsafe 
feature which protects against certain 
input fault conditions. 

FUNCTION TABLE 

INPUT 

V10 > 200mV1 

V10 < -200mV1 

Both inputs open or grounded 

NOTE: 

NE5180/NE5181 
Octal Differential Line 
Receivers 
Preliminary Specification 

FEATURES PIN CONFIGURATIONS 

• Meets. EIA RS-232C/423A/422A 
and CCITT V.10, V.11, V.28 

• Single + SV supply - TTL 
compatible outputs 

• Differential Inputs withstand 
±25V 

• Failsafe feature 
• Input noise filter (NE5180 only) 

• Internal hysteresis 
• Available In SMO PLCC 

APPLICATIONS 
• High-speed modems 
• High-speed parallel 

communications 
• Computer 1/0 ports 
• Logic level translation 

FAILSAFE LOGIC 
INPUT OUTPUT 

x H 

x L 

ov L 

Vee H 

N Package 

Co 

TOP VIEW 

A Package 

8- Ao A+ A- Vrx Ho H+ 

1. V10 is defined as the non-inverting terminal input voltage minus the Inverting termnal Input voltage. 

ORDERING INFORMATION 

DESCRIPTION TEMPERATURE RANGE ORDER CODE 

28-Pin Plastic DIP o to +1o•c NE5180N 

28-Pin Plastic DIP o to +1o•c NE5181N 
O+OoGNOE-E+ Eo F-

28-Pin PLCC o to +1o•c NE5180A 
TOP VIEW 

28-Pin PLCC 0 to +70°C NE5181A 

Vee 

Ho 

H+ 

H· 

Go 

G+ 

G-

Fo 

F+ 

F-
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S1gnefics Linear Producls Prel1m1nary Specifica!ion 

Octal Differential Line Receivers NE5180/NE5181 

ABSOLUTE MAXIMUM RATINGS TA= +25"C 
Vout 

SYMBOL PARAMETER RATING UNIT FS •Vee FS • GNO 

Po Power dissipation 800 mW 

Vee Supply voltage 7 v 
VcM Common-mode range ±15 v 
V10 Differential input voltage ±25 v 
ISINK Output sink current so mA ......... 
VFs Failsafe voltage -0.3 to Vee v Figure 1. Vu, V1h, VH Definitions 

los Output short-drcuit time 1 sec 

DC ELECTRICAL CHARACTERISTICS Vee•+ 5V ± 5%, o•c .c;; TA .c;; + 1o·c. input common-mode range ± 7V 

NE5180 NE5181 
SYMBOL PARAMETER TEST CONDITIONS UNIT 

Min Max Min Max 

A1N DC input resistance 3V .c;; I V1N I .c;; 25V 3 7 3 7 kn 

Inputs open or 0 .c;; lour <: 8mA, V1ailsafe • OV 0.45 0.45 
VOFs Failsafe output voltage shorted to v 

GND O >lour >-400µA, V1ailsate •Vee 2.7 2.7 

Differential input high4 VOUT ~ 2.7V, Rs• 01 0.2 0.2 
VTH threshold IOUT • -440µA 

v 
Rs• 500 1 0.4 0.4 

Differential input low4 VOUT <: 0.45V, Rs• 01 -0.2 -0.2 
.v~ threshold lour•8mA 

v 
Rs• 5001 -0.4 -0.4 

VH Hysteresis• FS • OV or Vee (See Figure 1 ) 50 140 50 140 mV 

Vioc Open-circuit input voltage 2 2 v 
c, Input capacitance 30 30 pF 

' VOH High level out?ut voltage V10 - 1 V, lour - -440µA 2.7 2.7 v 
lour• 4mA2 0.4 0.4 

,voL Low level output voltage V10• -1V v 
lour• 8mA2 0.45 0.45 

los Short-circuit output current V10 - 1V, Note 3 20 100 20 100 mA 

Ice Supply current 4.75V <;Vee<; 5.25V, V10 • -1 V; FS •OV 100 100 mA 

V1N • +10V 3.25 3.25 
l1N Input current Other inputs grounded mA 

V1N • -10V -3.25 -3.25 

NOTES I 
1. As is a resistor in series with each Input 
2. Measured after 1 OOms warm-up (at O"C). 
3. Only 1 output may be $1\orted at a time and then only for a maximum of 1 aecond. 
4. See Figure 1 for tnreshcild and hysteresis definitions. 

AC ELECTRICAL CHARACTERISTICS Vee - + 5V ± 5%, o·c .c;; TA .c;; + 1o•c 

NE5180 NE5181 
SYMBOL PARAMETER TEST CONDITIONS UNIT 

Min Max Min Max 

lplH Propagation delay - low to high Cl• 50pF, V10 • ± 1V 500 100 ns 

IPHl Propagation delay - high to low Cl• 50pF, V10 • :!: 1V 500 100 ns 

'· Acceptable input frequency Unused input grounded, v10 • ± 200mV1 0.1 5.0 MHz 

I, Rejectable input frequency Unused input grounded, V1o - :!: 500mV 5.5 NA MHz 

NOTE: 
1. V1o • t IV lor NE5181. 
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r=-= SGS-THOMSON .. ~ lM lt:'lilO©OO@rn[Lrn©'U'OO@~O©~ MK48T08 (8)-10/12/15/20 

.. INTEGRATED ULTRA LOW POWER SAAM, 
REAL TIME CLOCK, CRISTAL, POWER-FAIL 
CONTROL CIRCUIT AND BATTERY 

• BYTEWIDE™ RAM-LIKE CLOCK ACCESS 

• BCD CODED YEAR, MONTH, DAY DATE, 
HOURS, MINUTES AND SECONDS 

• SOFTWARE CONTROLLED CLOCK 
CALIBRATION FOR HIGH ACCURACY APPLI­
CATIONS 

• PREDICTED WORST CASE BATTERY 
STORAGE LIFE OF 11 YEARS @ 70°C 

• PIN AND FUNCTION COMPATIBLE WITH 
JEDEC STANDARD BK XB SRAMs 

•AUTOMATIC POWER-FAIL CHIP 
DESELECT/WRITE PROTECTION 

Part Number Access Time R/W Cycle Time 

MK48T08-10 100 71S 100 71S 

MK48T08-12 120 71S 120 71S 

MK48T08-15 150 71S 150 IJS 

MK48T08-20 200 IJS 200 IJS 

PIN NAMES 

AO-A12 ADDRESS INPUTS 

E CHIP ENABLE 

GND Ground .. 
NC NO CONNECTION 

Vee +5 VOLTS 

w WRITE ENABLE 

G OUTPUT ENABLE 

DOO-D07 DATA IN/DATA OUT 

June 1988 

BK X 8 ZEROPOWER 
TIMEKEEPER RAM 

B 

OIP-28 

ADVANCED DATA 

(Plastic with Battery Top Hat) 

PIN CONNECTIONS 

NC vee 

A12 2 27 w 

A 7 3 NC 

A 6 ' AS 

AS s A9 

I.I. 6 A11 

A3 7 "G 
A7 8 A10 

A1 9 E 

AO 10 007 

000 l1 006 

001 12 

002 13 DOL 

GNO " DO 3 

!>- 1:>(."I 

, ,, 3 

This is advance information on a ,_ product now on development or undergoing evaluation. Details are sub1ect to change withOut notice 
337 



MK48T08 (B)-10/12/15/20 
~---~-~----~~--~~~~~----~~---~~------''!!-~ 

TRUTH TABLE MK48T08 

Vee E G w MODE DO POWER 

V1H x x Deselect High-Z Standby 

<Vee 
(max) Vtl x V1L Write D1N Active 

Vee Vtl V1L V1H Read DouT Active 
(min) 

V1L V1H V1H Read High-Z Active 

<VPFD 
(min) x x x Deselect High-Z CMOS 
>Vso Standby 

Battery 
sVso x x x Deselect High-Z Back-

up 

DESCRIPTION 

The MK48T08 combines an SK x 8 full CMOS 
SRAM, a BYTEWIDE accessible real time clock, 
a crystal and a long life lithium carbon mono­
flugride battery, all in a single plastic DIP packa­
ge. The MK48T08 is a non-volatile pin and function 
equivalent to any JEDEC standard BK x 8 SRAM. 

FIGURE 1. BLOCK DIAGRAM 

... TOP 
HAT 
j_ 

It also easily fits into many EPROM and EE PROM 
sockets, providing- the non-volatility of the PROMs 
without any requiremnt for special write timing, or 
limitations on the number of writes that can be per­
formed. 
Access to the clock is as simple as conventional 
BYTEWIDE RAM access because the RAM and the 
clock are combined on the same die. As figure 1 
indicates, the TIMEKEEPER registers are located 
in the upper eight locations of the RAM. The regi­
sters contain, beginning at the top; year, month, 
date, day, hour, minutes, and seconds data in 24 
hour BCD format. Corrections for 28, 29 (leap 
Year), 30 and 31 day months are made automati­
cally. The eighth location is a Control register. The­
se registers are not the actual clock counters; they 
are BiPORT read/write Static RAM memory loca. 
tions. The MK48T08 includes a clock control cir­
cuit that, once every second, dumps the counters 
into the BiPORT RAM. 
Because the Clock Registers are constructed using 
BiPORT memory cells, access to the rest of the 
RAM proceeds unhindered by updates to the TI­
MEKEEPER registers, even if the TIMEKEEPER 
registers are being updated at the very moment 
another-location in the memory array is accessed. 
The MK48T08 also has its own Power-fall Detect 
circuit. The circuit deselects the device when ever 
Vee is out of range, providing a high degree of da­
ta security in the midst of unpredictable system 
operations brought on by low Vee. 

rt-
-L. I OSCILLATOR ANO 1'J 
c=J CLOCK CHAIN ~'V ·----y•~., 

IXI 
BIPOAT 

SRAMARRAY 
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READ MODE 

The MK48T08 is the R~d Mode whenever W (Wri­
te Enable) is high and E (Chip Enable) is low. The 
device architecture allows ripple-through access to 
any of the 8192 address locations in the static sto­
rage array. Valid data will be available at the Data 
110 pins within tAA after the last ~dress input si­
gnal is stable, providing that the E and G access 
times are satisfied. 
If E or G access times are not yet met, valid data 

FIGURE 2. READ CYCLE TIMING 

MK48T08 (B)· 10/12/1 Sl2q 

will be available at the latter of Chip Enable Access 
Time (tcE:A) or at Output Enable Access Time 
(toeA). The state of the_eight !tlree-state Data 110 
signals is controlled by E and G. If the Outputs are 
activated before tAA. the data lines will be driven 
to an indeterminate state_yntil tAA· If the Address 
inputs are changed while E and G remain low, out­
put data will remain valid for Output Data Hold Ti­
me (toH) but will go indeterminate until the next 
Address Access. 

READ READ WRITE 

t AYAY l AYAY 

Ao 
A tO 

E 

-
G 

-w I DtW< 

'01.ax 

VALID OUT 
00 0 -oa 7 

AC ELECTRICAL CHARACTERISTICS (READ CYCLE) 
(0°C :S TA :S + 70°C, Vee== 5.0 v + 10%/-5%) 

ALT. STD. MK48T08-10 MK48T08·12 
PARAMETER 

SYM. SYM. MIN MAX MIN MAX 

tRc tAVAV Read Cycle Time 100 120 

tAA tAvav Address Access Time 100 120 

le EA lELOV Chip Enable Access Time 100 120 

tcEZ tEHQZ Chip Enable Data Off Time 50 60 

to EA \GLQV Output Enable Access Time 50 60 

toEZ laHOZ Output Enable Data Off Time 40 50 

to EL tGLQX Output Enable to Q Lo\lt-Z 5 5 

le EL teLOX Chip Enable to Q Low-Z 10 10 

toH toHAX Output Hold from Address 5 5 

f AVAY 

1 wlWI 

I WtfWI. 

.......... 

MK48T08-15 MK48T08-20 
UNITS NOTE 

MIN MAX MIN MAX 

150 200 11s 

150 200 11s 3 

150 200 11s 3 

75 100 ,,s 

75 100 ,,s 3 

60 80 ,,s 

5 5 !JS 

10 10 !JS 

5 5 ,,s 
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WRITE MODE 

The MK48T08 is in the Write Mode whenever W 
and E control lines are low. The start of a write is 
referenced to the latter occurring falling edge of 
W or E. ~ wrij_e is terminated by the earlier rising 
edge of W or E. The aQ9resses must be held valid 
throughout the cycle. E or W must return high for 
minimum of twR prior to the initiation of another 

FIGURE 3. WRITE CYCLE TIMING 

read or write cycle. Data-in must be valid tos prior 
to the end of write and remain valid for toH af­
terward. 
Because G is a Don't Care in the Write Mode and 
a low on W will return the outputs to High-Z, G can 
be tied low and two-wire RAM control can be im­
plemented. A low on W will disable the outputs 
twEZ after W falls. Take care to avoid bus conten­
tion when operating with two-wire control. 

WRITE WRITE READ 

I AVA.V 

I Wt1A.X 

E 

G 

w 
I EttQZ 

1 OVEH 

AC ELECTRICAL CHARACTERISTICS (WRITE CYCLE) 
(0°C ::s TA ::s + 70°C, Vee= 5.0 v + 10%/-5%) 

ALT. STD. MK48T08-10 MK48T08-12 
... PARAMETER 

SYM. SYM. MIN MAX MIN MAX 

twc tAVAV Write Cycle Time 100 120 

tAs tAVWL Address Setup Time W Low 0 0 

lAS tAVEL Address Setup Time E Low 0 0 

tcEW tELEH Chip Enable to End of Write 80 100 

lAW tAVWH Add. Valid to End of Write 80 100 

lAW tAVEH Add. Valid to End Write 80 100 

twEW WLWH Write Pulse Width 50 70 

t1CEZ tEHOZ E Data Off Time 50 60 

twEz lwLQZ W Data Off Time 50 60 
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1 GlOV 

I WHOX 

MK48T08-15 MK48T08-20 
UNITS NOTE 

MIN MAX MIN MAX 

150 200 .,,s 

0 0 .,,s 

0 0 .,,s 

130 180 .,,s 

130 180 .,,s 

130 180 .,,s 

100 150 .,,s 

75 100 .,,s 

57 100 715 
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AC ELECTRICAL CHARACTERISTICS (WRITE CYCLE) (Continued) 
(0°C s TA :S + 10°c. Vee= 5.0 v + 10%/-5%) 

ALT. STD. MK48T08-10 MK48T08·12 MK48T08-15 
PARAMETER 

SYM. SYM. MIN MAX MIN MAX MIN MAX 

twR twHAX W High to Address Change 10 10 10 

twR tEHAX E High to Address Change 10 10 10 

twR ~WHWL W High to W Low next Cycle 10 10 10 

tos tovwH Data Setup Time to W High 50 60 70 

tos tovEH Data Setup Time to E High 50 60 70 

toH twHDX Data Hold Time W High 5 5 5 

loH tEHDX Data Hold Time E High 5 5 5 

MK48T08-20 
UNITS 

MIN MAX 

10 11s 

10 'JS 

10 'JS 

80 11S 

80 'JS 

5 'JS 

5 'JS 

AC TEST CONDITIONS FIGURE 4. OUTPUT LOAD DIAGRAM 

Input Levels: 0.6V to 2.4V 
+SV 

Transition Times: 5 ns 

Input and Output Timing 1.sK 

Reference Levels: O.SV or 2.2V 

CAPACITANCE 

O.U.T. 

1K 
ohms 

ohms 

100 pF. 

NOTE 

SYMBOL PARAMETER MAX UNITS NOTES 

c, Capacitance on all pins (except DQ) 7.0 pF 

Coo Capacitance on DO pins 10.0 pF 
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FIGURE 5. POWER-UP I POWER-DOWN CONDITIONS 

Vee 

tr--~ 

lpo 

-
E 

I BATT 
DATA RETENTION TIME 

tOR 

AC ELECTRICAL CHARACTERISTICS (POWER-UP/DOWN TIMING) 
(0°C ::s TA ::s + 70°C) 

SYMBOL PARAMETER MIN MAX 

tpo E or W at V1H before Power Down 0 

lF VpFD (Max) to VpFD (Min) Vee Fall Time 300 

lFB VpFD (Min) to Vso Vee Fall Time 10 

\Rs Vso to VpFo (Min) Vee Rise Time 1 

lR VpFD (Min) to VpFD (Max) Vee rise Time 0 

lREe E or W at V1H after Power Up 2 

DC ELECTRICAL CHARACTERISTICS (POWER-UP/DOWN TRIP POINTS) 
(0°C ::s TA ::s + 70°C) 

SYMBOL PARAMETER MIN TYP 

VPFD Power-fail Deselect Voltage 4.5 4.6 

Vso Battery Back-up Switchover Voltage 3.0 

toR Expected Data Retention Time (Oscillator On) 5 

CAUTION 

MAX 

4.75 

Negative undershoots below - 0.3 volts are not allowed 
on any pin while In the Battery Back-up mode. 
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CLOCK OPERATIONS 

Reading the Clock 

Updates to the TIMEKEEPER registers should be 
halted before clock data is read to prevent reading 
of data in transition. Because the BiPORT TIME­
KEEPER cells in the RAM array are only data re­
gisters, and not the actual counter, updating the 
registers can be halted without disturbing the clock 
itself. 

Updating is halted when a "1" is written into the 
"Read" bit, the seventh most significant bit in the 
Control Register. As long as a "1" reamins in that 
position, updating is halted. After a Halt is issued, 
the registers reflect the count, that is day, date, and 
time that were current at the moment the Halt com­
mand was issued. 

All of the TIMEKEEPER register are updated simul­
taneously. A Halt will not interrupt an update in pro­
gress. Updating is within a second after the bit is 
reset a "O". 

FIGURE 6. THE MK48T08 REGISTER MAP 

DATA 
ADDRESS D7 05 Os 04 

1FFF - - - -
1FFE x x x -
1FFD x x - -
1FFC x FT x x 
1FFB x x - -
1FFA x - - -
1FF9 ST - - -
1FF8 w R s -

03 

-
-
-
x 
-
-
-
-

MK48T08 (B)-10/12/15/20 

Setting the Clock 

The eight bit of the Control register is the "Write" 
bit. Setting the Write bit to a" 1 ", like the Read bit, 
halts updates to the TIMEKEEPER registers. The 
user can then load them with the correct day, da­
te and time data in 24 Hour BCD format. Reset­
ting the Write bit to a "O" then transfers those 
values to the actual TIMEKEEPER counters and 
allows normal operation to resume. 

Stopping and Starting the Oscillator 

The oscillator may be stopped at any time. If the 
device is going to spend a significant amount of 
time on the shelf, the oscillator can be turned off 
to minimize current drain from the battery. The 
"Stop" bit is the MSB for the Seconds Register. 
Setting it to a "1" stops the oscillator. 

02 D1 Do . 
FUNCTION 

- - - YEAR 00-99 

- - - MONTH 01-12 

- - - DATE 01-31 

- - - DAY 01-07 

- - - HOUR 00-23 

- - - MINUTES 00-59 

- - - SECONDS 00-59 

- - - CONTROL 

ST=STOP BIT 
W=WRITE BIT 

R=READ BIT 
So::SIGNBIT 

FT= FREQUENCY TEST 
X=UNUSEO 
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Calibrating the Clock 

The MK48T08 is driven by a quartz controlled oscil­
lator with a nominal frequency of 32768 Hz. The 
crystal is mounted in the tophat along with the bat­
tery. A typical MK48T08 is accurate within ± 1 mi­
nute per month at 25°C without calibration. The 
devices are tested not to exceed 35 PPM (parts per 
million) oscillator frequency error at 25°C, which 
comes to about ± 1.53 minutes per month. Of cour­
se the oscillation rate of any crystal changes with 
temperature. Figure 6. shows the frequency error 
that can be expected at various temperatures. 

Most clock chips compensate for crystal frequen­
cy and temperature shift error with cumbersome 
trim capacitors. The MK48T08 design, however, 
employs periodic counter correction. The calibra­
tion circuit adds or subtracts counts from the oscil­
lator divider circuit at the divide by 128 stage, as 
shown in figure 7. The number of times pulses are 
blanked (subtracted, negative calibration) or split 
(added, positive calibration) depends upon the va­
lue loaded into the five bit Calibration byte found 
in the Control Register. Adding counts speeds the 
clock up, subtracting counts slows the clock down. 

FIGURE 7. ADJUSTING THE DIVIDE BY 128 

NORMAL 

POSITIVE 
CLAIBRATION 

NEGATIVE 
CALIBRATION 

The Calibration byte occupies the five lower order 
bits in the Control register. This byte can be set 
to represent any value between O and 31 in binary 
form. The sixth bit is a sign bit; "1" indicates posi­
tive calibration, "O" indicates negative calibration. 
Calibration occurs within a 64 minute cycle. The 
first 62 minutes in the cycle may, once per minu­
te, have one second either shortened or lengthe­
ned by 256 oscillator cycles, that is one tick of the 
divide by 128 stage of the clock chain. If a binary 
"1" is loaded into the register, only the first 4 
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minutes in the 64 minute cycle will be modified; if 
a binary 6 is loaded, the first 24 will be affected and 
so on. 

Therefore, each calibration step has the effect of 
adding or subtracting 512 oscillator cycles for every 
125,829, 120 actual oscillator cycles, that is 4.068 
PPM of adjustment per calibration step gin the user 
126.14 PPM calibration range. Assuming that the 
oscillator is in fact running at exactly 32768 Hz, 
each of the 31 increments in the Calibration byte 
would represent 10.7 seconds per month. 

Two methods are available for ascertaining how 
much calibration a given MK48T08 may require. 
The first involves simply setting the clock, letting 
it run for a month and comparing it to a known ac­
curate reference (like WWV broadcasts). While that 
may seem crude, it allows the designer to give the 
end user the ability to calibrate his clock as his en­
vironment may require, even after the final product 
is packaged in a non-user serviceable enclosure. 
All the designer has to do is provide a simple utili­
ty that accessed the Calibration byte. The utility 
could even be menu driven and made foolproof. 

The second approach is better suited to a manu­
facturing env!ronment, and involves the use of so­
me test equipment. When the Frequency Test (FT.) 
bit, the seventh-most significant bit in the day Re­
gister, is set to a "1 ", and the oscillator is running 
at 32768 Hz, the LSB (000) of the Seconds Regi­
ster will toggle at a 512 Hz. Any deviation from 512 
Hz indicates the degree and direction of oscillator 
frequency shift at the test temperature. For exam­
ple, a reading of 512.01024 Hz would indicate a 
+ 20 PPM oscillator frequency error, requiring a 
-5 (000101) to be loaded into the Calibration Byte 
for correction. Note that setting or changing the Ca­
libration Byte does not affect the Frequency Test 
output frequency. The device must be selected and 
addresses must stable at Address 1 FF9 when rea­
ding the 512 Hz on 000. 

The FT. bit must be set using the same method 
used to set the clock, using the Write bit. The LSB 
of the Seconds Register is monitored by holding 
the MK48T08 in an extended read of the Seconds 
Register, without having the Read bit set. The FT. 
bit MUST be reset to a "O" for normal clock ope­
rations to resume. 
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FIGURE 8. FREQUENCY ERROR WITHOUT CALIBRATION 

FREO\JENCY ERROR (l'PM) 
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DAT A RETENTION MODE 

With Vee applied, the MK4BTOB operates as a 
conventional BYTEWIDE static RAM. Should the 
supply voltage decay, the RAM will automatically 
power-fail deselect, write protecting Itself when 
Vee falls within the VpFo(max), VpFo(min) win­
dow. The MK48T08 has a VpFo(max)-VpFo(min) 
window of 4.75 volts to 4.5 volts, allowing users 
constrained to a 10% power supply specification 
to use the device. 

Note: A mid-write cycle power failure may corrupt 
data at the currently addressed location, but does 
not jeopardize the rest of the RAM's content. At 
voltages below VpFo(min), the user can be assu­
red the memory will be in a write protected state, 
provided the Vee fall time does not exceed tF. The 
MK48T08 may respond to transient noise spikes 
that reach into the deselect window if this should 
occur during the time the device is sampling Vee. 
Therefore decoupling of the power supply lines is 
recommended. 

The power switching circuit connects external Vee 
to the RAM and disconnects the battery when Vee 
rises above Vso. Normal RAM operation can re­
sume tRec after Vee exc!_eds.YpFO(max). Caution 
should be taken to keep E or W high as Vee rises 
past VpFO(min) as some systems may perfom 

inadvertent write cycles after V cc rises but befo· 
re normal system operation begins. 

PREDICTING BACK-UP SYSTEM LIFE 

The useful life of the battery in the MK48T08 is ex· 
pected to ultimately come to an end for one of two 
reasons; either because it has been discharged wile 
providing current to an external load; or because 
the effects of aging render the cell useless before 
it can actually be discharged. Fortunately, these 
two effects are virtually unrelated, allowing di· 
scharge, or Capacity Consumption and the effects 
of aging, or Storage Life to be treated as two 
independent but simultaneous mechanisms, the 
earlier of which defines Back-up S~tem life. 

The current drain that is responsible for Capacity 
Consumption can be reduced either by applying 
Vee or turning off the oscillator. With the oscilla· 
tor off, only the leakage currents required to main· 
tain data in the RAM are flowing. With Vee on, the 
battery is disconnected from the RAM. Because the 
leakage currents of the MK48T08 are so low, then 
can be neglected in practical Storage Life calcu­
lations. 
Therefore, to extent the life of components that are 
just sitting on the shelf (not in system use) the oscil· 
lator should be turned off. 
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FIGURE 9. MK48T08 PREDICTED BATTERY STORAGE LIFE VS. TEMP. 
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Predicting Storage Life 

• Figure 9 illustrates how temperature affects Sto­
rage life of the MK48T08 battery. As long as Vee 
is applied or the oscillator is turned off, the life of 
the battery is controlled by temperature and is vir­
tually unaffected by leakage currents drawn by the 
MK48T08. 

Storage lite predictions presented in Figure 9 are 
extrapolated from temperature accelerated life-test 
data collected in over 100 million device hour'" of 
continuing bare cell and encapsulated cell batte.; 
testing by SGS-THOMSON. Obviously, tempera­
ture accelerated testing cannot identify non­
temperature dependent fallur mechanisms. Howe­
ver, in view of the fact that no random cell failures 
have been recorded in any of SGS-THOMSON's 
on going battery testing since it began In 1982, we 
believe the chance of such failure mechanisms sur­
facing is extremely small. 
For the purpose of the testing, a cell failure is defi­
ned as the inability af a cell stabilized a 25°C to 
produce a 2.0 volt closed-circuit voltage across a 
250K load resistance. 
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A Special Note: The summary presented in Figu­
ra 9 represents a conservative analysis of the da­
ta presently available. While SGS-THOMSON is 
most likely in possession of the largest collection 
of battery life data of this kind in the world, the re­
sults presented should not be considered absolu­
te or final; they can be expected to change as yet 
more data becomes available. We believe that 
future read points of life test presently under way 
and improvements in the battery technology itself 
will result in a continuing improvement of these 
figures. 

Two end of life curves are presented in Figure 9. 
They are labeled "Average" (t50%) and (t1%)· The­
se terms relate to the probability that a given num­
ber of failure will have accumulated by a particular 
point in time. If, for example, expected life at 70°C 
Is at issue, Figure Indicates that a particular 
MK48T08 has a 1 % chance of having a battery fai­
lure 11 ye~rs into its life and a 50% chance of fai­
lure at the 20 year mark. Conversely, given a 
sample of device, 1% of them can be expected to 
experience battery failure within 11 years: 500/o of 
them can be expected fail within 20 years. 



The t1% figure represents the practical onset of 
wear out, and is therefore suitable for use in what 
would normally be thought of as a worst-case ana­
lysis. The tso% figure represents "normal" or 
"average" life. It is, therefore, accurate to say that 
the average device will last "tso%". 

Battery life is defined as beginning at the date of 
manufacture. Each MK48T08 is marked with a four 
digit manufacturing date code in the form YYWW 
(example: 8625=1986, week 25). 

MK48T08 (B)-10/12/15/20 

Calculating Predicted "Storage Life of the 
Battery · 

As Figure 9 indicates, the predicted Storage Life 
on the battery in the MK48T08 is a function of tem­
perature. 

Because the ambient temperature profile is depen­
dent upon application controlled variable, only the 
user can estimate predicted Storage Life in a gi­
ven design. As long as ambient temperature is held 
reasonably constant, expected Stofage Life can be 
read directly from Figure 9. If the MK48T08 spends 
an appreciable amount of time at a variety of tem­
peratures, the following equation should be used 
to estimate Storage Life. 

Predicted Storage Life-= 1 + l((T A1 +TT)+ SL1] + [T A2 +TI)+ SL2] + ... +((TAN+ TT)+ SLN] I 

Where TA1 1 TA2, TAN,= Time at Ambient Temperature 1, 2, ect 

Tis:: Total Time= TA1 + TA2+ ... +TAN 

SL1, SL2, SLN = Predicted Storage Life at Temp. 1, Temp. 2, ect. (See Figure 9) 

Example Predicted Storage Life Calculation 30°C (86°F) or less 4672 hrs./yr.: temperatures 
greater than 25°C, but less than 40°C (104°F), for 

A cash register/terminal operates in an environment 3650 hrs./yr.; and temperatures greater than 40°C, 
where the MK48T08 is exposed to temperatures of but less than 70°C (15B 0 F), for the remaining 438 

hrs.tyr. 

Reading Predicted t 1oro values from Figure 10; SL1 • 456 yrs., SL2= 175 yrs. SL3= 11.4 yrs. 

Total Time (TT) =8760 hrs./yr. TA1 =4672 hrs./yr. TA20::3650 hrs.lyr. TA3o::438 hrs.lyr. 

Predicted Typical Storage Life 2:: 1 + ( (( 4672 + 8760) + 465] + (3650 + 8760) + 175) + [( 438 + 8760) + 11.4) J 

Predicted Typical Storage Life 2:: 126 years 

~ SCiS·THOMSON 
•I 1. iilDCIP.l@llU~OC$ 
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ABSOLUTE MAXIMUM RATINGS• 

Voltage On Any Pin Relative to GND ________________ -0.3 V to +7.0V 
Ambient Operating (Vee On) Temperature (TA) ------------- 0°C to + 70°C 
Ambient Storage (Vee Off, Oscillator Off) Temperature - 20°C to + 70°C 
Total Device Power Dissipation 1 Watt 
Output Current Per Pin 20 mA 

• Stresses grater than those under "Absolute Maximum Rating" may cause permanent damage to lhe device. This Is a stress rating only 
and functional operation of the device at these or any other conditions beyond those indicated In the opertional section of this specification 
is not implied. Exposure to absolute maximum rating conditions for extended periods of time may affect reliability. 

RECOMMENDED DC OPERA TING CONDITIONS 
(0°C :s TA :s + 70°C) 

SYMBOL PARAMETER 

Vee Supply voltage 

GND Supply Voltage 

V1H Logic "1" Voltage All Inputs 

V1L Logic "O" Voltage All Inputs 

DC ELECTRICAL CHARACTERISTICS 
(0°C :s TA :s + 70°C) (Vee (Max) :sVccsVcc(Min)) 

SYMBOL PARAMETER 

lce1 Average Vee Power Supply Current 

lee2 TIL Standby Current (E • VrH) 

lccJ CMOS Standby Current (E•Vcc-0.2V) 

l1L Input Leakage Current (Any Input) 

loL Outpu1 Leakage Current 

VOH Outpu1 Logic "1" Voltage (lour• - 1.0 mA) 

Vol Output Logic "O" Voltage (lour• 2.1 mA) 

MIN 

4.75 

0 

2.2 

-0.3 

MIN 

-1 

-5 

2.4 

12113 ...... , SCiS·ntOMSON 
• 11.. illOCIOOWICVOORIU 
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MAX UNITS NOTES 

5.5 v 

0 v 

vec+0.3 v 

0.8 v 

MAX UNITS NOTES 

80 mA 

5 mA 

3 mA 

+1 ,,.A 

+5 ,,.A 

v 

0.4 v 
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S4-VME 
Revision 1.0 

Pin Description 

Symbol 

IU Interface 

iu_clk 
ctl1 

SBus Interface 

sb_br_ 
sb_bg_ 
sb_as_ 
sb_siz(2:0) 
sb_ack8_ 
sb_ack32_ 
sb_err_ 
sb_merr_ 
sb_rd 
sb_a(4:0) 
sb_d(31 :24) 
sb_reset_ 
b_irq(7:1)_ 
mb_irq_ 

MMU 

io_sel_ 
type(1 :0) 
B_A31_29L 
B_A28_26L 
B_A25_24L 
pa(28:20) 
pa19_16H_ 

Misc 

pur_ 
gen_por_ 
ureson_ 
uresoff_ 
sysclkxin 
sysclkxout 
slot1 

S4-VME 9121189 

Type 
110/BD - cell 

I - DRVT8 
Input- TLCHT 

cycles. 

0 - BT4 
I - TLCHN 
I - TLCHN 
BO - BD4TU 
BD - BD4TU 
BD - BD4TU 
BD - BD4TU 
I - TLCHT 
BD - BD4TU 
I - TLCHT 
BO - BD4TU 
I - TLCHN 
0 - BT10D 
0 - BT10D 

I - TLCHN 
I - TLCHT 
I - TLCHN 
I - TLCHN 
I - TLCHN 
I - TLCHT 
I - TLCHT 

I - TLCHT 
0 - BT1 
I - TLCHT 
I - TLCHT 
I - OSCIM 
0 - OSCIM 
I -TLCHN 

Description 

Integer Unit Clock.Main system clock. 
Atomic load-store indication during device 

S-bus Bus request. 
S-bus Grant. 
S-bus address strobe 
S-bus Size. 
S-bus 8-bit Acknowledge. 
S-bus 32-bit Acknowledge. 
S-bus Error. Failed transfer. 
S-bus Late Error. Failed transfer. 
S-bus read, High for Read cycles. 
S-bus Address bits 4-0. 
S-bus data. 
S-bus reset. 
S-bus interrupts = VME interrupts 
Interrupt Request for mail box interrupt. 

Non-type 0 space strobe. 
MMU type bits .. 
Decoding of P1_A{31 :29) 
Decoding of P1_A(28:26) 
Decoding of P1_A(25:24) 
Physical address bits. 
Decoding of pa(19:16)= OxF. 

Power-up reset 
Generate Power on reset. 
User reset on 
User rest off 
Xtal in, VME system clock 
Xtal out VME system clock 
Slot Indicator. 
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Master Interface: 

A full 32 bit Master Interface is provided. Complete mapping of 512 MByte is possible all the 
time, but this 512 MByte window can be moved through all 4 GByte through a VME Mapping 
register. 

A32, A24, A16 Address Modes, 032, 016, OB(EO) Data Sizes are supported. 

On Master cycles, RMW, i.e. atomic load-store cycles are implemented according to the 
VME spec. The VME data strobe will be asserted two times as the VME address strobe is 
asserted. This differs from other Sun boards, where instead the ownership of VME is kept 
while a read and a write takes place. The problem with this is that if the access is to a board 
with several devices competing for an onboard bus. there is no way this board can 
recognize the access as a RMW. For example.: a disk board with multiple on board devices 
would not be able to prevent a shared resource to be stolen in between what looks like a 
standard Read and Write even though the VMEbus is hold. 

Block mode transfers are not supported. They are only supported by the Slave interface. 

Unaligned transfers (UAT) are not supported. Accesses of this kind, i.e. 16-bit accesses to 
base addr. + 1 or addr. + 3, or 32 bit accesses to base addr. + 1, base addr. + 2 or base 
addr. + 3 will not be recognized, resulting in a Bus error time out. 

A32 Map Register 

Type 
1 

31 

Device Addr 
OxEFE00018 

30 29 

VME Master Addr 

Device 
A32 Map Reg. 

28 27 

0 0 

26 

0 

Physical Space 
1 byte 

25 24 

0 LoopB 

This register can re-map VME Address bits A[31 :29] to enable full 4 Gbyte mapping. Only 
8-bit accesses should be used, 16- or 32-bit accesses will not be acknowledged, resulting 
in a bus error time out. 

Initialization: The register will be cleared to O's on resets, thus 
mapping the 512 MByte MMU mapping to 0-512 MByte 
and disabling loopback mode. 

Bit: 
31 :29 OxO map VME Master range 

Ox1 
Ox2 
Ox3 
Ox4 
Ox5 
Ox6 
Ox7 
Not used, always read back as 0 

Ox00000000-0x1 FFFFFFF 0-512 MByte 
Ox20000000-0x3FFFFFFF 512-1 GByte 
Ox40000000-0x5FFFFFFF 1-1 . 5 
Ox60000000-0x7FFFFFFF 1.5-2 
Ox80000000-0x9FFFFFFF 2-2.5 
OxAOOOOOOO-OxBFFFFFFF 2. 5-3 
OxCOOOOOOO-OxDFFFFFFF 3-3. 5 
OxEOOOOOOO-OxFFFFFFFF 3.5-4 

28:25 
24 This bit set will enable VME loopback mode, used for diagnostics. 
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Slave Interface: 

A32, A24 address mode. 

1 MByte of memory is accessible, normally the lowest MByte on VME. but this can be 
changed to be in the 1-16 MByte range to support multi CPU board implementations. The 
address range will be incremented in 1 MByte steps. 

VME defined Read-Modify-Write cycles is guaranteed to be atomic with respect to other 
VME Masters. Atomicity between VMEbus Slave accesses and CPU/Ethernet accesses to 
main memory, however, is not guaranteed. To guarantee this, the VME Bus Locker should 
be used, see the section about the Bus Locker register. 

Unaligned accesses to the Slave Interface range will return a Bus Error back to the external 
VME Master. 

The address modifiers on VME are used to define Address mode (A32/A24/A16), privilege, 
and data/program/block-transfer access. The Slave decoder and Mail Box Interrupter will 
monitor arr address modifier bits with the exception of AM2, the access privilege bit. All 
slave accesses as a DVMA device will be set to supervisor mode, which is in accordance 
with the Sun-4 Architecture. 

The 1 MByte VME address space selected will always be mapped to the highest megabyte in 
the Virtual Address Space, again in accordance with the Sun-4 Architecture. 

Single Transfers!Block Mode Transfers 

The OMA enable bit in the System Enable Register can disable SDVMA and therefore all 
Slave cycles. If this bit is set, single slave cycle can take place. 

Block Mode transfers are enabled if the corresponding bit in the Slave Map Register is set. 
Only blocks of 4 transfers of aligned 32-bit words are supported. Longer blocks will result in 
a Bus Error from the fifth transfer and on. Accesses with other data sizes will get a Bus Error 
returned. 

Slave Map Register 

Type 
1 

31 

Device Addr 
OxEFE0001C 

30 29 

BLM 0 0 

S4-VME 9121189 

Device 
SMAP 

28 27 

Reg. 

26 

Physical Space 
1 byte 

25 24 

0 VME Slave Address base 
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The address space for System DVMA accesses is 1 MByte, normally the lowest Megabyte in 
accordance with the Sun-4 Architecture, but bits 28:25 can be used to re-map the SDVMA 
address space. Slave Block Mode transfers can also be enabled by setting bit 31. This 
lowest 1 MByte on VME is mapped to the highest 1 MByte within the Virtual Address space. 
During register accesses, only 8-bit accesses should be used. 16- or 32-bit accesses will 
not be acknowledged, resulting In a bus error time out. 

Initialization: The register will be reset to all O's on resets. 
Thus, the mapping will default to 0-1 MByte and block mode 
transfers will be disabled. 

Bit: 
31: This bit set will enable Block Mode Transfers. 
30:28 Not used, read back as 0 
27:24 OxO map SDVMA space to OxOOOOOOOO-OxOOOFFFFF 0-1 MByte 

Ox1 Ox00100000-0x001FFFFF 1-2 .. 
Ox2 Ox00200000-0x002FFFFF 2-3 
Ox3 .. Ox00300000-0x003FFFFF 3-4 
Ox4 Ox00400000-0x004FFFFF 4-5 
Ox5 Ox00500000-0x005FFFFF 5-6 
Ox6 Ox00600000-0x006FFFFF 6-7 
Ox7 Ox00700000-0x007FFFFF 7-8 
Ox8 Ox00800000-0x008FFFFF 8-9 
Ox9 Ox00900000-0x009FFFFF 9-10 .. 
OxA OxOOAOOOOO-OxOOAFFFFF 10-11 .. 
OxB OxOOBOOOOO-OxOOBFFFFF 11-12 .. 
OxC OxOOCOOOOO-OxOOCFFFFF 12-13 .. 
OxD OxOODOOOOO-OxOODFFFFF 13-14 .. 
OxE .. OxOOEOOOOO-OxOOEFFFFF 14-15 .. 
OxF OxOOFOOOOO-OxOOFFFFFF 15-16 .. 
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Mail Box 

S4-VME 
Revision 1.0 

A Mail Box interrupt function is provided. This mail box interrupt will detect eccesses to the 
A 16 address space to a location programmed into the mail box register. No real memory is 
provided at the location, but the mail box will respond with a VME OTACK, acknowledging 
the access and generate an on board interrupt if the Enable bit is set. VME Address bits 
A(15: 14. 3: 1)) will be checked and compared to the contents of the bits in the Mail Box 
Register. This corresponds to programming the location to one of the first 16-bit words at 
one of the four 16 KByte blocks of the address range. Any VME A 16 address space. 8-bit or 
16-bit read or write to the location programmed into the Meil Box Register will generate an 
onboard interrupt on level 8 if enabled. 32-bit wide access are not allowed end will not be 
acknowledged, resulting in a Time out Bus Error for the other accessing VME Master. 

48-64 KByte 

32-48 KByte 

16-32 KByte 

0-16 KByte 

Mail Box Register 

Type 
1 

31 

Device Addr 
OxEFE00010 

30 29 

I-fig En I 0 

Fig. 6 

Device 
Mail Box Reg. 

28 27 

I Comp A(15: 14) I 
26 

15 

0 

Physical Space 
1 byte 

25 24 

Comp A(3:1) 

This register will set the VME address that will be monitored and will. if enabled, interrupt the 
IU via an on-board interrupt. Only 8-bit accesses to the register should be used. 16- or 
32-bit accesses will not be acknowledged. resulting in a bus error time out. For mail box 
cycles. the VME bus will only be monitored for A16, 08 or 016 accesses. 

Initialization: All bits will be initialized to O's. 
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Interrupt: level 1. 

Bit: Note 
31 This bit set indicates that a mailbox interrupt is pending. A read of this register will 

reset the interrupt on the trailing edge of the read pulse. A write to this bit is ignored. 
30 This bit set will enable the mail box interrupt. 
29 This bit is ignored, read back as 0 
28 To compare with VME Address bit 15 
27 
26 
25 
24 

S4-VME 9/21 /89 
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VME Bus Locker 

A Bus locker function is provided to enable the CPU to do an atomic Read-Modify-Write 
(RMW) to its onboard memory without interrupting an incoming RMW from the VME Slave 
interface. This function is only to be used when the board is running together with one or 
more external CPU boards (Multiprocessing). In these cases, message passing is done 
through shared memory locations that need to be accessed in a defined way. 

VME Bus Locker Register 

In a Non-Multiprocessing application, this register should be left alone. When used, bit 24 of 
the register should ALWAYS be SET for each update, to guarantee a consistent bus 
arbitration behavior. 

Type 
1 

31 

Device Addr 
OxEFEOOOOO 

30 29 

Owndl 0 0 

Device 
Bus Locker. Reg. 

28 27 26 

0 0 0 

Physical Space 
1 byte 

25 24 

I Req Bus I Use locker I 

Initialization: All bits will be initialized to O's. 
Thus, the VME bus locker will be inactive and not affecting the 
board's bus arbitration. 

Bit: 
31 This bit indicates that the VME Bus is owned. No external VME board can access 

memory. Bit is read only, a write to this bit will be ignored. 
30 This bit is ignored, read back as 0. 
29 
28 
27 
26 
25 This bit initiates a VME Bus request. Once owned, it will be held. 
24 This bit set will enable the Bus request function. It should only be set for multi­

processing applications. If set, it should never be changed (unless system is 
restarted). 

In multiprocessing applications, update register at system initialization time by writing Ox01 
to the register.The procedure for accessing an onboard memory location is: 
1 Disable VME Interrupts to prevent deadlock. (VME Interrupts need to acquire VME) 
2. Request VME bus locking by writing Ox3 to the register. 
3. Read register and check bit 31 to until VME bus is owned and locked. 
4. Do RMW (atomic Load-Store) to onboard memory. 
5. Unlock VME by writing Ox1 to register. 
6. Enable VME Interrupts 
Thus bit 24 is kept set. 

Note ! Note that if VME is not unlocked in time, other accesses might time out causing a 

system crash. Always unlock VME ASAP after the RMW is completed ! 
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Interrupt Handler 

The interrupt handler can selectively support all interrupt levels. These are enabled through 
the VME Interrupt/Bus Arbiter register. Note that this register is a replacement for a jumper 
and should normally be fixed depending on the VME Interrupt handler configuration. 
Run-time enabling of the interrupts are normally done with the Interrupt Enable register, see 
the System Specification. 

Single level arbitration is normally used. If some VME boards do not get enough access to 
the bus, round robin select can be used. In that case the arbiter will give equal priority to all 
four levels. See the VMEbus spec. 

Interrupt Enable/ Bus Arbiter Mode Register 

The Interrupt Enable Register can selectively enable all VME interrupt levels. 

Type Device Addr Device Physical Space 
1 OxEFE00014 VME Int. Reg. 1 byte 

31 30 29 28 27 26 25 24 

En 7 En 6 En 5 En 4 I En 3 I En 2 En 1 RRARB 

This Register enables VME interrupts to be fed to the Interrupt logic in the S-4 MMU chip. 
This register replaces 8 jumpers on the board. Only 8-bit accesses should be used, 16- or 
32-bit accesses will not be acknowledged, resulting in a bus error time out. 

Initialization: bits 31 :25 will be set and bit 24 reset. 

Bit: 

Thus, VME interrupts will be enabled end the arbiter mode will be 
SGL, single level arbitration. 

31 This bit set will enable VME Interrupt 
30 

7 /Sun-4 level 13 to Int.logic 
61 - .. 11 

29 5/ - .. 9 
28 4/ - .. 8 
27 31 - .. 5 
26 21 - .. 3 
25 1/ - .. 2 

24 This bit set will set the bus arbiter into a RAS mode (Round Robin Select). 
This bit reset will set the bus arbiter into a SGL level bus arbiter (arbitration level 3 
only). 
Note that enabling of the bus arbiter function is done via a jumper (Slot1 jumper). 

Note! This register replaces onboard jumpers. Changes to this register should only be done 
at system initialization time not to be changed later (unless system is restarted). 

S4-VME 9121 /89 Page 13 



. . . . :·.:. :., ·:····· · .. · .,:• / .. ·,.• .. :.'\::.·· ·.·......•.••... . ........ ·, .... •• .. :·: ·: ··sun _:Microsystems·S4'<3hip Set.: 
··· ·,·· .. :sun SPARc{TM) $JB¢d~:§Y51~1Tl ff 

VME IACK Cycles 
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Interrupting devices out on the VMEbus require an interrupt acknowledge cycle to obtain an 
interrupt vector. A device space operation is used by the interrupt handler to run the 
acknowledge cycle and obtain the vector. The operation is Device space byte read with 
A [3-1 J set to the VMEbus interrupt level being acknowledged. This location should only be 
accessed with 8-bit reads, 16- or 32-bit accesses will not be acknowledged, resulting in a 
bus error time out. 

Note that an access to these seven addresses are not to an on chip register, but instead to 
execute a VME Interrupt Acknowledge cycle, acquiring the Interrupt Vector from the 
interrupting device. 

Type 
1 

31 

Device Addr 
OxEFEOOOOO 

30 

Device 
VME Int. Vector 

29 28 27 26 

Physical Space 
A[3:1]=VME Int. level, 
A0=1. Read, only 8-bit 
accesses should be used. 

25 24 

8-bit Interrupt Vector from interrupting VME Device Level A (3: 1) 

This translates into the following interrupt responses: 

Acknowledging VME interrupt 
1 
2 
3 
4 
5 
6 
7 

Device Address 
OxEFE00003 
OxEFE00005 
OxEFE00007 
OxEFE00009 
OxEFEOOOOB 
OxEFEOOOOD 
OxEFEOOOOF 

Initialization: Not applicable. 

IACK Daisy Chain Driver 

Active if Board is located in slot one, indicated by the Slot1 jumper. 
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Bus Requester 

The Bus requester is an ROA requester. It releases the bus when other VME 
Masters/Requesters requests the bus. 

Bus Arbiter 

Two types of arbiters are provided, a Single Level Arbiter or a Round Robin Select Arbiter. 
They are selected through the -VME Interrupt/Bus Arbiter register. Note that the arbiters will 
only be enabled if the board resides in slot 1. (Slot1 jumper) 

In arbitration mode, locked arbitration will be detected and released by the arbiter after 3.3 
ms. The Bus arbiter will then drive BBSY active for the minimum period required by the 
VMEbus spec. This is to prevent requesters that in the mean time have decided to withdraw 
their requests to be able to do so. Note that a withdrawal of a VME Request normally is in 
violation of the VME Specification. (Rule 3.11) 

Bus Time Out Period 

There are two time out parameters in a VME cycle in addition to the On Board Bus arbitration 
timer: Rerun Time Out and Abort. 

Rerun time out: If the time from the Master cycle starts until the VME slave responds with a 
DTACK exceeds 1.6 us, the cycle will be rerun by the IU so high-priority devices can get on 
the Sbus. In the mean time, the Master cycle and all output signals will be frozen, ignoring 
any DTACK coming in. When the cycle is rerun it will be reconnected again. 

Abort: Two stages of the access exists. If the bus is not owned, it has to be acquired. Then 
the actual VMEbus cycle can start. A Master cycle will time out after 300 us. That means, 
the response time from another VME slave including the time for acquiring the bus must be 
less than 300 us. 

If the VMEbus is not owned when an abort occurs, the bus requster will keep the VME Bus 
Request asserted even though the CPU cycles has been aborted. It will then assert a 
dummy Bus Busy (BBSY) when the Bus Grant is received. This is to comply with VME rule 
3.11. 

If the bus is owned when the abort takes place, a Bus Error will be generated. This Bus Error 
would normally be generated by an accessed VME slave. This is to comply with VME rule 
2.48. 

System Reset 

On power up, the CPU board will generate SYSRESET for a minimum of 200 ms. if the Slot1 
jumper indicates the boards resides in slot 1. Incoming VMEbus resets will always generate 
an on board reset. 
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Jumper 

Only one jumper is required for the VME Interface: Slot1, thereby replacing numerous other 
jumpers. These other settings will be defined be by software register settings. 

Function 
SYSTEM CLOCK 

VME IACK Daisy-chain Driver 

SYSRESET 

BUS ARBITER 

Programmable settings 

"slot 1" position 
enabled 

enabled 

sb_reset will generate 
VME SYSRESET. 

enabled (type deter­
mined by disabled 
Interrupt reg bit 0) 

"not In slot 1" 
tri-state 

VME 

IACKIN drives IACKOUT 

sb_reset will not 
generate VME SYSRESET 

disabled 

The following registers include settings otherwise often provided by jumpers. 

Slave Map Register 

VME Interrupt Handler Register 

A32 Map Register 

S4-VME 9121/89 

Defines the memory address space of the 
1 MByte on board VME Slave (System 
DVMA). 

Defines which interrupt levels to handle. 
Defines what type of VME Bus arbiter (If 
board resides in slot 1 ) 

Defines where to map the CPU Master 
Address Space of 512 MByte. 
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Performance: 

The VME Gate Array logic will be designed to meet the Sbus and VMEbus specifications at a 
20 MHz clock, correlating to a 50 ns clock cycle. 

Bus arbitration for other VMEbus masters will take place faster thanks to the Early Release 
feature. 

System DVMA can offer a higher bandwidth with the VME Block Mode transfer. 

Note that these numbers are given only as a way to describe the VME performance. Since 
the overall bandwidth depends on the other board's response time, the application code, 
amount of other tasks running concurrently, other concurrent DMA activity, cache hit/miss 
ratio etc. these figures should NOT be expected to on a running system. 

Master Cycles 

Conditions: Ideal VME slave accessed (30 ns DS to DTACK response). Bus already owned. 
No lingering DTACK or AS. 

A Master cycle will be 9 cycles, corresponding to a theoretical 9 MByte/s bandwidth for 
back-to-back cycles. 

Slave Cycles 

Conditions: Ideal VME master (0 ns OT ACK to OS response). Fast Sbus grant (two clock 
periods). 

Cycle 
Single read 
Single write 
Block read 
Block write 

S4-VME 9/21 /89 

duration (ns] 
560-630 ns 
510-580 ns 

950-1250 ns 
920-1160 ns 

theoretical bandwidth 
6.9-7.9 MByte/s 
6.3-7.2 MByte/s 
12.7-17.7 MByte/s 
13.7-17.4 MByte/s 
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Bus Arbitration 

Single level Arbiter: 
Conditions: No VME master owns the bus, Bus Locker disabled. 

VME Bus Request to VME Bus Grant: 2 Cycles 

Conditions: No VME master owns the bus, Bus Locker enabled 

VME Bus Request to VME Bus Grant: 3 Cycles 

Round Robin Arbiter: 
Conditions: No VME master owns the bus. Bus Locker disabled. 

VME Bus Request to VME Bus Grant: 2-5 Cycles 

Conditions: No VME master owns the bus, Bus Locker enabled 

VME Bus Request to VME Bus Grant: 3-6 Cycles 
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Timing Specification 

Conditions: VCC=4.75 to 5.25 V, TRA = 0 - 70 C, Output load= 130 pF 
Symbol From To (note1) Min Max unit Note 

Sbus signals 
t1 elk high elk high 50 50 ns 
t2 elk high sb_ack valid 3 33 ns 2 
t3 elk high sb_d valid 3 34 ns 
t4 elk high sb_rd valid 3 30 ns 
t5 elk high sb_siz valid 3 26 ns 
t6 elk high sb_br 3 24 ns -

IACK Daisy Chain 
t7 p1_ds(1 :0)_ ass. vme_iackout ass. 43 155 ns 3, 7 
t8 p1_as_ neg. vme_iackout neg. 15 ns 3, 7 

Requester/ Arbiter 
t9 elk high vme_bbsy_ 26 ns 
t10 elk high vme_bgout 25 ns 
t1 , elk high vme_br 25 ns 
t12 elk high b_asen - ass. 29 ns 
t13 elk high b_asen _neg. 38 ns 
t14 vme_as _neg. b_asen _neg. 12 ns 

Master 
t15 elk high vme_am 28 ns 4 
t16 elk low vme_as ass. 21 ns 
t17 elk high vme_as neg. 25 ns 
t18 elk low vme_ds ass. 23 ns 
t19 elk high vme_ds neg. 20 ns 
t20 elk high ma_aclk 24 ns 
t21 elk high ma_aen - 19 ns 

Slave cycles 
t22 elk high sl_aclk 23 ns 
t23 elk high sl_aen - 14 ns 
t24 elk low SbtP1 elk 6 19 ns 
t25 elk high PHSbclk 21 ns 
t26 elk high P1tSben 20 ns -

Slave single cycles 
t27 elk high vme_dtack 20 ns 

t28 elk high vme_berr 20 ns 
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t29 elk high SbtP1en_ 20 ns 

Slave Block Mode Reads 
t30 P1 OS ass. vme_dtack 37 719 ns 7 - - -
t31 P1 OS ass. vme_berr_ 37 719 ns 7 - -
t32 P1en ass vme_dtack ass. 28 103 ns 7 - -
t33 P1en _neg vme_dtack _neg. 30 108 ns 7 
t34 P1 DS ass. SbtP1en ass. 8 616 ns 7 - - -
t35 P1_DS _neg. SbtP1en _neg. 6 28 ns 7 
t36 P1_0S - ass. pl_sel valid 6 29 ns 7 

Slave Block Mode Writes 
t37 Pl_OS - ass. vme_dtack_ 35 659 ns 7 
t38 Pl _os - ass. vme_berr_ 35 659 ns 7 
t39 Pl_OS - ass. PltSbclk 7 37 ns 7 
t40 elk high PltSben - 5 15 ns 
t41 elk high pl_sel valid 20 ns 

misc. VME 
t42 vme_sysr_ ass. vme_sysr_ neg. 200 ms 5 

Setup time 
sbus signals, ctl1, type(1 :0) 15 ns. 6 
pa(28:20) 23 ns 
b_axx_xxl 19 ns 

Hold time for all the above signals is 0 ns except for sb_err_ which is 1 ns. 

1) If signal direction is not specified, both high and low delays ere Included. 
2) sb_ack: sb_eck8_, sb_eck32_, sb_err_, sb_merr_. 
3) IACK D.C. driver, slot1_ asserted 
4) the clock following sb_as assertion 
5) When chip is in test mode, i.e. P1_BGIN_.O = low and slot1_ = low the vme_sysr 

counter and the Bus grant counter will be preset to 32 clocks from their max value. 
6) Sbus signals: sb_as_. sb_a, sb_eck8_. sb_ack32_. sb_err_, sb_merr_sb_rd, sb_siz. 

sb_br_. 
7) This timing is not related to clock 
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Revision History 

317/89 First release. 

9/21/89 Revision 1.0 release 

sb_merr_ changed from BD-BD4n1 to 1-11.CHT (Page 2) 
Pl inputs changed from SCHMITC to SCHMITI (Page 3) 
LSI device type changed from LM~9239 to LIA5530 (Page 4) 
VDD increased from 3 pins to 4 pins (Page 4) 
VSS increased from 4 pins to 8 pins (Page 4) 

S4-VME 9/21189 

S4-VME 
Revision 1.0 

Page 21 



SPARC CPU-2CE Technical Reference Manual 

Section 6 

PROGRAMMING & FIRMWARE MANUAL 

6.0 Proarammlna 

Address Spaces 
Memory Management 
Cache Control 
System Control and Error Handling 
Memory 
Onboard Peripherals 
Interrupts 
LED's 

6.1 Address Spaces 

H•dware 

The SPARC architecture defines several different address spaces. A user program can 
only access two of them: User Data and User Instruction spaces. When the processor is 
in supervisor mode additional address spaces are available (even beyond the obvious 
Supervisor Instruction and Supervisor Data) using the load and store alternate instructions. 
1be User and Supervisor Instruction and Data spaces make up Device space (for memory 
and peripherals). The other ASls make up Conttol space, intended for use by system 
functions, such as cache and MMU conttol. 

6.1.1 Control Space 

· FORCE COMPUl'ERS 

The CPU-2CE suppons System Space, Segment Map, Page Map, and various cache Flush 
spaces. 

Pase 6-1 



Hardware 

ASI# 

OxO 

Oxt 

Ox2 

Ox3 

Ox4 

Ox5 

Ox6 

SPARC CPU-2CE Technical Reference Manual 

Table: 6.1 Address Space Indicator Contents 

Use 

Reserved 

Reserved 

System space 

Segment Map 

Page Map 

High Speed Segment Flush 

High Speed Page Flush 

Address Space Type 

Control Space 

Control Space 

Control Space 

Control Space 

Control Space 

Control Space 

Control Space 

Where Defined 

System Control Space 

MMU Control Space 

MMU Control Space 

Main Memory Cache 
Control Space 

Main Memory Cache 
Ccntrol Space 

Ox7 High Speed Context Flush Control Space Main Memory Cache 
Control Space 

OxC Flush Cache by Segment Control Space Main Memory Cache 
Control Space 

OxD Flush Cache by Page Control Space Main Memory Cache 
Control Space 

OxE Flush Cache by Context Control Space Main Memory Cache 
Control Space 

OxF Hardware Virtual Flush Control Space Main Memory Cache 
Control Space 

6.1.2 System Space (ASI = 2) 

Paae 6-2 

System Space can only be accessed by using load and store alternate instJUctions while 
the processor is in supervisor mode. It is used to access various system control registers 
as well as for direct access to cache tags and data for diagnostic purposes. 
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Table: 6.2 System Space (ASl=2) 

Address Use Comment 

0000 0000 IDPROM Not available on CPU-2CE 
3000 ()()()() Context Register 
4000 0000 System Enable Register 
6000 0000 Bus Error Register 
7000 0000 Diagnostic Register Unused; no timeout 
8000 ()()()() Cache Tags Diagnostic use 
9000 0000 Cache Data Diagnostic use 
FOOO 0000 Serial Port MMU Bypass 

ID PROM 

The ID PROM is unused on the CPU-2CE. The equivalent function is provided in the 
NVRAM, located in Device Space. 

FORCE COMPUl'ERS 

Context Register 

The Context Register is a 4-bit read/write register which controls which of 16 MMU con­
texts are in current use. Writes to this register have an immediate effect, subject to the 
nonnal pipelining imposed by the SPARC processor. The context register should be 
written and read as a byte only. The context Register is cleared on ReseL 

System Enable Register 

The System Enable register controls the cache and SBus as follows: 

Table: 6.3 System Enable Register System Enable Register: ASl=2, 
Address--OX40000000) 

BOOT/ 

Zero 

DMA_EN 

CACHE 

RESET 

0 = All Supervisor References go to EPROM (MMU bypass) 
1 = Nonnal operation (MMU Enabled) 

Always reads as zero; wiused 

1 = SBus DMA allowed. 

1 = Enables cache. (Cache tags should be cleared before enabling) 

1 = System Reset 
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Write 
15 

Invalid 
7 
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1LBDis 1 = Micro1LB disabled. For hardware debugging only~ should be zero. 

1be System Enable register is cleared on Reset, leaving the system in Boot state with 
DMA and cache disabled. 

Synchronous Error Register 

There are six Error Registers in control space: two address and two status registers for 
Synchronous and Asynchronous errors. (In addition to these registers, the parity 
controVstatus register exists in Device space.) 

Table: 6.4 Synchronous Error Register 

Synchronous Error Register: ASl=2, Address=Ox6000 0000 WORD ACCESS ONLY: 

Zero Zero Zero Zero Zero Zero Zero 
8 

Protection Timeout SB Error MEMError Zero Zero Watchdog 
' 

0 

Table: 6.S Synchronous Error Re&fster 

Write 1 = Error occurred during a write cycle 

Invalid 1 = Valid bit was zero in a page map entry or top 3 adr 
bits differ. 

Protection 1 = Protection error; write to read-only page, or user 
access of supeIVisor-or1 •• page. 

Timeout 1 = Non-existent device was accessed. 

SB Error 1 = SBus device retur •. .:d error-ack (device-dependent). 

MEMError 1 = Memory (parity) error. (LErr on SBus) Sec parity 
register 

Watchdog 1 =Restart due to W error. (Trap while traps 
disabled.) 

In cenain circumstances the JU will be given a memory exception which it igmrcs (such 
as when an annulled instruction falls on an invalid page). In this case, the Invalid error 
bit would be set in the synchronous error register, but the JU did not take a trap. 1be 
result is that later, more than one bit may be set in the Error Register and software must 
determine which is correct from the address in the Synchronous Error Address Register. 
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Multiple 

SB Err 

Synchronous Error Address Register 

Table: 6.6 Synchronous Error Register: ASl=2, Addreu--OX6000 0004 WORD 
ACCESS ONLY: 

Virtual Address of last synchronous error (A31 :0)) 

The Synchronous e"or registers will always hold information about the last synchronous 
e"or which occurred. 

The SEV AR is cleared on power-on or programmer-initiated reseL Synchronous error 
registers are not cleared on a watchdog reseL 

Asynchronous Error Register 

The Asynchronous Error register reports buffered write errors and SBus-Controller detect­
ed DVMA Errors.: 

Table: 6.7 Synchronous Error Register: ASl=2, Addreu--OX6000 0008 WORD 
ACCESS ONLY: 

Table: 6.8 Synchronous Error Register 

1 = More than one Async Error since AER last cleared. 

1 = JU Writing to a Slave device resulted in an Error Ack. 

DVMAErr 1 = Error during DVMA access. 

Timeout 

Pro terr 

Invalid 

Size(l:O] 

FORCE OOMPUI'ERS 

1 = SB_AS_ asserted for more than 256 clocks, or DVMA illegal 
adrs. 

1 = DVMA attempted write to read-only page. 

1 = MMU Valid bit not set for DVMA access. 

Copy of IU Sii.e bits for failing writeback operation. 

Error Acknowledges during DVMA are not reported to the JU. It is the responsibility of 
the DVMA master to repon errors to the JU. 

Reading the Asynchronous Error register clears iL SB _Reset_ clears iL Any asynchronous 
error freei.es both Async error registers until read (with the exception of the Multiple bit). 

Asynchronous Error Address Register 

(Word access only) 
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Table: 6.9 Asynchronous Error Register : ASI=2, Address=Ox6000 0008 WORD ACCESS ONLY: 

Size 1 

9 

Bits 3 

Size 0 Invalid Protm Timeout DVMAErr Zero Zero SBEn Multiple 

7 0 

: IO are reaa-oruy zeros. 

Asynchronous Error Data Registers 

Data from the first asynchronous write error since the AER was last cleared is stored at 
ASI=2, Address Ox6000 0010 and Ox6000 0014. Word accesses only, please. These regis­
ters are cleared on reset The data 81 Ox6000 0014 is only valid if 1he Size code is 11, 
indicating a doubleword store was taking place. Oeared to uroes on power-on reset, 
software-reset, and watchdog reset. 

Cache Tags and Data 

The Cache Tags are located in ASI 2 with the most significant four bits of the virtual ad­
dress 8. Tags are unique every 32 bytes for 64K bytes (in other words, there is a 64 K 
Cache, which uses a 32-byte linesize; there are 2K tags). Each tag is 32 bits wide and 
should be accessed only as a full word. Tags are formatted as follows: 

Table: 6.10 Cache Tags 

Tag ID 

Cache Data is located in ASI 2 with the most significant four bits of the virtual address 
= Ox9. It is significant for 64K Bytes. 

Serial Port Bypass 

The Serial Port 81 ASI = 2, Address OxFOOO 0000 is intended as an MMU bypass to allow 
the boot PROM to give messages even though the MMU and DRAM are not functioning 
or verified. 

Segment Map 

ASI = 3 gives access to the MMU segment map. Only bits 18 through 29 of the address 
are significant in this address space. See the MMU section for details. 

Page Map 

ASI = 4 gives access to the MMU page map. Only bits 12 through 29 are significant in 
this address space (bits 18 through 29 are mapped through the segment map). See the 
MMU section for details. 
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Flush Cache Segment 

A write to an address in ASI = OxC will cause the cache line COJTCSPOnding to that 
address to be flushed (maiked invalid) if: 

•Cache Tag address (29:18) matches virtual address (29:18) and 

•[that page is marked supervisor-only or the cache tag context matches the current con­
text id] 

Flush Cache Page 

A write to an address in ASI -= OxD will cause the cache line corresponding to that 
address to be flushed (maiked invalid) if: 

• Cache Tag address (29: 16) matches virtual address (29: 16) 

and 

•[that page is maiked supervisor-only or the cache tag context matches the current con­
text id] 

Add Hardware Cache Flushes!! 
Flush Cache Context 

A write to an address in ASI = OxE will cause the cache line corresponding to that 
address to be flushed (maiked invalid) if: 

The cache tag context matches the CUJTCnt context and the supervisor-only bit for that 
cache tag is not set Cache context flushes will not invalidate supervisor-only pages. (All 
supervisor-only pages are assumed to be mapped througlx>ut all contexts.) 

6.1.3 Device Space 

FORCE COMPUTERS 

Device Space corresponds to memory and peripherals. Jn general, memory is located in 
Type Zero space, on board and SBus IO devices are located in Type 1 space, and VME 
devices are located in type 2 or 3 space, (this space indicator is part of the MMU page 
table entry, and could be thought of as just an extension to the physical address). 

Type Zero Space 

The CPU-2CE supports up to 64 MBytes of DRAM on-board, and up to 128 MBytes with 
the optional SRX board. 

Type One Space 

Type 1 Space contains on-board IO devices and SBus slots. It is distinguished from Type 
Zero space by the MMU Page Table Entry. By convention all addresses have the MS-
Address bits are set to 1 (PA28-31.) ' 
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Table: 6.11 Type One Space 

Address Device 
FOOO 0000 Keyboard and Mouse serial ports 
FlOO 0000 TIYA and B serial pons 
F200 0000 TOD Oock and NVRAM 
F300 0000 Counter-Timer Registers 
F400 0000 Memory Enor Register (Parity) (On-board memory) 
F400 0004 Memory Control Register (On-board memory) 
F400 0008 Memory Enor Register (Parity) (Off-board memory) 
F400 OOOC Memory Control Register (Off-board memory) 
FSOO 0000 Intenupt Control Register 
F600 0000 EPROM 
F720 0000 Floppy Controller 
F720 1000 ISON/Audio chip 
F740 0000 Auxiliary IO register 
F800 0000 SBus Slot Z.Cro (Onboard)• 
FAOO 0000 SBus Slot One• 
FCOO 0000 SBus Slot Two• 
FEOO 0000 SBus Slot Three• 
• All Sbus Slots occupy 25 bits of Address Space. 

Serial Ports 

The serial port controller used for both the Keyboard/Mouse and the general-purpose TTY 
serial ports is the Zilog 85C30 Serial Communications Controller. For further information 
see the Zilog datasheet The sub-addresses for the secs are: 

FOOO 0000 
FOOO 0002 
FOOO 0004 
FOOO 0006 
FlOO 0000 
FlOO 0002 
FlOO 0004 
FlOO 0006 

Mouse Control Pon 
Mouse Data Pon 
Keyboard Control Pon 
Keyboard Data Pon 
TTY B Control Pon 
TTY B Data Pon 
TIY A Control Pon 
TIY A Data Pun 

• Interrupts occur at level 12. 

•The serial pons use a 4.915 MHz clock as a base for baud rate generation. 

•There is no need for software to provide timing loops between accesses to the serial 
ports. Hardware will guarantee the required recovery time of the SCCs. 
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TOD/NVRAM 

The Time-of-Day clock and Non-Volatile RAM is implemented in a 1bomson Mostek 
MK48T08 RAM with the following address map: 

Note: To insure proper SunOS bootup FORCE uses only 2 Kbytes of the 8 Kbyte chip. 
Through an invertor in a pal, FORCE modifies the base address to be the last 2 Kbytes 
of the NVRAM. A12:13 are inverted on the TOD. 

Table: 6.12 TOD/NVRAM 

F200 ()()()() -NVRAM 

F200 07F7 Reserved, do not 
use 

F200 07F8 TOD Control 

F200 07F9 Seconds (00-59) 

F200 07FA Minutes (00-59) 

F200 07FB Hour (00-23) 

F200 07FC Day (01-07) 

F200 07FD Date (00-31) 

F200 07FE Month (01-12) 

F200 07FF Year (00-99) 

Counter· Timer Registers 

Two 21-bit microsecond resolution counters can provide interrupts at levels 10 and 14. 
They are at the following addresses: 

Table: 6.13 Counters timers 

F300 ()()()() Counter o· 

F300 0004 Limit 0 Interrupt Level 10 

F300 0008 Counter 1 

F300 oooc Limit 1 Interrupt Level 14. 
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• Interrupts are enabled or disabled in the Interrupt Control Register. 

• Each counter starts at a value of "one microsecond" (Ox400) 

• When a counter reaches the value in its corresponding Limit register the Limit bit is set 
(L) and an interrupt (if enabled) is generated. 

• 1be Limit registers initialize on reset to zero. 

• Reading the Limit Register clears its L bit Reading the Counter does not 

• Read counters as a word to guarantee that they do mt increment during the read. 

Memory Error Registers 

The Parity ControVStatus register for the bottom 64 MBytes of DRAM is at F400 0000 
in Type 1 space. The Parity ControVStatus register for the top 64 MBytes of DRAM is 
at F400 0008 in Type 1 space: 

Table: 6.14 PError 

Perror Set on any parity error 

2nd.Error Set when parity error occurs and PError=l 

PTest Set to invert parity for testing. 1 

PEnable Set to enable checking 

Perr[24-0] Set to indicate which byte failed. 

The bits that indicate errors (Perror, 2ndError, Perm) are cleared when the register is read. 
All bits are cleared on reset. 

The Perrn bits have the same meaning as on older hardware (note that early older 
documentation was incorrect). 

In word-parity mode, all four Perr bits will be set on any parity em>r. 

Memory Control Reaister 

The RAM+ control register is at OxF4000004 in Type 1 space for the on-board DRAM 
and at OxF400 OOOC in Type 1 space for off-board DRAM: 
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Table: 6.15 Type 1 Space for off Board DRAM 

Dis Ref when set will stop refresh. This is for manufacturing test only. 

Parity when set will use word-wide parity. It should remain cleared on CPU-2CE. 

The Memory Control Register is cleared on Reset 

Interrupt Control Register 

The Interrupt Control Register is at FSOO 0000: 

Table: 6.16 Interrupt Control Register 

Enx Enable Interrupt Level x. 

SWix Force interrupt at Level x 

Master Enable Set to allow any interrupts. 

Clear bit 0, the Master Enable bit, to reset level 15 interrupts. 

Floppy Controller 

The Intel 82072 Floppy Disk Controller is at F720 0000. It should be accessed in byte 
mode only. See the Intel data.sheet for details of the register bits. 

F720 ()()()() 
F720 0001 

ISDN/Audio 

MSR (reads), DRS (writes) 
FIFO (reads and writes) 

The AMO 79C30 ISON/Audio chip is at F720 1000. See the AMO datasheet for details. 
The ISON portions of this chip are not utilized on CPU-2CE hardware or software. 

Aux VO Re&ister 

The Auxiliary 1/0 register is at F740 0003 as a byte-only device. It has eight bits which 
may be used as inputs or outputs. Only six of these bits are used on the CPU-2CE. To 
use a bit as an input, it should be written as a "l" (it will read back as whatever value is 
driven onto it). This register is set to all l's on reset 
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Table: 6.17 Aux 110 Register 

LED 
Eject 

TC 

DriveSel 
Disk Chg 

Density 

1 = Front-panel LED On 
Transition from 0 to l to 0 ejects floppy. DriveSel must be set for eject 
to take place. 
1 = Terminal Count Must be driven for specific amount of time, 
dependent upon floppy data rate. (See 82072 Users Manual for timing 
constraints.) 
1 = Select Floppy Drive. 
(Input) Reads as one if drive is selected and no disk is present in the 
drive. · 
(Input) Reads as one if floppy drive detects high-density floppy insened. 
(Current floppy drives do not suppon this signal; software must determine 
density by trial and error.) 

6.2 Memory Management 

.,_ 
cld[3:0 

va[29:18 

J 

r 

va[17:12 r 
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The CPU-2CE provides a standard two-level MMU, identical to older designs except for 
sizes and performance. 

• 16 MMU contexts (up from 8 on older) 

• 30 Virtual Address bits in 

• 32 Physical Address bits out to VME (28 bits to SBus and onboard devices) 

• 256 Page Map Entry Groups (up from 128 on older) 

• 4K Byte Page Size 

• 256K Byte Segment Size 

Figure: 6.1 Illustration Memory Management 

Segment Map 
..... A D PME0[7:0J... 

Page Map -...... 64Kx8 

16k x 24 
"' 

_..... 
-..... 

paf27:12] 
vafad 
writeable 
super-only 
dontcache 
type1 
typeO 
accessed 
modified 
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6.2.1 Address Translation 

As long as the system is not in Boot state (system enable register bit 7 not zero), all 
virtual addresses put out by the CPU in Supervisor and User Instruction and Data spaces 
are translated through the MMU. The upper 12 significant virnlal address lines, along 
with the current context number, select one of 256 Page Map Entty Groups. This value, 
along with the lower 6 significant virtual address lines, selects a Page Map Entry which 
returns a Physical Address and the permission and statistics bits for the 4.KByte page. 

Exception: The lower address bits of EPROM accesses are not translated. The EPROM 
should always be mapped into contiguous virtual memory locati.ons on a EPROM-sized 
boundary. 

6.2.2 Modifying the MMU 

In order to store a new value into the Segment map, simply write a byte to ASl=3. Only 
virtual address bits [29:18] along with the current context ID [3:0] are significant for this 
operation. PMEG values may be read as well. Use only byte loads and stores for 
segment map operations. 

In order to store a new value into the Page map, the segment map must first have been 
initialized for the high-order address bits to choose a Page Map Entty Group in the 
current context. Then a word may be stored to ASI=4 to set the page map value: 

Changing the MMU for a virtual address which was marlced cacheable requires that the 
cache be flushed of that address range. 

6.2.3 MMU Protection Criteria 

FORCE COMPUI"ERS 

All Device Space accesses (when the system is not in Boot mode) are subject to address 
translation (with the exception of the EPROM, as listed above), and are subject to MMU 
protection checks. These checks basically validate whether a given access is allowed for 
the current user. Using the bits in the Page Map entry given above, access is allowed if: 

•The V bit is set and 
• The S bit is cleared or the CPU is in Supervisor state and 
• The W bit is set or this is a read operation (not a store and not a ldst). 

• The X bit in the Page Map cntty is set to cause this page to not be cached. 

• The Type bits are effectively extensions to the physical address; only values of O and 
1 are used on the CPU-2CE. 

0- Onboard memory 1- Onboard IJO 
2- VME 016 3- VME 032 

• The A bit is set if this page has been accessed. The bit is cleared by software and used 
in least-recently-used algorithms. 
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• 1be M bit is set if this page has been modified. 

In addition, the most significant three vinual address bits must all be one or all be i.ero, 
or an error will be reported in the AER as a DVMA Timeout, when accessing Type 0 or 
1 Space. 

The statistics bits are not modified in the event of any protection or illegal address viola­
tions. Accesses which result in Error Ack or timeouts from the SBus will have modified 
their MMU entries as if the access had been successful. 

All DVMA activity takes place in Context Zero as Supervisor. 

6.3 Programming LED's 

Table: 6.18 LED/SW3 Register (Longword access only) 

Bit# RO WO 

31 SW3 bit 3 Lll 

30 SW2 bit 2 LIO 

29 SWl bit 1 L21 

28 SWO bit 0 L20 

27 VME Sysfail• from S4VME RIS• 
asic 

26 Pl_Sysfail• (from pl) lnit Enable 
Sysfail and Abort SWl 

25 abon MAR Enable for 32 Bit Mode 

24 N/C (undefined) 

Table is from page 17 of the schematics. L is LED 
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6.3.1 SPARC CPU-2CE LED Programming Example 

Programming examples for CPU-2CE front panel LED•s 

tinclude <asm linkage.h> 
tinclude <cpu:addrs.h> 
tinclude <mmu.h> 
tinclude <scc.h> 
finclude <map.h> 
tinclude <misc.h> 
tinclude <ce_misc.h>(SEE BELOW FOR EXAMPLE OF THIS FILE) 

extern 
extern 

map memory() ; 
unmi'p_memory () ; 

Hardware 

static byte ahadow_reg; /* hold current value of ledsw */ 

/* 
* 
*/ 

Set and leave LEDs continuously on. 

set leds(pattern) 
byte pattern; 
{ 

/* 

byte *ledsw - (byte*)LEDSW LOC; 
byte temp; -

map memory(ledsw, LEDSW PADDR, VWl ATTRIBUTES, PSIZE); 
shadow_reg &• LEDMASK; -,. clear LED field */ 
shadow reg I• pattern; 
shadow-reg &• -RUNMODE; /* enable LED function */ 
ledsw[OJ • shadow reg; 
unmap_memory(ledsw, PSIZE); 

* Set Run-Mode 
*/ 

set runmode () 
{ -

I* 
* 
*/ 

byte *ledsw • (byte*)LEDSW LOC; 
byte temp; -

map_memory(ledsw, LEDSW_PADDR, VWl_ATTRIBUTES, PSIZE); 
shadow reg I• RUNMODE; 
ledsw[OJ • shadow reg; 
unmap_memory(ledsw, PSIZE); 

Read the rotary switch. 

byte read_sw () 
{ 

FORCE COMPUI'ERS 

byte *ledsw • (byte*)LEDSW LOC; 
byte temp; -

map memory (ledsw, LEDSW PADDR, 
temP • -(ledsw[OJ >> 4)T 
urunap memory(ledsw, PSIZE); 
return (temp & Oxf); 

VWl_ATTRIBUTES, PSIZE); 
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6.3.l.l Example of the ce-misc.h file 

I* 
* file: ce misc.h 
*I -

/* CPU-2CE front panel LED definitions */ 

fdefine LEDSW LOC OxlfaOOOOO 
tdefine LEDSW=PADDR OxffOOOOOO /* Slot 3, offset +OxlOOOOOO */ 

fdefine LEDMASK 
fdefine INTENABLE 
tdefine RUNMODE 
fdef ine DIAGMODE 

Ox Of 
Ox02 
OxOS 
OxOO 

/* LED field mask */ 
/* Interrupt enable: Set/Clear IL15 */ 
/* Run-mode: enable LEDS */ 
/* Diagnostic mode: disable LEDS */ 

6.4 Additional Forth Ccmn•nda for LZI>s/Bazavitch and (Optional reature rlash 
Uprom) 

These are added to the CPU-2CE OBP: 

1. LEDS/HXSW: 

a. set-diagmode ( -- ) 
Let user changes mode to DIAGNOSTIC MODE or turn off RUN MODE. 

b. set-runrnode ( -- ) 
Let user changes mode to RUN MODE. 

c •. hexswitch ( -- value ) 
Display value of on board hexswitch. 

d. leds! ( value -- ) 
Set color combination for front panel LEDs. Bit combination 
for LEDS is as follows (in Hex) : 

00 : Red 01 : Green 10 : Yellow 11 

Example: 

Value • LED2 LEDl 
00 00 --> OxO --> RED RED 

00 
01 
11 

01 --> Oxl 
01 --> OxS 
11 --> OxF 

e. .leds ( -- value ) 

--> RED GREEN 
--> GREEN GREEN 
--> BLANK BLANK 

Display value of front panel LEDS. 

f. p2led-on 
Turn on P2 LED. 

g. p2led-off ( -- ) 
Turn off P2 LED. 

Blank 

( will generate sysfail 
) 

2. FLASH EEPROM: 

Paae 6-16 

j. erase-flash ( -- ) 
Erase Flash EEPROM. 

k. burn-flash ( bvadr size -- ) 
Given the virtual address of the buffer and the size in-byte of the 
user program, this command will burn that program into the Flash 
EEPROM. 
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Section 7 

VME 

7 .O VMEbus Interface 

7.1 Features of the SPARC CPU-lCE VMEbus Interface 

The features of the SPARC CPU-2CE VMEbus interface are listed below: 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

A32/A24/Al6 Master (Sun-4 VME Device) and A24/A32 Slave DVMA device as SBus 
DMA device 

Single-level and round-robin arbitration with bus arbiter timer 

VME Interrupt Handler with IACK Daisy Chain Driver 

Clock driver 

System resener 

Full 4-gigabyte VME addressing with mapping register 

Simple user-setup provided, only one jumper is required (slot one). All other options are 
selected through register settings, stored in EEPROM. 

A special loopback cycle is provided to enable stand-alone testing of the interface. 

Watchdog Timer for VME System Bus which issues a VMEbus error . 

Fair Requester option provides all VME Masters along the bus grant daisy chain with 
equal access to the VMEbus, independent of the Master's slot location. 

Programmable Mailbox Interrupt Level 

Adjustable Rerun Counter allows for longer rerun intervals during VME access 

VME Interrupt Monitor Register provides ability to monitor VME Interrupt lines in real 
time 

Multiprocessing support with Mail Box Interrupts, programmable slave base address 
ranges, ttue Read Modify Write (RMW) to local memory and to shared VME resource 
with the use of the VME Bus Lock.er 

VME DVMA can be disabled via the DVMA Disable Bit This can be done without 
affecting the SPARC CPU-2CE's Ethernet or SCSI ports. 

Bus Locker provides the ability to perform Read-Modify-Write (RMW) cycles on the 
VMEbus. 
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All of the features listed above (except Watchdog Timer) require SunOS 4.1.1 (or newer). Each of the 
features is optional in that each can be enabled or disabled. 

The Watchdog Timer feature works with any SPARC CPU-2CE-compatible release of SunOS and is 
enabled when the CPU is configured as a Slot 1 Controller. 

The VME Chip includes all VME logic on a 7000 gate CMOS LMA9K 1.5 m-second Gate Array. 
Address and data paths are external, using 29FCT521, 29FCT52, 29821 and 29FCT821 registers. 
Decoding of VME address A(3 l :24) is done externally using AS27 gates. Decoding of Physical address 
PA(19:16) is done externally using an F20. All VMEbus outputs are driven through bipolar drivers using 
A~641, LS04 and F125. 
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7 .2 VMEbus Basics - An Introduction 

The VMEbus is an asynchronous 32 bit bus, with multi master, multi level arbitration specifying Single 
Cycles, Block Mode Cycles and Read-Modify-Write Cycles. Table 7.1 defines cenain conceptual logical 
units. 

Table: 7.1 VME Concept Dermitions 

Concept Definition 

Master accesses Slaves. 

Slave responds with [DTACK/BERR] to Master. 

BUS Requester Requests and keeps the bus on 
order from a Master. 

BUS ARBITERS Grants bus to Requesters through [BG] daisy 
chain. Must be in slot 1. 

Interrupter Interrupts bus, responds to Interrupt handlers 
with [DTACK/BERR] and supplies an Interrupt 
Vector. 

IACK. DAISY CHAIN Drive Drives [IACKIN/IACKOUT] chain when 
[IACK] and [DS(l:O)] are asserted. Must be in 
slot 1. 

SYS Oock Driver Drives [SYSCLK]. Must be in slot 1. 

Sysfail is generated by writing red red to the Assens Sysfail 
LED port. See the LED programming example. 

An on card Voltage Supervisor assens Assens fSYSRESET]. 
SYSRESET for a minimum of 200 ms after 
+5V DC has reached 4.5 Volts, if the slot I 
jumper is inserted. The ACFAILL is not driven 
or monitored. Incoming SYSRESET generates 
an on-card reset. 

7.3 VME Performance 

The timing for the VMEbus interface is as follows: 

8 Bit Transfers 1.6 MB per second 

16 Bit Transfers 3.2 MB per second 

32 Bit Transfers 6.4 MB per second 

The VME Gate Airay logic meets the Sbus and VMEbus specifications at a 20 MHz clock. correlating 
to a 50 ns clock cycle. 

Bus arbitration for other VMEbus masters takes place faster by using the Early Release feature. 
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NOTE: These numbers are given only as a way to describe the SPARC CPU-2CE CPU perfonnance. 
The overall bandwidth depends on the other card's response time, the application code, amount of other 
tasks running concurrently, other concurrent DMA activity, cache hit/miss ratio, etc. These figures should 
NOT be expected in a real world system. 

7.4 VME Addresses 

Two Address Modifier bits (AM[5:4]) define three address spaces. 

Table 7 .2 shows how these address spaces are defined. 

Table: 7.2 VME Addresses 

Concept Definition Address Modifier Bits 5:4 

A16 16 address bits are needed. I 10 
Can address 64 KB . 

....... 

A24 24 address bits are needed. 11 . 
Can address 16 MB. 

A32 32 address bits are needed. 00 
Can address 4 GB. 

nuee Address modifier bits (AM[2:0]) indicate privilege and type of access: Supervisor, Non-Privileged, 
Program Data or Block Transfer access. Data transfers can be D32/D16/D8 (quad-byte, double-byte or 
single-byte size). Unaligned transfer means that a quad-byte or a double-byte transfer takes place on a 
non-even boundary. Unaligned transfers are not supported by the SPARC CPU-2CE cant. 
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Table 7 .3 lists the supported VME address spaces. 

Table: 7.3 VME Addrea Spaces 

Addresses Comments 

A16 Master accesses are possible. 

A24 Master accesses are possible. 

A32 Master accesses are possible. 

016 Master accesses are possible. 

032 Master accesses are possible. 

A16 Mailbox cycles are monitored 
and can generate the interrupt. 

08 (only) Mailbox cycles are monitored 
and can generate the interrupt. 

A24 Slave cycles are supported. 

A32 Slave cycles are supported. 

08 Slave cycles are supported. 

016 Slave cycles are supponed. 

032 Slave cycles are supported. 

7.5 VME Implementation 

The VME lnterf ace adheres to the VMEbus Specification Rev C.1. A later version of the specification, 
released by ANSI, the ANSI/IEEE 1014-1987, has changed some optional features to mandatory. The new 
rules are: 2.61-68 and 4.49. The SPARC CPU-2CE VME Interface follows all these new rules except for 
2.67 requiring ALL 032 slaves to include Unaligned Transfer capability. 1be following VMEbus features 
are implemented: 

• 

• 

• 

• 

A 300 micro-second VMEbus timer. Master cycles time out after 300 micro-second 
generating a Bus Error on VMEbus. This is with onboard master setup in slot 1. 

Single-level VMEbus albitration (SGL) and round-robin arbitration (RRS) . 

Read-Modify-Write accesses to local and VME memory are supported via the bus locker . 

Unaligned transfers are not implemented nor supported. Unaligned accesses get a Bus 
error returned. Unaligned transfers are 32-bit accesses not to address (1 :0)=00 and 16-bit 
accesses not to address (0)=0. See the ANSI/IEEE change described above. 
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Address only cycles are not decoded, an active data strobe is required for the start of any 
DVMA access. 

The VME Interface allow Address pipe-lining during Slave accesses, but do not utilize 
the function on VME Master cycles. 

Early release of bus is possible. Other masters can arbitrate getting bus mastership while 
VME Master access is finishing (Address Strobe still asserted). The VME Interface is 
also prepared for other cards early release of the bus, by awaiting the negation of the 
Address Strobe. 

The VME Interface requests VME mastership on bus level 3 as an ROR (Release On 
Request). 

Bus Oear is not monitored . 

An Interrupt handler that can serve any of the seven interrupts is available. A selection 
of which levels to serve is done by programming a SW register. 1be Interrupt handler 
is a 008(0), handling only 8-bit interrupt vectors. 

No Interrupter function is provided. Signaling between CPU cards in multiprocessor 
configurations is done through the Mail Box Interrupt 

An IACK Daisy Chain function is provided when the card is in slot one . 

A System Oock Driver is active, if the card is in slot one . 

No Serial Oock Driver is implemented . 

An on card Voltage Supervisor asserts SYSRESET for a minimum of 200 ms after +5V 
DC has reached 4.5 Volts, if the slot 1 jumper is inserted. The ACFAil..L is not driven 
or monitored. Incoming SYSRESET generates an on-card reset 

Sysfail is generated on the bus by writing red red to LEDs . 

7.6 Major VME Register Groups 

This section lists the major groups of VME registers. The registers can be divided into the following 
groups: 

1. Registers set on system initialization, replacing card jumpers: 

Interrupt Enable Register. 

Interrupts ~dled. 

Arbitration mode. 
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2. Registers used for multi-processing or co-processing: 

Interrupt Monitor Register 

Mailbox Interrupt Register 

Rerun/Mailbox Level Register 

Slave Map Register (also replacing jumper). 

3. Others: 

A32 VME Address mapping. 

Move 512 MB window. 

Enable diagnostic loop back. 

Slave Map register bitO. 

Enable Block Mode transfers. 

Table 7.4 lists the VME registers, their physical base, and size. 

Table: 7 .4 VME Registers 

Name Type Physical Size 
Base 

VME Bus Locker 1 OxEFECXXX)() byte 

VME IACK cycle 1 OxEFEOOOOl byte A[3:1], AO=l 

Mail Box Register 1 OxEFEOOOlO byte 

VME Interrupt Enable Register 1 OxEFE00014 byte 

A32MAP Register 1 OxEFE00018 byte 

Slave Map Register 1 OxEFEOOOtC byte 

Rerun/Mailbox Level Register 1 OxEFE00008 byte 

Interrupt Monitor Register 1 OxEFECXX>04 byte 

7.6.1 Acce~s To Byte Registers 

A byte access to a register involves a data transaction on the eight most significant data lines (0[31:24]). 
The information on the rest of the data lines (0[23:0]) is ignored. This applies to all byte register accesses 
listed in this chapter. 
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7.7 Master Interface 

In compatibility mode a full 32-bit Master Interface is provided. Complete mapping of 512 MB is 
possible all the time, but this 512 MB window can be moved through all 4 GB through a VME Mapping 
register. 

In enhanced mode the additional MMU address bits are supplied to the VMEbus allowing complete access 
to any addresses on the VMEbus. No window limitations exist 

Al2, A24, A16 Address Modes, D32, Dl6, D8(EO) Data Sizes are supported. 

Master Cycles (RMW) Atomic load-store 

On Master cycles atomic load-store cycles are implemented according to the VME spec. The VME data 
strobe asserts two times as the VME address strobe is held assened. Tilis differs from other Sun cards, 
where instead the ownership of VME is kept while a read and a write takes place. The problem with this 
is that if the access is to a card with several devices competing for an on-card bus, there is no way this 
card can recognize the access as a RMW. For example: a disk card with multiple on card devices would 
not be able to prevent a shared resource to be stolen in between what looks like a standard Read and Write 
even though the VMEbus is locked. 

Block Mode Transfers 
Bfock mode transfers are not supponed. (They are only supponed by the Slave interface.) 

Unaligned Transfers 
Unaligned transfers (UA T) are not supponed. The following access types are not supponed and result 
in a bus error timeout: 

. ~- 16-bit access to base address plus one or three 

• 24-bit access 

32-bit access to base address plus one, two, or three 

• 32-bit access to type two space 

The CPU-2CE can directly map 4 GB with software switch enabled. 

7.7.1 A32 Map Register Base Location 

This register can re-map VME Address bits A[31:29] to enable accesses to any 512 MByte range ofVME 
addresses. Only 8-bit accesses should be used; 16- or 32-bit accesses are not acknowledged, resulting in 
a bus error time out This register is only needed when operating the CPU-2CE in compatibility mode. 

7.7.2 A32 Map Register Initialli.ation 

The register is cleared to zeroes on reset, thus mapping the 512 MB MMU mapping to 0-512 MB and 
disabling loopback mode. 
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Table 7.5 provides a breakdown of the A32 Map register. Table 7.6 provides a breakdown of the A32 
Map register bits. Table 7.7 defines the functions of various bit values. 

Table: 7.5 A32 Map Register 

Type Device Address Device Physical Space 

1 OxEFE00018 A32 Map Register 1 byte 

Table: 7.6 A32 Map Register Address Bits 

31 l 30 l 29 28 27 26 25 24 

VME Master Address 0 0 0 0 LoopB 

Table: 7.7 A32 Map Register Bit Definitions 

Bit Range Value Range Range 
Start End 

31:29 OxO Maps VME Master Range to: OxOOOOOOOO-Ox 1 OMB 512 MB 
FFFFFFF 

31:29 Oxl Maps VME Master Range to: Ox20000000-0x3 S12MB 1 MB 
FFFFFrr 

31:29 Ox2 Maps VME Master Range to: Ox40000000-0x5 1 GB 1.5 GB 
FFFFFFF 

31:29 Ox3 Maps VME Master Range to: Ox6CXXX>OOO-Ox7 1.5 GB 2GB 
FFFFFFF 

31:29 Ox4 Maps VME Master Range to: Ox80000000-0x9 2GB 2.5 GB 
FFFFFFF 

31:29 OxS Maps VME Master Range to: OxAOOOOOOO-OxB 2.5 GB 3 GB 
FFFFFFF 

31:29 Ox6 Maps VME Master Range to: OxCOOOOOOO-OxD 3GB 3.5 GB 
FFFFFFF 

31:29 Ox7 Maps VME Master Range to: Ox'EOOOOOOO-OxF 3.5 GB 4GB 
FFFFFFF 

28:25 These bits are not used. and always read back as 0. 

24 This bit enables the VME loopback mode (LoopB), used for diagnostics only. 
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7.7.3 VME Registers Programming Example 

The following code fragment shows how to handle a V.ME intenupt. The system intenupt handler, when 
it determines that an intenupt originates on an IU level which corresponds to a VME intenupt, calls one 
of the entry points defined below (_vm.elevell-7). We then attempt to obtain the actual VME vector by 
reading the VME IACK register appropriate to our VME intenupt level. If the vector obtained is a valid 
VME vector, we use the vector as an index into the table "vm.e_vector." "Vme_vector" is a table of 
pointers to intenupt handlers for various VME devices. 
/* 
* Handle the 
* 

7 levels of VME interrupts: 

* 
Read the VME !ACK register appropriate to 
the VME level. This will: 

* 
* 
* 
*I 

(1) Perform an interrupt acknowledge cycle 
(2) Get the VME vector of the interrupting 

device. 

.globl vmelevell, vmelevel2, vmelevel3 

.globl -vmelevel4, =vmelevel5, -vmelevel6 

.globl =vmelevel 7 

_vmelevell: 
set VME_IACKl, 'gl 'gl • address of !ACK register 
b -vme - read_vector go read the VME vector 
nop 

_vmelevel2: 
set VME_IACK2, 'gl 'gl • address of !ACK register 
b -vme - read vector go read the VME vector 
nop 

_vmelevel3: 
set VME IACK3, 'gl tgl • address of !ACK register 
b -vme_read_vector go read the VME vector 
nop 

_vmelevel4: 
set VME IACK4, 'gl 'gl • address of !ACK register 
b vme_read_vector go read the VME vector -nop 

_vmeleve15: 
set VME_IACK5, tgl tgl • address of !ACK register 
b vme - read_ vector go read the VME vector 
nop 

_vmeleve17: 
set VME IACK7, 'gl tgl • address of !ACK register 
b _vme_read_vector go read the VME vector 
nop 

I* 
* This entry is called directly from interrupt. 
*I 

_vmelevel6: 

I* 

set 
b 
nop 

VME IACK6, tgl 
_vme_read_vector 

* VME interrupt. Do vectoring. 

tgl • address of !ACK register 
go read the VME vector 

* The VME vector is read off the VME bus. If this fails (data fault), 
: _trap will check the PC of the fault and jump to _spurious. 

* The vmelevelf code sets up 'gl to contain the address of the 
* appropriate VME !ACK register before it branches here. 
*I 

tdefine 
fdefine 

.global 

VEC MAX 
VEC=HIN 

_vme_read_vector: 
ldub 
cmp 
bg 
sub cc 
bl 

_vme_read_vector 

[tgl) I '16 
'16, VEC MAX 
spurious-vme 

255 
64 

,16, VEC-HIN, tg3 
spurious=vme 

read vector t, acknowledge int. 
check vector limits 

normalize vector 
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dl 
dl 
aet 
ld 
aet 
inc 
at 
ld 
add 
ld 
call 
ld 

•g3, 2, •g5 
•93, 3, •g3 
intrcnt, •g4 

1•95 + •g4], •gl 
vme~ctor, •g2 

lgl 
•gl, C•g5 + •g4J 
C•g2 + •g3J, •gl 
•92, 4, •92 
C•g2 + •g3J, •oo 
•gl 
C•oOJ, •oo 

b, a int rtt 

acale for internipt counting 
acale vector 
per-device interrupt counts table 
interrupt count 
table of interrupt vectors 
count interrupt 
and atore result 
vet handler addreaa 
venerate addreaa of arg ptr 
delay alot, vet arv ptr 
call handler 
read arg ptr 

I* end vme_read_vector *T 
restore previous stack pointer 

I* 
* Vine vectors are compatible with the aun3 family in which 
* there were possible valid vector• from 64 to 255 inclusive. 
* Thia requires 192 vectors, each vector ia two words long 
* the first word being the interrupt routine address and the 
* second word is the arg. 
* * Vectors OxCB-OxFF (200-255) are reserved for customer uae. 
*I 

I* * The vme vectoring uses the following table of routines 
* and arguments. The values for the vectors in the following 
* table are loaded by autoconf at boot time. 
*/ 

ldefine ERRV .word _spurious, 0 

_Yme_vector: 

.aeg •data• 

.align 4 

.global 

ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; !RRV; 
ERRV; ERRV; 
ERRV; !RRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 
ERRV; ERRV; 

vme vector 
T vector numbers 

ERRV; ERRV Ox40 Ox43 
ERRV; ERRV Ox44 - Ox47 
ERRV; ERRV Ox48 - Ox4B 
ERRV; ERRV Ox4C - Ox4F 
ERRV; ERRV Ox50 - Ox53 
ERRV; ERRV Ox54 - Ox57 
ERRV; ERRV OxSB - Ox5B 
ERRV; ERRV OxSC - OxSF 
ERRV; ERRV Ox60 - Ox63 
ERRV; ERRV Ox64 - Ox67 
ERRV; ERRV Ox68 - Ox6B 
ERRV; ERRV Ox6C - Ox6F 
ERRV; ERRV Ox70 - Ox73 
ERRV; ERRV Ox74 - Ox77 
ERRV; ERRV Ox78 - Ox7B 
ERRV; ERRV Ox7C - Ox7F 
ERRV; ERRV OxBO - Ox83 
ERRV; !RRV Ox84 - Ox87 
ERRV; ERRV Ox88 - OxBB 
ERRV; ERRV OxBC - OxBF 
ERRV; ERl\V Ox90 - Ox93 
ERRV; ERRV Ox94 - Ox97 
ERRV; ERRV Ox98 - Ox9B 
ERRV; ERRV Ox9C - Ox9F 
ERRV; ERRV OxAO - OxA3 
ERRV; ERRV OxA4 - OxA7 
ERRV; ERRV OxAB - OxA.B 
ERRV; ERRV OxAC - OxAF 
ERRV; ERRV OxBO - OxB3 
ERRV; ERRV OxB4 - OxB7 
ERRV; ERRV OxB8 - OxBB 
ERRV; ERRV OxBC - OxBF 
ERRV; !RRV OxCO - OxC3 
ERRV; ERRV OxC4 - OxC7 
ERRV; ERRV OxC8 - OxCB 
ERRV; !RRV OxCC - OxCF 
ERRV; ERRV OxDO - Ox03 
ERRV; ERRV Ox04 - Ox07 
ERRV; ERRV Ox08 - OxDB 
ERRV; ERRV OxDC - OxDF 
ERRV; ERRV OxEO - OxE3 
ERRV; ERRV OxE4 - OxE7 
ERRV; ERRV OxE8 - OxEB 
ERRV; ERRV OxEC - OxEF 
ERRV; !RRV OxFO - OxF3 
ERRV; ERRV OxF4 - OxF7 
ERRV; ERRV OxFB - OxFB 
ERRV; ERRV OxPC - O.xFF 

acO ac? 
xdcO xdcl 
xycO I xycl 
future disk 
future disk 
future disk 
future disk 
future disk 
tmO I tml 
xtcO I xtcl 
future tape 
future tape 
ec? 

I xdc2 I xdc3 
I xyc? 
controllers 
controllers 
controller• 
controllers 
controllers 
I tm? 
I xtc? 
controllers 
controllers 

ieO I iel I ie? 
future ethernet devices 
future ethernet devices 
vpcO I vpcl I vpc? 
vp? 
mtiO I mtil I mt12 I mti3 
SunLink SCP (Systech DCP-8804) 
Sun-3 zsO (8 even vectors) 
Sun-3 zal (8 odd vectors) 
Sun-3 zaO (8 even vectors) 
Sun-3 zsl (8 odd vectors) 
future aerial 
pcO I pcl I pc2 I pc3 
cv2 I future frame buffers 
CJPl I future 9raphica proceaaora 
ale.yo I ? 
SunLink I channel attach 
(token bus) tbiO I tbil I ? 
Reserved for Sun 
Reserved for Sun 
Reserved for Sun 
Reserved for Uaer 
Reserved for Uaer 
Reserved for User 
Reserved for Uaer 
Reserved for Uaer 
Reserved for User 
Reserved for Uaer 
Reserved for Uaer 
Reserved for User 
Reserved for User 
Reserved for User 
Reserved for User 
Reserved for User 
Reserved for User 
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7.8 Slave Interface 

1be slave interfaces operate in A32 and A24 address mode. 

l MB of memory is accessible, normally the lowest MB on VME, but this can be changed to be in the 
I-16MB range to support multi-CPU card implementations. The address range is adjustable in lMB steps. 

Unaligned accesses to the Slave Interface range returns a Bus Error back to the external VME Master. 

The address modifiers on VME are used to define Address mode (A32/A24/A16), privilege, and 
data/program/block-transfer access. The Slave decoder and Mail Box lntenuptcr monitors all address 
modifier bits with the exception of AM2, the access privilege bit. 

All slave accesses as a DVMA device are set to supervisor mode, which is in accordance with the Sun-4 
Architecture. 

The 1 MB VME address space selected is always mapped onboard to lhe highest megabyte in the Virtual 
Address Space, again in accordance with the Sun-4 Architecture. 

7.8.1 Slave Transfer Control 

A 'bit in the cache System Enable Register can disable SDVMA and therefore all Slave cycles. If this bit 
is set, slave cycle can take place. 

7.8.2 Slave Map Register 

1be address space for System DVMA accesses is 1 MB, normally the lowest Megabyte in accordance with 
the Sun-4 Architecture, but bits 27:24 can be used to re-map the SDVMA address space. The 1 MB 
address space on VME is mapped to the highest 1 MB within the Virtual Address space. During register 
accesses, only 8-bit accesses should be used. 16- or 32-bit accesses are not acknowledged, resulting in 
a bus error time ouL 

If a slave access occurs to a page within 1 MByte address space that does not have physical memory 
mapped to it then the VME BERR signal will be assened. Therefore to properly utilize the slave feature, 
the programmer must insure that the slave map • .;.gistcr is properly set to the correct 1 MByte VME 
address range, and that the physical memory pages are mapped into the DVMA space where Slave 
accesses are expected. 

NOTE: Enabling Slave accesses from VME gives any VMEbus Master access to the entire DVMA vinual 
address range. It is possible that erroneous accesses to this space will affect the operation of the SCSI 
and/or ethemet controllers since their buffers are kept within the DVMA space. 
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7.8.2.1 Slave Map Register Initialization 

The register is reset to all zeroes on resets. Thus, the mapping defaults to 0- lMB and block mode 
transfers are disabled. 

Tables 7.8 and 7.9 provide more information about the Slave Map Register and bit assignments. 
Table 7 .10 defines the bit configurations. 

Table: 7.8 Slave Map Register Address 

Type Device Address Device Physical Space 

1 OxEFEOOOlC Slave Map Register 1 byte 

Table: 7 .9 Slave Map Register Address Bits 

31 30 29 28 27 1 26 l 25 l 24 

0 DVMA 0 0 VME Slave Address base 

NOTE: The VME-4 gate array uses bit 30 of the Slave Map Register for DVMA. Bit 30, when set, 
disables any access to the local DVMA by other VME Masters and disables mailbox interrupts. 

7 .8.3 CPU-2CE Slave Memory Example 

This example requires a CPU-2CE as a slave board and another VMEbus master that can generate an 
extended address modifier code. To setup a slave window on the CPU-2CE type the following lines of 
code. 

30 ffjOOOOO 100000 map-segmenrs <er> 
0 obmem ffjDOOOO 100000 map-pages <er> 
0 map-slave <er> 

The description of the above two lines is as follows: 

<Segment Number> <Virtual Address> <Length> <Map Seg1pents> 
I 

<Physical Address> <obmem> <Virtual Address> <Length> <Map Page&> 

Once these lines are typed in, it is possible to use the slave memory from a master at location O using an 
extended address modifier code. 

To verify that the CPU-2CE received the correct data type the following on the slave. 

ffjDOOOO 100 dump <er> 
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Table: 7.10 Slave Master Register Bit Definitions 

Bit Description VMEbus Address Range Range 
Start End 

31 This bit is not used and must be 0. 

30 This bit when set disables VME slave accesses 

29:28 This bit is not used and is read back as 0. 

27:24 OxO Maps System DVMA Space to: Ox.00000000-0xOOOFFFFF OMB 1 MB 

27:24 Oxl Maps System DVMA Space to: OxOO 1 OOCXX}-Qx.001 FFFFF 1 MB 2MB 

27:24 Ox2 Maps System DVMA Space to: 0x00200CXX}-0x002FFFFF 2MB 3MB 

27:24 Ox3 Maps System DVMA Space to: Ox00300CXX}-0x003FFFFF 3MB 4MB 

27:24 Ox4 Maps System DVMA Space to: 0x00400CXX}-0x004FFFFF 4MB 5MB 

'27:24 Ox5 Maps System DVMA Space to: Ox005000CX>-Ox005FFFFF 5MB 6MB 

27:24 Ox6 Maps System DVMA Space to: Ox00600000-0x006FFFFF 6MB 7MB 

27:24 Ox7 Maps System DVMA Space to: Ox007000CX>-Ox007FFFFF 7MB SMB 

27:24 Ox.8 Maps System DVMA Space to: Ox008000CX>-Ox008FFFFF 8MB 9MB 

27:24 Ox9 Maps System DVMA Space to: Ox.00900000-0xOOCJFFFFF 9MB lOMB 

27:24 OxA Maps System DVMA Space to: OxOOAOOOOO-OxOOAFFFFF lOMB 11 MB 

27:24 OxB Maps System DVMA Space to: OxOOBOOOOO-OxOOBFFFFF 11 MB 12MB 

27:24 OxC Maps System DVMA Space to: OxOOCOOOOO-OxOOCFFFFF 12MB 13MB 

27:24 Ox.D Maps System DVMA Space to: OxOODOOOOO-OxOODFFFFF 13 MB 14 MB 

27:24 OxE Maps System DVMA Space to: OxOOEOOOOO-OxOOEFFFFF 14MB 15 MB 

27:24 OxF Maps System DVMA Space to: OxOOFOOOOO-OxOOFFFFFF 15 MB 16MB 

73 Mail Box 

A Mail Box intenupt function is provided to allow other devices to intenupt the SPARC CPU-2CE. This 
mail box detects accesses to the A16 address space to a location programmed in the mail box register. 

No real memory is provided at this location. but the mail box responds with a VME DT ACK, 
acknowledging the access and generate an on card intenupt Level' 13 if the Enable bit is set. VME 
Address bits A(l5:14, 3:1) are in the Mail Box Register. This corresponds to programming the location 
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... 

to one of the eight 16-bit words in one of the four 16K blocks of the address range. Any VME A16 
address space, 8-bit or 16-bit read or write to the location programmed into the Mail Box Register 
generates an on-card interrupt on level 13 if enabled. 32-bit wide accesses are not allowed and will not 
be acknowledged, resulting in a Bus Error Time out to the accessing VME Master. 

Since the address mapping of the location monitor compares only the address bits A15, A 14 and A3, A2, 
Al (Bits A13 up to A4 are NOT compared at all), the location monitor address is mirrored 1023 times 
in the selected 16K range. The user is advised to use addresses with address bits A13 to A4 set to zero. 

7.9.1 Mail Box Register Base Location 

This register is used to program the VME address to be monitored and, if enabled, mailbox interrupts the 
IU via an on-card interrupt. Only 8-bit accesses to the register should be used, 16- or 32-bit accesses are 
not acknowledged, resulting in a bus error time out. For mail box cycles, the VME bus is only monitored 
for Al6, D8 or 016 accesses. 

7 .9.1.1 Mail Box Register Initiali7.ation 

All bits are initialized to zeroes. 

Tables 7 .11, 7 .12, and 7 .13 provide more information about the meaning of the Mail Box Register and 
its bits. 

Table: 7 .11 Mail Box Register Address 

Type Device Address Space Device Physical Space 

1 OxEFEOOOlO Mail Box Register 1 byte 

Table: 7 .12 Mail Box Register Address Bits 

31 30 29 28 l 27 26 1 25 1 24 

I-fig En I 0 Comp Address (15:14) Comp Address (3:1) 

7.9.1.2 Mail Box Register Interrupt Level 

SPARC CPU-2CEs have programmable interrupt levels of 2, 3, 5, 8, 9, 11, and 13. 
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Table: 7 .13 Mail Box Register Bit Definitions 

Bit Description 

31 This bit set indicates that a mailbox intenupt is pending. 
A read of this register resets the intenupt on the ttailing edge of the read pulse. 
A write to this bit is ignored. 

30 This bit set enables the mail box intenupt. 

29 This bit is ignored, and is read back as 0. 

28 Compared with VME Address Bit IS. 

27 Compared with VME Address Bit 14. 

26 Compared with VME Address Bit 3. 

25 Compared with V.ME Address Bit 2. 

24 Compared with VME Address Bit 1. 

7.10 Mailbox Interrupt Level· Rerun Length Register 

This register sets the intenupt level that a mailbox intenupts on. A default Intenupt level uses pin 
MB_IRQ (level 13 on SBus), but any of the VME intenupt lines, pins B_IRQn, could be used instead by 
setting the appropriate level. Only 8-bit accesses to the register should be used. Accesses of 16 or 32 
bits are not acknowledged, resulting in a bus error time ouL 

By default, the Mailbox Intenupt level is set to level 13. On SPARC CPU-2CEs the Mailbox Intenupt 
register (bits 29:31) is used to set the interrupt level associated to the Mailbox interrupt Then the user can 
program which Processor Intenupt will be generated when a Mailbox Intenupt is initiated. 

31 30 29 28 27 26 2S 24 

MB2 MB 1 MBO Rer4 i Rer3 Rer2 Rer 1 RerO 

Long VME Master cycles (more than 16 clocks) are normally intenupted and froi.en. They will be run 
at a later time, letting other SBus masters access the bus. By increasing the value of the rerun counter, 
longer cycles are possible, increasing the chance of getting a VME slave Acknowledgement avoiding the 
delay of a rerun cycle. 

On SPARC CPU-2CEs the VME gate array can be tuned to increase the VME system throughput using 
the Mailbox Interrupt level Rerun Register bits [28:24]. By increasiµg the rerun interval, you can 
reduce the number of reruns the IU has to perform before an acknowledge is generated by a VME slave, 
increasing VME system throughput. 
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By default. the rerun inteival is set to 16 clocks. For example, it takes 18 clocks to get an acknowledge 
from a slave. If the rerun register is set to 3 (rerun inteival. is 19 clocks), the IU can finish a VME 
transfer with just one cycle. However, if the default setting is used (16 clocks), it may take at least 20 
to 21 clock cycles (requiring two rerun cycles) to finish the transaction. 

Initialization: All bits are initialized to zero. 

"Bits Note" 

Bits 31:29 = 0 Mail box interrupt on pin MB_IRQ_ or _int13 
Bits 31:29 = 1 Mail box interrupt on pin B_IRQl_ or _int2 
Bits 31 :29 = 2 Mail box interrupt on pin B_IRQ2_ or _int3 
Bits 31 :29 = 3 Mail box interrupt on pin B_IRQ3_ or _int5 
Bits 31 :29 = 4 Mail box interrupt on pin B_IRQ4_ or _int8 
Bits 31:29 = S Mail box interrupt on pin B_IRQS_ or _int9 
Bits 31 :29 = 6 Mail box interrupt on pin B_IRQ6_ or _int 11 
Bits 31:29 = 7 Mail box interrupt on pin B_IRQ7_ or _int13 

Bits 28:24 = 0 Default rerun, cycle 16 states 
Bits 28:24 = 1 cycle 17 states 
Bits 28:24 = 2 cycle 18 states 
Bits 28:24 = 3 cycle 19 states 
Bits 28:24 = 4 cycle 20 states 

Bits 28:24 = 31 cycle 47 states 

7.11 Bus Locker 

A bus lock function provides a way to enable the CPU to do an atomic Read-Modify-Write (RMW) to 
its on-board memory without being interrupted by an incoming RMW from another VME Master. This 
function is only used when the card is running together. with one or more external CPU cards 
(multiprocessing). In these cases, message passing is done through shared memory locations that need to 
be accessed in a defined way. 

The bus locker is used to lock the VMEbus before a VME RMW cycle is executed to prevent a deadlock 
situation between two VME Masters. A deadlock situation can occur when two VME Masters want to 
perfonn RMW cycles at the same time. 

7.11.1 VME Bus Locker Register 

In a non-multiprocessing application, this register should be left alone. When used, bit 24 of the register 
should ALWAYS be SET for each update, to guarantee a consistent bus arbitration behavior. 
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7 .11.2 Initialization 

All bits are initialized to O's. Thus, the VME bus locker is inactive and does not affect the card's bus 
arbitration. 

Table: 7.14 Bus Locker Register Bit Dermitions 

Bit Description 

·31 This bit indicates the VMEbus is owned. 
No external VME card can access memory. 
Bit is read only, a write to this bit is ignored. 

30 This bit is ignored, and is read back as 0. 

29 This bit is ignored, and is read back as 0. 

28 This bit is ignored, and is read back as 0. 

27 This bit is ignored, and is read back as 0. 

"'26 This bit is ignored, and is read back as 0. 

25 This bit initiates a VMEbus request. 
Once owned, it is held. 

24 This bit enables the Bus request function. 
It should only be set for multiprocessing applications. 
If set, it should never be changed (unless system is restarted). 

~iinultiprocessing applications, update the register at the system initialization time by writing OxOI to the 
register. The procedure for accessing an on-card memory location is: 

1. Disable all interrupts. (VME JACK cycles need to acquire control of VME.) 

2. Request VMEbus locking by writing Ox3 to the register. 

3. Read register and check bit 31 to until VMEbus is owned and locked. 

4. Do Read-Modify-Write (RMW) (atomic Load-Store) to on-card memory. 

s. Unlock VME by writing Oxl to register. 

6. Enable all interrupts. 

NOTE: If the VME is not unlocked in time, other accesses might time out causing a system crash. 
Always unlock VME as soon as possible after the RMW is completed! 

NOTE: VME interrupts must be disabled during the bus locking procedure to prevent potential deadlock, 
since VME IACK cycles requires access to VME. Interrupts could otherwise cause a deadlock situation 
if it happens while the bus is locked. 
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•. 

7 .12 Interrupt Handler 

The interrupt handler can selectively support all interrupt levels. These are enabled through the VME 
Interrupt/Bus Arbiter register. Note that this register is a replacement for a jumper and should normally 
be fixed depending on the VME Interrupt handler configuration. Run-time enabling of the interrupts are 
normally done with the Interrupt Enable register, see the System Specification. 

7 .12.1 Interrupt Enable/Bus Arbiter Mode Register 

This register enables VME interrupts to be fed to the Interrupt logic in the S-4 MMU chip. Only 8-bit 
accesses should be used, 16- or 32-bit accesses are not acknowledged, resulting in a bus error time out. 
The Interrupt Enable Register can selectively enable all VME interrupt levels. 

7.12.1.1 Interrupt Enable Register Initialization 

At initialization of the Interrupt Enable register, bits 31 :25 are set and bit 24 is reset, enabling VMEbus 
interrupts and setting arbiter mode to single level arbitration (SGL). Tables 7-15, 7-16, and 7-17 provide 
more detailed information about the Interrupt Enable register. 

NOTE: This register replaces on-card jumpers. Changes to this register should only be done at system 
initialization time, and should not be changed at a later time unless the system is restarted. 

Table: 7 .15 Interrupt Enable Register Address 

Type Device Address Device Physical 
Space 

1 OxEFE00014 VME Interrupt Enable Register 1 byte 

Table: 7 .16 Interrupt Enable Register Bit Definitions 

Bit Description 

31 This bit enables VME Interrupt 7/Sun-4 level 13 to Internal Logic. 

30 This bit enables VME Intenupt 6/Sun-4 level 11 to Internal Logic. 

29 This bit enables VME Intenupt 5/Sun-4 level 9 to Internal Logic. 

28 This bit enables VME Intenupt 4/Sun-4 level 8 to Internal Logic. 

27 This bit enables VME Interrupt 3/Sun-4 level 5 to Internal Logic. 

26 This bit enables VME Interrupt 2/Sun-4 lcv.cl 3 to Internal Logic. 

25 This bit enables VME Interrupt 1/Sun-4 level 2 to Internal Logic. 

24 This bit enables FAIR Arbitration. 
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NOTE: If VME interrupt level 7 or 6 is needed with VME there is a c:Onflict of the floppy and audio 
pons interrupts. Either the audio or floppy driver must be commented out of the GENERIC.VME and 
GENERIC_SMALL.VME to disable one. Remember to copy the files before modifying them. Search 
the GENERIC.VME and the GENERIC_SMALL.VME files in the .conf directory for audioamd. Use the 
"#" pound symbol at the head of the line to comment out either the audio or fd line. Then rebuild the 
kernel. See the read.me file in the .conf directory for further details. 

NOTE: Enabling the bus arbiter function is done via a jumper (Slot 1 jumper). 

7.13 Bus Requester 

The Bus requester is an ROR requester. It releases the bus when other VME Masters/Requesters requests 
the bus. The SPARC CPU-2CE can only request on Bus Request level 3. 

7.13.1 Bus Arbiter 

A Single Level Arbiter (level 3) and a FAIR Arbiter are provided. Note that the arbiter should be enabled 
only if the card resides in slot 1. (Slotl jumper.) 

In arbitration mode, locked arbitration is detected and released by the arbiter after 3.3 ms. The Bus arbiter 
then drives BBSY active for the minimum period required by the VMEbus spec. This is to prevent 
requesters that in the mean time have decided to withdraw their requests to be able to do so. Note that 
a withdrawal of a VME Request normally is in violation of the VME Specification. (Rule 3.11). 

7.14 Bus Time Out Period 

There are two time out parameters in a VME cycle in addition to the On Board Bus arbitration timer: 
Rerun Time Out and Abon. 

7.14.1 Rerun Time Out 

If the time from the onboard Master cycle starts until the VME slave responds with a DT ACK exceeds 
1.6 us, the cycle is rerun by the IU so high-priority devices can get on the Sbus. In the mean time, the 
Master cycle and all output signals is frozen, ignoring any DT ACK coming in. When the cycle is rerun, 
it is reconnected again. 

7.14.2 Abort 

With the onboard master setup in slot I, two stages of the access exists. If the bus is not owned, it has 
to be acquired. Then the actual VMEbus cycle can stan. A onboard or offix>ard Master cycle times out 
after 300 us. That means, the response time from another VME slave including the time for acquiring the 
bus must be less than 300 us. 

If the VMEbus is not owned when an abon occurs, the bus requester keeps the VMEbus Request uscned 
even though the CPU cycles has been aborted. It then asserts a dummy Bus Busy (BBSY) when the 
Bus Grant is received. This is to comply with VME rule 3.11. 

If the bus is owned when the abort takes place, a Bus Error is generated. This Bus Error would normally 
be generated by an accessed VME slave. This is to comply with VME rule 2.48. 

FORCE COMPtrrERS 



.SPARC CPU-2CE Tecb.nic:al Reference Manual Hardware 

7.15 VMEbus Watchdog Timer 

The SPARC CPU-2CE has a VMEbus watchdog timer to monitor the operation of the VMEbus. This 
function prevents the VMEbus from being locked when a Master accesses a nonexisting VME slave and 
when the master doesn't have its own bus time-out circuit. A VMEbus error occurs if a DT ACK is not 
generated within 300 microseconds (fixed) after a Data Strobe is asserted on the VMEbus. 'Ibis is only 
active if Slot 1 function is enabled. 

7.16 System Reset and the Reset Switch 

On power up, the CPU card generates SYSRESET for a minimum of 200 ms, if the Slotl jumper indicates 
the card resides in slot 1. Incoming VMEbus resets always generate an on-card reset 

7.16.1 Sources for a System Reset 

The sources of a system reset are listed below: 

•Power-on Reset. 

•Watchdog Reset. 

• Software Reset 

NOTE: When the SPARC CPU-2CE is reset, the "daisy-chained" VME signals are not passed on 
for the duration of the reset cycle, regardless of the SP ARC CPU -2CE's configuration (Slot 1 or 
non-Slotl device). 

"The Power-On Reset" 

On power-up, the SP ARC CPU-2CE Board generates a sysreset on the VMEbus for a minimum of 200 
ms if it is configured as the slot 1 (VMEbus system controller) CPU. All SPARC CPU-2CEs on the 
VMEbus are reset in a system reset. 

"The Reset Switch" 

The Reset is located on the front panel of the card, labeled Reset The switch rests in a null position. 
When it is activated, a reset procedure is activated that is perfonned by the VME Gate Array. lfthe board 
is configured as the slot 1 CPU, a VMEbus reset will be generated to reset all other non-slot 1 SPARC 
CPU-2CEs. For additional infonnation, see the chapter VMEbus Interface in this manual. 

"The Watchdog Reset" 

The watchdog error is the result of a double bus error as detected by the SBus Controller on a SPARC 
CPU-2CE. If this occurs, an on-board reset is generated, and if the SPARC CPU-2CE is configured as 
the slot 1 controller, a VMEbus reset will be generated to reset all other non-slot 1 devices on the 
VMEbus. 
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"The Software Reset" 

As the name implies, this reset is generated by a SPARC CPU-2CE through a software trap which 
generates an on-board reset. If the board is configured as the slot 1 CPU, a VMEbus sysrest signal will 
be generated to reset all other non-slot 1 SPARC CPU-2CEs. 

7.17 Jumper 

A'jumper is used to set the VME Interface for slot 1. The default sets the board as a VME slot 1 card. 
If jumpered, the SPARC CPU-2CE operates as the VME system arbiter and slot 1 card. 

Table 7.17 lists the function of the various jumper settings. 

Table: 7 .17 Slot 1 Jumper & Functions 

Function Slot 1 Position Not in Slot 1 

V.ME System Oock Enabled. Tri-state. 

VME IACK Daisy-chain Driver Enabled. IACKIN drives IACKOUT. 

SYSRESET Generates VME SYSRESET. Does not generate VME 
SYSRESET. 

7.18 Programmable Register Settings 

Table: 7.18 Programmable Register Settings 

Register Setting Definition 

VME Interrupt Handler Defines which interrupt levels to handle. 
Register 

Defines what type of VME B~ arbiter (only if the card resides 
in slot 1). 

A32 Map Register Defines where to map the CPU Master Address Space of S12 
MB. 

7 .19 VME Interrupt Monitor Register 

SPARC CPU-2CE features a VMEbus Interrupt Monitor Register which provides a quick way to determine 
the source of the interrupt on the IU. The Monitor register is a direct status of the VME interrupt lines. 
Only byte reads to this register are permitted. The VMEbus Interrupt status is contained in bits 31:2.5. 
Other operations to this register result in a bus error time-out 

Tables 7-19 and 7-20 list more detailed information about the Interrupt Monitor register. 
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Table: 7 .19 VME Interrupt Monitor Register Address 

Type Device Address Device Physical Space 

1 OxEFE00004 VME Interrupt Monitor 1 byte 

is reset zero . 

Table: 7.20 Interrupt Monitor Register Address Definitions 

31 30 29 28 27 26 25 24 

IRQ 7 IRQ 6 IRQ S IRQ4 IRQ 3 IRQ2 IRQ 1 FAIR 

NOTE: Bit 24 set to a one sets the requestor to Fair Mode. A bit set among bits 31:25 indicates a 
pending interrupt. 

7.19.l Fair Mode Requester 

The SPARC CPU-2CE includes an optional fair mode requester bit (Bit 24 of the Interrupt Monitor 
register) to allow Bus Fairness operations when the CPU is used in a multiprocessor environment This 
allows VMEbus masters in the system to have equal access to the VMEbus. 

With the Fair bit set, the Y.ME interface controller asserts a VME request only when no other bus request 
is pending. Resetting bit 24 of the Monitor register disables this feature. 

7.20 VME IACK Cycles 

When the SPARC CPU-2CE is set up to respond to vectored VME interrupt requests, it drives the IACK 
line to acquire the interrupt vector from interrupting devices though software routines. A device space 
operation is used by the Interrupt handler to generate an Interrupt Acknowledge cycle. The operation is 
done only by doing a Device Space byte read at location OxEFEOOOOX with Address bits 3 to 1 set to the 
VMEbus interrupt level being acknowledged. A 16- or 32-bit access is not acknowledged and results in 
a bus error time-out. By doing this, an acknowledge process is started by first acquiring the bus, then by 
driving the IACK signal at the same time as with other control lines such as AS•, DS•, Al-3, etc. 

NOTE: An access to these seven addresses are not to an on chip register, but instead to execute a VME 
Interrupt Acknowledge cycle, acquiring the Interrupt Vector from the interrupting device. 
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Tables 7-21, 7-22, and 7-23 provide more detailed information about the VME mail box register, IACK 
cycles registers, and responses. 

Table: 7.21 Mail Box Register Address 

Type Device Address Device Physical Space 

1 OxEFEOOOO VME Int Vector 1 
A[3:1]=VME Int level. 
AO= 1, Read, only 8-bit 
access should be used. 

Table: 7.22 VME IACK Cycles Register Address Bits 

31 l 30 I 29 I 28 I 21 I 26 I 2s I 24 

8-bit Interrupt Vector from interrupting VME Device Level A(3:1) 

This translates into the following interrupt responses: 

Table: 7.23 VME IACK Cycles Interrupt Responses 

Acknowledging VME Interrupt Device Address 
-i 

1 OxEFE00003 
2 OxEFE00005 
3 OxEFE00007 
4 OxEFE00009 
5 OxEFEOOOOB 
6 OxEFEOOOOD 
7 OxEFEOOOOF 

7.20.1 Daisy Chain IACK Driver 

Since the SPARC CPU-2CE does not have the capability to interrupt the VMEbus through the VME . 
interrupt request lines, it docs not provide intenupt vectors at all. Thus, it drives the daisy chain 
IACKOUT when an IACKIN is active. When set up as a slot 1 card, it drives the IACKOUT as soon as 
the non-daisy chain IACK signal is active. 
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7 .20.2 Master Cycles 

Ideal VME slave accessed (30 ns DS to DTACK response). Bus already owned. No lingering DTACK 
or AS. A Master cycle is 9 cycles, corresponding to a theoretical 9 MB/s bandwidth for back-to-back 
cycles. 

7.20.3 Slave Cycles 

Ideal VME master (0 ns DTACK to DS response). Fast Sbus grant (two clock periods). 

Table 7.24 provides more information about the duration of slave cycles and the theoretical bandwidth. 

Table: 7.24 Slave Cycles Duration and Theoretical Bandwidth 

Cycle Duration (ns) Theoretical 
Bandwidth 

Single Read 560-630 ns 6.9 to 7.9 MB 

Single Write 510-580 ns 6.3 to 7.2 MB 

7.21 Bus Arbitration 

Table 7 .25 lists the characteristics for single-level and Fair arbitration. 

Table: 7.25 Bus Arbitration 

Arbiter Conditions 

Single Level Arbiter No VME master owns the bus, Bus Locker disabled. 
VME Bus Request to VME Bus Grant: 2 Cycles. 

No VME master owns the bus, Bus Locker enabled. 
VME Bus Request to YME Bus Grant: 3 Cycles. 

Round-Robin Arbiter No VME master owns the bus, Bus Locker disabled. 
VME Bus Request to VME Bus Grant: 2-5 Cycles. 

No VME master owns the bus, Bus Locker enabled. 
VME Bus Request to VME Bus Grant: 3-6 Cycles. 

FORCE COMPUTERS Page 7-25 



Hudware SPARC CPU·2CE Technical Rererence Manual 

7.22 Interrupts 

Table 7-26 defines the interrupt sources and their levels: 

Table: 7.26 VME Interrupt Levels and Sources 

Level Source Additional Source 

15 Abort 

15 SYSFAil.. 

15 Memory: Parity Error ECC Uncorrectable Error 

14 Counter/fimer 1 

13 VME Level 7 Audio 
VME Mailbox interrupt 

12 Serial Ports 

11 VME Level 6 Floppy Disk 

10 Counter/fimer 0 

9 VME Level 5 SBUS 7 

8 VME Level 4 SBUS 6 (Video) 

7 SBUS 5 

6 SW IRQ6 

5 VME Level 3 Ethernet, SBUS 4 

4 SCSI 
SWIRQ4 

3 VME Level 2 SBUS 3 

2 VME Level 1 SBUS 2 

1 SW IRQl 
SBUS 1 

All type 1 devices defined in the architecture, including the serial pprts, use autovectored interrupts. 

The interrupt register in . device space enables all interrupts, causes software interrupts, and enables 
specified interrupts. It is described in the chapter Device Space. The memory error registers in system 
space, provide information about any memory errors that occur. They are described in the chapter System 
Space. 
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7.23 Example of a VME System 

Figure 7-1 is a diagram of a sample VME system with two SPARC CPU-2CE cards, a third-party Ethernet 
card, and a third-party SCSI carcl. The text below describes how this system configuration should be 
defined and implemented. This example is generic and is provided only as a guide for understanding the 
SPARC CPU-2CE VMEbus. 

Figure: 7.1 Sample VME System Diagram 
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Board A in slot 1 is a SPARC CPU-2CE with the slot 1 functions enabled (Arbiter, IACK Daisy Chain 
driver, SYS Oock Driver). It is an Interrupt Handler for level 1-3. Board Bis also a SPARC CPU-2CE 
with the slot 1 functions disabled. It is an Interrupt Handler for level 4-7. Board C is an Ethernet card 
with a Slave and an Interrupter. Board Dis a SCSI card with DMA capabilities. It has a Master, a Slave 
and an Interrupter. 

Board A needs to start a disk transfer by writing to command registers in card D. But first he has to 
acquire the bus. His Master orders the on card Requester to get the bus. The Requester asserts [BR). 
Ifno one owns the bus, indicated by an inactive [BBSY], the arbiter grants the bus with [BG]. Board A's 
Requester receives this, assen [BBSY] and allow his Master to stan a bus cycle. 

If another card 's Requester was requesting the bus at the same time with a [BR], card A would still get 
it since the bus grant from the arbiter in slot 1 is passed from card to card via a Daisy Chain 
[BOIN ,BGOUT] and card A is the first card in the Oiain. 

Board A's Master asserts addresses, data and then strobe [AS] and [DS(l:O)]. 

Next, card D's Slave detects that the cycle is aimed at him and resJX>nd with a [DT ACK] once the data 
has been captured (the write to the command register). The SCSI card starts the disk access and when 
he has filled his buffer with data, activate his Master. The Master requests the bus via it's on-card 
Requester. 
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The SPARC CPU-2CE requester is of Release On Request type, so he keeps the bus with [BBSY] until 
someone else asks for it. When Board D's Requester requests the bus, Board A's Requester drops 
[BBSY]. Now the Arbiter can grant the bus to card D with a [BG]. 

Board D acquires the bus asserting [BBSY] and the Master can start a OMA transfer to card A's on card 
memory via A's Slave. the Slave responds with a DT ACK for every cycle. Once the whole transfer is 
complete, card D asserts interrupt 3 via his interrupter signaling he's finished 

Board A's interrupt handler is activated and does an Interrupt Acknowledge cycle. This cycle is almost 
identical to a Master read, but instead of reading data, the interrupt vector is read. [IACK] is asserted to 
signal an IACK cycles, and address bits 1-3 indicates what level the IACK cycle is responding to. 

[IACK] from any interrupt handler is passed to slotl, where the back plane directly connects it to the start 
of the [IACKIN/IACKOUT] daisy-chain. This is done to enable interrupt handlers to be spread out on 
different cards if needed. The IACK Daisy Chain Driver in slot 1 drives the chain. Board B is not an 
interrupter and therefore always passes [IACKIN] to [IACKOUT]. 

Board C passes the incoming [IACKIN] to its [IACKOUT], unless he is interrupting on the same level 
at the same time. If so, he does not pass the [IACKIN] signal, but. instead respond to the IACK cycle 
with a DTACK and his vector, different from card D's. In the mean time, card D would not see any 
[IACKIN] and the ref ore just keep his interrupt asserted until card C passes it on. 

Board D's interrupter responds to an IACK cycle with the corresponding bits set to the level he is 
interrupting on. Board A jumps to the disk card interrupt routine, with the understanding that the disk 
transfer has finished and now is ready and stored in the DVMA buffer. The transfer is complete. 

7.24 VMEbus Device Driver 

7.24.1 VMEbus Device Driver System Calls 

The VMEbus Device Driver supports the "usual" system calls: open (), cl.ose (), read (), write (), 
ioctl<> and mmap < >. Consult your SunOS documentation for detailed information regarding the general 
use of these functions. 

When making calls to these functions (m reference to the memory/devices managed by the VMEbus 
Device Driver) the following points are of interest: 

• 
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open < > verifies that the minor device number, of the file you are opening, is one of the 
following: 

VME16D16 
VME24Dl6 
VME32D16 

VME16D32 
VME24D32 
VME32D32 

These constants are defined in the header file vme.h. 
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• 

• 

read () and write () will not attempt to read past ihe end of the valid space defined by 
the minor number of the "file" you are attempting to read. In other words, attempts to 
read() or write() past the address Oxffff when using a file handle opened in A16 
space will not be attempted by the VMEbus Device Driver. Likewise, read<> and 
write < > will not read past the address Oxffffff in A24 space. 

The following operations are defined for an ioctl<) call: 

VME_SET_REG 

VME_GET_REG 

VME_RDSWITCH 

VME_WRLEDS 

VME_ENA_DIS_ VME32 

VME_GET_PHYS 

Write to a VME interface specific register. 

Read from a VME interface specific register. 

Read the current state of the HEX switch. 

Write to the front-panel LED's. 

Enable full 32-bit address access or place the VME 
interface into CPU-IE compatibility mode. 

Translate a DVMA address into its corresponding VME 
physical address. 

The labels described above are defined in vme.h supplied with the VMEbus Device 
Driver. A sample application, called v _rw.c, that uses each of these ioctl<> calls is also 
supplied with the VMEbus Device Driver. Please refer to these files for detailed 
information. 

The S4-VME interface device has limitations when used to access the A32 space which 
must be taken into account when assigning addresses to VME peripheral devices on the 
VMEbus. These limitations are associated with hardware and cannot be fixed by software 
(either the VMEbus Device Driver or the application software). 

The VMEbus interface chip on the CPU-2CE directly decodes only 29 address bits 
resulting in what can be described as decoding a series of eight 512 megabyte "windows" 
(there is additional hardware to assist in distinguishing which "window" is being used). 
The VMEbus interface chip always interprets the upper 16 megabytes of each of these 
"windows" as A24 and A16 space. Thus, one cannot map the following VMEbus 
addresses into A32 space: 
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Table 7.27 A16 ·Only Access 

Start Address End Address 

Ox lFFF.0000 Ox lFFF.FFFF 

Ox3FFF.OOOO Ox3FFF.FFFF 

OxSFFF.0000 Ox5FFF.FFFF 

Ox7FFF.OOOO Ox7FFF.FFFF 

Ox9FFF.OOOO Ox9FFF.FFFF 

OxBFFF.0000 OxBFFF.FFFF 

OxDFFF.0000 OxDFFF .FFFF 

OxFFFF.0000 OxFFFF.FFFF 

Table 7.28 A24 - Access 

Start Address End Address 

Ox 1 F00.0000 OxlFFE.FFFF 

Ox3FOO.OOOO Ox3FFE.FFFF 

OxSF00.0000 Ox5FFE.FFFF 

Ox7FOO.OOOO Ox7FFE.FFFF 

Ox9FOO.OOOO Ox9FFE.FFFF 

OxBF00.0000 OxBFFE.FFFF 

OxDF00.0000 OxDFFE.FFFF 

OxFF00.0000 OxFFFE.FFFF 

7.24.2 VMEbus Address Modifiers 

Program/Data/Block Transfer Address Modifiers 

The CPU-2CE will generate only the Data Address Modifier Code. The Program and Block Tramfer 
Address Modifier Codes are not supported. 
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Supervisory/Non-Privileged Address Modifiers 

The CPU-2CE can generate either the Supervisory or the Non-Privileged Address Modifier Codes. This 
is controlled by the Integer Unit's (IU) Processor Stat Register (PSR). 

Typically a user's application will operate at a "non-privileged" level resulting in the assertion of the User 
Address Modifier Code when the users's application access VMEbus addresses that have been allocated 
by the mmap < > system call. If the user's application is a driver that operates at the same privilege level 
as the kernel the Supervisor Address Modifier Code will be asserted when that driver accesses VMEbus 
addresses. 

Accesses to the VMEbus made within the kernel operate at a "privileged" level and will result in assenion 
of the Supervisor Address Modifier Code. This is the case when one uses the read O and write() 
system calls to access a VMEbus device. H the user uses the mmap call to create a pointer the VME AM 
code issued will reflect the current privilege level of the calling program. 

Extended/Standard/Short Address Modifiers 

The CPU-2CE may generate the Extended, Standard or Short Address Modifier Codes with the following 
restrictions: 

Table: 7.29 Address Modifier Codes 

Address Modifier Value Description 

Extended (A32) Ox.09, Ox.OD No Unaligned transfers are allowed 

Standard (A24) Ox39, Ox3D No Unaligned transfers are allowed 

Short (A16) Ox29, Ox2D No Unaligned transfers are allowed 

7.24.3 VMEbus Device Driver Limitations 

Floppy and Audio Interrupt Conflicts 

VMEbus IRQ6 and the standard SunOS floppy disk device driver cannot be used simultaneously. 
Likewise, VMEbus IRQ7 and the standard SunOS audio device driver cannot be used simultaneously. 

The floppy and audio device drivers will not share their respective intenupts with other device drivers 
because they use Programmed UO to complete their tasks, rather than DMA. Programmed IJQ is relatively 
slow, therefore, these device drivers reserve their corresponding intenupt levels for exclusive use. Thus, 
if either of these devices is configured as part of the kernel their respective VMEbus IRQ cannot be used. 
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Potential for SunOS Patches to Conflict 

Because several of the files supplied as a pan of the VM.Ebus Device Driver are modifications of standard 
SunOS files there is a potential for SunOS patches to conflict with the VM.Ebus Device Driver. In 
general, it is best to consult FORCE COMPUI'ERS' Technical Suppon to verify if a patch can be made 
to the SunOS kernel without interfering with the VM.Ebus Device Driver. 

If FORCE COMPUTERS has incorporated a specific SunOS patch there will be additional files supplied 
with the VMEbus Device Driver that should be used instead of the SunOS patch files. Using the FORCE 
COMPUTERS supplied files will insure that the patch is installed in a way that is compatible with the 
VM.Ebus Device Driver. The standard files supplied with the VM.Ebus Device Driver are based on the 
original, unpatched SunOS sources and do not incorporate any SunOS patches that have occurred since 
the specific release on which the VM.Ebus Device Driver is based. 

GENERIC.VME versus GENERIC_SMALL.VME 

Two kernel configurations are supplied with the VM.Ebus Device Driver. The GENERIC.VME 
configuration assumes all devices will be configured (including the floppy and audio device drivers) except 
for the ONCNME Device Driver (see Section 8). 

When installing or configuring the VM.Ebus device driver using the GENERIC.VME configuration file 
you must ALWAYS ensure the file /etc/hostname.vmO is created and contains the name of the VME node. 
nus_ is similar to adding a second ethernet card. 

7.25 VME Programming Examples 

Two code examples are presented below, one written in FORTH, and the other written in C. These 
examples provide an indication to you on how to program for the VMEbus. 

Additional reference material required for a complete definition of the FORTII and C words used in the 
following code examples: SBUS Developer's Kit, Sun Pan No. 825-1219-xx, (Sun SBUS Infonnation). 

7.25.1 FORTH Programming Examples 

Map the VMEbus to a Virtual Address 

The first FORTH example illustrates how to gain access to a known range of physical addresses on the 
VMEbus by mapping the desired VME address-range to a virtual address-range allocated from the Virtual 
Address Pool. 

The routine memmap maps a range of physical addresses within the specified "space" to a range of virtual 
addresses allocated from the Virtual Pool and returns the base virtual address which was allocated. 
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The "space" parameter can refer to On-Board Memory, On-Board UO, or any combination of VME-Bus 
Data-widths and Address-widths from among the following: 016 or D32, and Al6, A24, or A32 

\ Initialization and constants. 
hex \ Set the numeric base for subsequent interpretation 

100.0000 constant my-vrne-phys-addr 
2.0000 constant my-size 

\ Base-address of the desired VME range 
\ Size of the desired VME address-range 

0 value my-virt \ Place-holder for the virtual address 

\ Now map the address-range: 

my-vrne-phys-addr \ First parameter for memmap is the base-address 
\ (physical address) of the desired address-range 

vmed32a32 \ Second parameter for memmap is the "space". For 
\ this example, we are choosing 32-bit-wide data 
\ and 32-bit-wide addressing. The other valid 
\ options for this parameter, in this example, 
\ could be: vmed32a24 vmed32al6 
\ vrnedl6a32 vmedl6a24 vrnedl6al6 

my-size \ Third parameter for memmap is the size of the 
\ desired address-ran~e. 

memmap \ The allocated virtual address is now on the stack. 

is my-virt \ Save it in the place-holder. 

\ You can now read from and write to any address in your specified 
\ range on the VMEbus, simply by reading from or writing to the 
\ corresponding virtual address. 

\ When you are done with the range, unmap the VMEbus address-range 
\ and return the virtual address-range to the Allocation Pool: 

my-virt my-size free-virtual 

Map Local Memory to the VMEbus 

The next FORTH example illustrates how to map a range of your local memory to the VME slave port, 
allowing other VMEbus masters to obtain read/write access to your local memory in a DMA mode. This 
operation is normally undertaken by a device-driver under the NME device-node, and, in fact requires 
the services of certain words which are methods within that'node, so this example will also illustrate 
various ways to arrange the required set-up for different situations. 

\ Common part of the set-up: Setting this CPU2CE's slave-port. There is a 
\ configuration-variable called vrne-slavemap whose value is O to 
\ (decimal) 15 (or Of hex) which identifies the slave-port number of 
\ the CPU2CE. If there is more than one CPU2CE, or other device capable 
\ of acting as a VME-slave, on the VME-bus, then each one must have a 
\ different and unique value for its slave-port number. If your board 
\ already has its vrne-slavemap configuration-variable set to the proper 
\ value, then you will not need to repeat this sequence. We will assume 
\ that we are settiny this CPU2CE's slave-port number to 2. 

setenv vrne-slavemap 2 \ Set the configuration-variable 
\ to the proper value. 

vme-slavemap vrne-slavemap! \ Load the slave-port register with the 
\ value in the configuration-variable. 
\ Normally, this is done at startup time. 
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\ Set-up example 1: A device-driver under the /VME device-node, whose 
\ base-address is at Oc0.0000 and which operates with 16-bit data-width 
\ and 24-bit address-width 

0 0 n vmedl6a24,0c0.0000" n /vme" begin-package 

\ The above begins the definition of a new device-driver package 
\ under the /VME device-node. It would normally precede the 
\ instructions which lead to the interpretation of the FCode 
\ for the device-driver in question. It supplies the essential 
\ information about the address and space at which the device 
\ is configured. The interpretation of the device-driver FCode 
\ would then be followed by the end-package command; however, 
\ those considerations are beyond the scope of this example. 

\ We will skip over such preliminaries as supplying the device's 
\ name or specifying the structure of its control registers. 

\ Since the present device is an offspring of the /VME node, it 
\ does not automatically have access to the required /VME 
\ methods. For convenience, we will define them here, as calls 
\ to the methods of the same name in the parent's node -- i.e., 
\ in the /VME node: 

map-in ( phys space size -- virt 
map-out ( virt size -- ) 
dma-alloc ( n -- vaddr ) 
dma-free ( vaddr n -- ) 

" map-in" 
n map-out" 
" dma-alloc" 
" dma-free" 

$call-parent 
$call-parent 
$call-parent 
$call-parent 
$call-parent 
$call-parent 

dma-map-in ( vaddr n cache? -- devaddr ) 
dma-map-out ( vaddr devaddr n -- ) 

" dma-map-in" 
n dma-map-out" 

my-address \ This will be the second value given in the second 
\ string parameter to begin-package prior to 
\ probing; in this example Oc0.0000 

constant dev-address \ Make it a constant, to be consistent with 
\ the second set-up example 

my-space \ This will be the first value given in the second 
\ string parameter to begin-package prior to 
\ probing; in this example, vmedl6a24 

constant dev-space \ Make it a constant, to be consistent with 
\ the second set-up example 

\ Set-up example 2: The operator is doing some on-the-fly experimentation 
\ and merely wants to have the /VME device-node's methods available: 

cd /vme \ Make the /VME device-node the top of the vocabulary 
\ context, and also the current vocabulary where 
\ definitions will be placed. The latter is not 
\ desirable, because words defined here will become 
\ methods of the /VME device-node, and OpenBoot 
\ does not permit you to forget a device's methods. 
\ Since you are experimenting, you will likely want 
\ to forget and re-define your definitions as your 
\ experimentation progresses. 

also forth definitions \ This will leave the /VME device-node in 
\ your vocabulary search-order, but put 
\ the forth vocabulary back as the top 
\ of the context and as the current 
\ vocabulary for definitions. 

\ When you are finished, you can restore the normal search-
\ order with the command-sequence: 
\ only forth also definitions 

Page 7.34 FORCE COMPUTERS 



SPARC CPU-2CE Technical Reference Manual 

\ Again, we skip over preliminaries such as specifying the structure 
\ of the device's control registers. 

Oc0.0000 constant 
vrnedl6a24 constant 

dev-address 
dev-space 

\ The body of the example follows: 

0 value dev-reg-base \ Place-holder for the allocated virtual base-address 
\ of the device's control registers structure. 

0 value my-DMA-addr \ Place-holder for the virtual address we will use to 
\ access our slave port memory. 

0 value dev-DMA-addr \ Place-holder for the address that the device, acting 
\ as Bus-Master, will use to access our slave 
\ port memory in DMA mode. 

\ Map-in the device's control registers 

dev-address dev-space \ First two parameters for map-in 

reg-size \ Hypothetical constant specifying the size of 
\ the device's control registers structure. 

map-in \ The allocated virtual address is now on the stack. 

is dev-reg-base \ Save it in the place-holder. 

\ Now we will allocate and map some memory for our slave port, 
\ Ron the fly". 

dev-DMA-size \ Hypothetical constant specifying the size of our slave 
\ port memory. 

dma-alloc \ Allocate the memory; virtual address is now on the stack. 

is my-DMA-addr 

my-DMA-addr \ 
\ 

dev-DMA-size \ 
\ 

false \ 
\ 

dma-map-in \ 
\ 
\ 

is dev-DMA-addr 

\ Save it in the place-holder. 

First parameter for dma-map-in is the virtual 
address which was allocated by dma-alloc 

Second parameter for dma-map-in is the size of 
the range to map to the VME slave port 

The third parameter for dma-map-in specifies 
whether caching should be enabled, if available 

The address that the device, acting as Bus-Master, 
will use to access our slave port memory, 
is now on the stack 

\ Save it in the place-holder. 

\ Load the address that the device, acting as Bus-Master, will use 
\ to access our slave port memory, into its appropriate control 
\ register. 

dev-DMA-addr 

dev-reg-base 

>dev-addr 

\ Address the device should use ••• 

\ Base-address of the device's control registers 

\ Hypothetical word to adjust the base address to 
\ the offset for the Device-Address Register. 

\ Store the address in the Device-Address Register 

Hardware 
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\ The device can now read from and write to the VME-bus address held in 
\ dev-DMA-addr (and copied to its Device-Address Register) to access 
\ the CPU2CE's slave port memory. The CPU2CE can access the same memory 
\ by using the virtual address held in my-DMA-addr When you are done 
\ with this device's access to the VME slave port, unmap things and 
\ return the virtual address-range to the Allocation Pool: 

my-DMA-addr dev-DMA-addr dev-DMA-size dma-map-out 

my-DMA-addr dev-DMA-size dma-free 

\ Map-out the device's control registers, now that you're done 

dev-reg-base reg-size map-out 
0 is dev-reg-base 

Map an SBUS Address to a Virtual Address 

The third FORTH example illustrates how to gain access to a known range of physical addresses within 
the SBUS (actually, an known offset from the start of the SBUS) by mapping the desired address-range 
to a virtual address-range allocated from the Virtual Address Pool. 

0010.0000 constant my-SBUS-offset 
0000.4000 constant my-SBUS-size 

\ Base-address of the desired SBUS range 
\ Size of the desired SBUS address-range 

0 value my-virt \ Place-holder for the virtual address 

my-SBUS-off set sbus my-SBUS-size memmap is my-virt 

\ memmap can also be used with the following non-VME spaces: 
\ obmem obio 

\ You can now read from and write to any address in your specified 
\ range on the SBUS, simply by reading from or writing to the 
\ corresponding virtual address. 

\ When you are done with the range, unmap the SBUS address-range 
\ and return the virtual address-range to the Allocation Pool: 

my-virt my-SBUS-size free-virtual 

7.25.2 C Programming Example 

The C example below shows how to open a VME space and obtain a virtual pointer so that the VME 
space can be read/written to. 

In the Unix environment several options are available to the programmer. The VME-bus suppons 16, 24, 
and 32 bit addressing, along with 8, 16, and 32 bit data transfers. In /dev several special files are 
provided that allow for the different configurations. For example, vme24d32 provides a 24 bit address 
with 32 bit data transfers. These special files can be opened and seeks performed. (See MEM in section 
4S of the manual pages) However it is usually more efficient to use pointers. A pointer to an opened 
special VME file can be obtained using mmap(). (See MMAP in section 2 of the manual pages) 

tinclude <stdio.h> 
tinclude <fcntl.h> 
tinclude <sys/types.h> 
tinclude <sys/mman.h> 
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tinclude <vme.h> 

main(argn, argv) 
int argn ; 
char uargv 
( 

int fd, i, len, off 
off t addr ; 
cador t ptr ;/ 
unsigned short •p ; 
unsigned short pat 

if (argn < 3) { 

/• important VME driver definitions 

printf("usage: \s addr len [pat]\n", argv[O]) ; 
return ; 

pat "' Oxaaaa /• assign a default pattern to be used 

/• 
• Get "addr" from the argument list. Convert that address to a 32k aligned 
* base address plus an offset ("addr" and "off"). 
*/ 

•/ 

•/ 

addr = (int)strtol(argv[l], (char **)NULL, 0) ; /*get addr from argv */ 
off = (addr & Ox7fff) >> l /* extract offset */ 
addr &= OxffffBOOO ; /* align base address */ 

len = (int)strtol(argv[2], (char **)NULL, 0); /*get length of trnsfr */ 

if (argn == 4) 
pat= (short)strtol(argv(3], 

/• get data pattern 
(char **)NULL, 0) 

•/ 

printf("addr 
printf("off 
printf("len 
pr int f ("pat 

Ox\x\n", addr) ; 
Ox%x\n", off*sizeof(pat)) 
%d\n", len) ; 

/* display the values */ 
/• we are going to use •/ 

Ox%x\n", pat) ; 

1• 
• Now open VME space as address 24 data 16 (VME24Dl6). 
*/ 

/* 

if((fd = open("/dev/vme24dl6",0 RDWR)) s= -1) { 
printf("error opening vme bus\n") ; 
return ; 

* Use mmap to obtain a virtual pointer to VME space. Then, convert the 
* pointer to an unsigned short for 16 bit reads and writes. 
•/ 

/* 

if((ptr = mmap(O, len, (PROT READIPROT WRITE), 
MAP SHARED, fo, addr)) ~= (caddr_t)-1) 

printf("mmap failed\n"l 
return ; 

} 

p .. (unsigned short *)ptr 

* Write VME memory with the specified data pattern. Then, read the data 
* back and compare to the specified data pattern. 
*/ 

for (i=O ; i<len/2 ; 1++) 
*(p+i+off) =pat 

/* write •pat• to the VME space */ 

for (i=O ; i<len/2 ; i++) { /* read VME space, look for "pat" */ 
if (* (p+i+off) != pat) { 

printf("fail location \x read \x exp \x\n", p+i+off, 
*(p+i+off), pat) 

break ; I* break out of read loop 

FORCE COMPUTERS 
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Section 8 

ONCNME 

The VMEbus provides facilities for data sharing between multiple processors on the same backplane, but 
custom programming is usually required to make use for those facilities. None of the standard commands 
for inter-processor communication (e.g. rlogin) are of any help without a separate network connection. 

ONCNME corrects that problem by defining a way in which two or more machines on the same VME 
backplane can use the backplane as if it were an IP network interface. All of the standard TCP/IP 
networking facilities, including NFS, can then be used by any of the machines on that backplane without 
an Ethernet or other secondary interconnection between hosts. Any facilities specific to a particular sort 
of network (for instance, the UNIX etherfind utility) will not operate on an ONCNME interface. 

ONCNME allows you to connect multiple processors residing in the same cardcage without having to use 
the usual network equipment such as thick-wire Ethernet or a multiplexing device. 

ONCNME uses the VME backplane as the network device. The processors share memory across the bus. 
A host leaves an internet protocol (IP) packet in a known location in a processor's memory, then signals 
the destination host that a packet is waiting. 

The processors must be able to export a section of local memory to an art>itrary VME address that is 
megabyte-aligned. Efficiency of the protocol is maximized if the processors are able to send and receive 
VME mailbox interrupts. 

8.1 Capabilities 

ONCNME supports most TCP/IP applications. These include: 

•remote programs such as rsh, rep, rlogin 

•telnet 

• ftp 

•spray 

• nfs 

8.2 Using ONC/VME 

Once the configuration has been completed and the ONC backplane driver (vmO) is active, you can use 
this device as you would an Ethernet interface. Section 8.3 describes the steps required to set up and 
boot one or more client SPARC CPU-2CEs over the VMEbus backplane. Section 8.4 describes the steps 
required for two or more SP ARC CPU-2CEs to communicate over the VMEbus. 
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8.3 Booting Over the VMEbus Backplane 

This section describes the steps required to set up and boot one or more client SPARC CPU-2CE's over 
the VMEbus backplane. It also describes the required configurations for hardware, software, and the 
PROM/NVRAM. 

CAUTION If ypbind ls desired, add the server and client CPU's hostname to the Master YP 
Map or disable ypbind by entering: 

kill -9 <PID> 

You can find out the <PID> by entering: 

P• -azj f grep YP 

In the latter case, ypbind must be disabled because the server and the client CPUs are not known over 
the NIS Master database and when add_client (8) is run, the ethemet address of the client(s) will not 
be used correctly. 

8.3.1 Installation Example 

This installation example lists the variables that must be setup prior to server and client ONC/VME 
operation. 

• 

• 

Each SPARC CPU-2CE must be assigned an Internet address for vmlJ and a corresponding 
hostname. This is a different address than that of etherMt leO. 

Each SPARC CPU-2CE must be assigned a unique slave map address space in the range 
of 0-15 (vme-slavemap). 

Table 8.1 lists the names, values, and variables for ti,e server CPU. Table 8.2 lists the names, values, and 
variables for the client CPU. 

Table: 8.1 Example Server Configuration 

Hostname: server-vm 

Internet Address: 199.9.9.1 

Server vme-slavemap: 0 

Page 1-2 FOR.CE COMPUTER.S 



SPARC CPU-2CE Technical Reference Manual Hardware 

Table: 8.2 Example Client Configuration 

Hostname: client-vm 

Imemet Address: 199.9.9.2 

Client vme-slavemap: 1 

Client Ethernet Address: 8:0:50:1:0:3 

8.3.2 Hardware Configuration 

Install two or more SP ARC CPU-2CE cards into a VMEbus card cage. Make sure no CPU is plugged 
into a slot reserved for the Pl extended bus of another CPU (i.e. VSB). 

8.3.3 Software Configuration 

The SPARC CPU-2CE designated as the server must have server software installed when SunOS/Solaris 
software was loaded. 

Power cycle the system and put each SPARC CPU-2CE at the OK prompt 

8.3.4 PROM/NVRAM Configuration 

The CPU-2CE must contain version 2.3.6 or higher ROM to work properly with ONC\ VME. To determin 
your ROM's version number do the following: 

• enter the forthmon monitor 

• type .version at the ok prompt 

Several variables in the PROM/NVRAM must be set up in order to boot over the VME backplane. The 
(server CPU) must set vme-slavemap. 

Each client CPU must set the following NVRAM variables: 

• boot-device 

• vm-server-slavemap 

• vm-server-addr 

• vm-ip-addr 

The sections that follow list the PROM/NVRAM variables and show examples of how to set them. See 
section 2 for more detailed information about these parameters. 
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8.3.4.1 vme-slavemap 

Each SPARC CPU-2CE must be assigned a unique slave map address space (vme-slavemap) in the range 
of 0-15. 

Set the server's NVRAM vme-slavemap variable to zero. as shown below: 

OK ••tenv 'VIDe-elavemap 0 

Set the client's NVR.AM vme-slavemap variable to a value between 1 and 15. Tile example below shows 
how to set the example client's vme-slavemap: 

OK ••tenv 'Vm&-alavemap 1 

8.3.4.2 boot-device 

Set the client's NVRAM boot-device variable to vmnet. 

OK •etenv boot-device "l'mnet 

8.3.4.3 vm-server-slavemap 

Set the client's NVRAM vm-server-slavemap variable to zero, as shown below: 

-. OK •etenv "Vm-aerver-alavemap 0 

8.3.4.4 vm-server-addr 

Set the client's NVR.AM vm-server-addr variable to the Internet address of the client's server. 

The Internet address is made up of four hexadecimal numbers expressed in decimal form. For example, 
the Internet address 199.9.9.1 converts to the hexadecimal value Oxc7090901. 

OK •etenv "Vm-aerver-addr Ozc7090901 

8.3.4.5 vm-ip-addr 

Set the client's NVR.AM vm-ip-addr variable to the Internet address of the client. This entry also requires 
a hexadecimal form. 

OK aetenv "Vm-ip-addr Ozc7090902 

PageM FORCE COMPUTERS 



SPARC CPU-2CE TechnlcaJ Reference Manual Hardware 

8.3.S . Initializing the System 

Reboot the system. The clients will be in a loop requesting a rarp address, is a normal condition prior 
to installation completion. 

8.3.6 Files To Edit on the Server 

When the server is booted and running vmunix, edit or create the following files. You must become 
root to make these changes. The following changes assume you have installed the VMEIONC driver 
onto your system according to the insulation instructions provided with the driver. 

8.3.6.1 /sys/sun4c/conf/G ENERIC. VME 

Edit the /sys/sun4c/conf/GENERIC.VME file and uncomment the entry for the ONC/VME driver, as 
follows: 

device vmO 

Uncommenting this line in the GENERIC.VME file causes the ONC/VME driver to be included in the 
kernel. The kernel must be reconfigured for this change to have effect 

8.3.6.2 /etc/hosts 

Edit the /etc/hosts file and add the Internet address. This should be the same address set into NVRAM 
vm-server-addr (0xc7090901 in our example below). 

120.40.35.3 
199.9.9.1 
199.9.9.2 

server loghost 
server-vrn 
client-vrn 

<-- add thia line 
<-- add thia line 

Use the banner word at the prompt to determine your ethemet address. 

8.3.6.3 /etc/ethers 

Edit the /etc/ethers file and add an entry for the client's ethemet address (8:0:50:1:0:3 in our example 
below). 

8:0:50:1:0:3 client-vm <-- add tbia line 
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8.3.6.4 ONC Driver Interrupt Conflict with the Audio and Floppy Divers 

The ONCNME driver uses the VME Mailbox interrupt as part of the communication protocol. The VME 
Mailbox interrupt level, by default, is set to level 13 and may conflict with the Audio driver. 

The ONCNME driver is not automatically configured in the GENERIC.V:ME or 
GENERIC_SMALL.VME files. If you wish to use the ONCNME driver you must uncommente it from 
the GENERIC.VME or GENERIC_SMALL.VME files. Then you must to run the config utility using 
either GENERIC.VME or GENERIC_SMALL.VME to rebuild the kernel. 

If the ONCNME driver is configured to include the floppy or the Audio device drivers, then the Open 
Boot vme-rerun variable needs to be set. The VME Mailbox interrupt must be set at an IPL, Interrupt 
Process Level, level other than level 11 or 13. Interrupt levels 11 and 13 are reserved exclusively for the 
floppy and Audio drivers. 

For example, to set the VME/ONC driver to use IPL level 9 type the following in Open Boot. 

setenv vme-rerun OxaO 

8.3.7 Adding a Client 

The next step requires you to run add_client and answer the questions. Refer to the Networking and 
Communications Administration section for more detailed information. Enter the following: 

> /usr/etc/install/add_client -i 

Once the clients have been added, edit the following files on the server. 

8.3.7.1 /etc/hostname.vmO 

Edit or create the file /etc/hostnarne. vmO. 

server-vm <-- add thie line 

8.3. 7.2 /etc/bootparams 

Edit the file /etc/bootpararns and substitute the server mount points with the conect server name (the 
one used in hostnarne. vrnO). In each line of this file, change server to server-vm. 

client-vm 
client-vrn 
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root•server:/export/root/client-vm <-- Change thi• line 
root•server-vrn:/export/root/client-vm <-- To this 
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8.3.7.3 /export/root/client-vm/etc/fstab 

Edit the file /export/root/client-vm/etc/fstab and substitute server-vm for each occurrence of 
server. 

server:/export/root/client-vrn I nfs rw 0 0 <--Change this line 
server-vm:/export/root/client-vm I nfs rw 0 0 <-- To this 

8.3.7.4 /export/root/client-vm/etc/hosts 

Create the file hosts in the directory /export/root/client-vm/etc and add the Internet addresses 
of the server and client(s). 

199.9.9.2 
199.9.9.1 

client-vm 
server-vm 

<-- Add this line 
<-- Add this line 

8.3. 7.5 /export/root/client-vm/etc/hostname. vmO 

Create the file hostname. vmO in the directory /export/root/client-vm/etc and add the line shown 
in the example below: 

client-vm <-- Add thi• line 

Delete the file /etc/hostname. leO. 

cp /vmunix /export/roOt/client-vm/vmunix 

8.3.8 System Start-Up 

After perfonning all of the configuration and setup tasks, it is time to stan up the system. 

• fasthalt the server 

• When the server displays the OK prompt. enter reset, and reboot the system. 

The server should boot, and when it stans the network daemons, the slave CPUs should boot over the 
VME backplane. 

8.4 Activating ONCNME 

This section describes the steps required to activate ONCNME for communicating between two or more 
SPARC CPU-2CEs sharing the same VMEbus backplane. 

Refer to Section 7, for detailed information on configuring multiple CPUs in the same VMEbus backplane. 
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8.4.1 Setting Up a Private Network 

This section shows the steps necessary to set up a private network that allows two SP ARC CPU-2CEs to 
communicate using ONCNME. For our example, the host:l CPU shall be called ravel and the host:2 
CPU shall be called pink. 

Each SPARC CPU-2CE must be assigned a unique slave map address space (vme-slavemap) in the range 
of 0-15. Set the NVRAM variable vme-slavemap for each CPU. Set ravel's vme-slavemap to zero and 
pink's to one. At the OK prompt of ravel (host:l), enter the following: 

OK aetenv '91118-alavemap 0 

At the OK prompt of pink (host:2), enter the following: 

OK aetenv '91118-alavemap 1 

1. If ypbind is desired, add each host to the Master YP map or disable ypbind by entering 

kill -9 <P ID> 

You can find out the <PID>, by entering: 

pa -axj lgrep yp 

In the latter case, ypbind must be disabled because the private network is not known over the NIS master 
database, only locally. 

2. Edit the /etc/hosts files on ravel and pink to include the following: 

199.9.9.1 
199.9.9.2 

ravel vmip 
pink_'Vmip 

<-- un~que hoatname 
<-- for each CPU 

3. Edit or create the letclhostname.vmO file on ravel to have the following line: 

ravel_vmip 

And on pink edit or create the letclhostname.vmO file to have the following line: 

pink_vmip 

4. Activate vmO, VME-/P' service, on ravel and pink by entering the following: 

ifconf ig "Vm0 ravel-'Vmip 
ifconfig "Vm0 pink·vntip 
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execute this line on a ravel 
execute this line on a pink 
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Verify that vmO is active by entering ifconfig 'Vm0 on each of the SPARC CPU-2CEs. 

Now that vmO is active, functions such as spray, rlogin, ftp, rsh, and rep can be performed as if on an 
ethemet network interface. 

8.5 Theory of Operation 

The heart of the ONC/VME protocol is a region of memory, exported by a processor to a well-known 
address in VME space. Other hosts may examine and modify this memory region, which is in a 
predefined format. Packets are transmitted by copying them into the source host's ONC/VME region, then 
notifying the destination host that a packet is ready. The destination host copies the packet into its own 
local memory (not its ONCNME region) and acknowledges receipt of the packet. 

Whenever a host modifies another host's ONC/VME region, it sends a VME mailbox intenupt to that host 
to signal that the host should examine its region and act on the changes. 

The ONC/VME protocol is defined for IP (Internet Protocol) packets only. No other protocols (ARP, 
XNS, LocalTalk, etc.) may transmit packets over an ONC/VME network interface. 

An ONC/VME network, from a high-level point of view, looks like any other network interface, with the 
exception of the protocol restriction above. Broadcast packets are transmitted by sending them 
individually to all other active hosts on the backplane. 

8.6 Memory Usage 

The following subsections detail the layout and addressing of the data structures defined by the ONCNME 
protocol. 

8.6.1 Addressing Scheme 

ONC/VME memory regions are accessible in VME 32-bit data, 24-bit address space. Each host is 
assumed to occupy 1 megabyte in this space. The first three-quarters of that megabyte are unused by 
ONC/VME, and can be used by individual systems for their own purposes. The ONC/VME memory 
region starts at the last quarter-megabyte (i.e., at offset $COOOO) of each megabyte in VME A24032 space. 
Since A24032 space contains 16 megabytes, a maximum of 16 hosts are allowed in an ONC/VME 
network. 

Each host has a host number, unrelated to its IP address. A host number determines which megabyte 
contains that host's ONCNME region. The host number also determines the host's VME mailbox 
address. VME mailboxes occupy VME A 16016 space. The first 16 bytes of that space contain the first 
8 mailboxes, at 2-byte inteivals starting at location 0. The other 8 mailboxes are at location $8000 in the 
Al6016 space, also at 2-byte inteivals. Hosts numbered 0 through 7 use the first set of mailboxes 
(multiplying their host numbers by 2 to get the address is A 16016 space,) while hosts numbered 8 through 
16 use the second set of addresses, multiplying the lower three bits of their host number by 2 and adding 
to $8000 to obtain the mailbox address. 
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8.6.2 ONC/VME Region Layout 

Table 8.3 shows the layout of the ONCNME memory region (also called VMIP space, for historical 
reasons). Brief descriptions of the fields follow. 

Table: 8.3 ONC/VME Region Layout 

Off set Size Contents 

0 2 Magic nwnber ($3026) 

2 2 Reserved 

4 4 Packet-ready flag from host 0 

8 4 Packet-ready flag from host 1 

... . .. 
64 4 Packet-ready flag from host 15 

68 4 State of host 0 

72 4 State of host 1 

... . .. 
128 4 State of host 15 

132 4 IP address of host 0 

136 4 IP address of host 1 • 

... . .. I 
192 4 IP address of host 15 

196 4 Valid-host flag for host 0 

200 4 Valid-host flag for host 1 

... . .. 
256 4 Valid-host flag for host 15 

260 4 Length of packet from host 0 

264 4 Length of packet from host 1 

... . .. 
320 4 Length of packet from host 15 

324 1152 Contents of packet for host 0 

1476 1152 Contents of packet for host 1 

... . .. 
17604 1152 Contents of packet for host 15 
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8.6.2.1 Magic Number 

The magic number must be placed at the beginning of a host's ONCNME memory region, so that other 
hosts can probe to determine whether or not ONCNME is active. The magic number also serves to 
identify the revision of the ONCNME protocol. $3026 is the magic number for version 1 of the protocol. 

8.6.2.2 Packet-Ready Flags 

When a source host is ready to send a packet, it sets a packet-ready flag in the destination host's region. 
A packet-ready flag is set if it's nonzero. 

8.6.2.3 Host States 

A local host's notion of a remote host's state can have one of three values. State 0 means that the local 
host has sent a packet to the remote, but the remote hasn't yet processed the packet. State 1 is set by the 
remote when it's done copying the packet from the local host's region. State 2 indicates that the local 
host knows that the remote has finished processing the most recent packet. and is ready to receive another. 
The host state is in network byte order. 

8.6.2.4 IP Addresses 

ONCNME uses standard four-byte IP addresses. 

8.6.2.S Valid-Host Flags 

The valid-host flags are provided as sholtCUts for source hosts. 1bey allow a host to quickly determine 
which of its peers are running the ONCNME protocol. 

8.6.2.6 Packet Lengths 

When a source host has detennined the length of the packet it wishes to transmit, it sets the destination 
host's packet-length field to the size, including headers, of the packet. The packet-length fields are in 
network byte order. 

8.6.2.7 Packet Contents 

There is one packet buffer for each of the 16 hosts allowed by the protocol. The packet data, including 
headers, are copied into one of these buffers for transmission. 

8. 7 Protocol Operation 

The following sections describe the operation of the ONC/VME protocol. 
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8. 7.1 Initialization 

ONCNME initialization occurs in three stages. 

8.7 .1.1 Initializing the Hardware 

First. any hardware-specific initialization, such as memory allocation and mapping, is performed. This 
usually includes allocating memory for the ONCNME region and performing whatever MMU-specific 
ftmctions are necessary to expon the region to the appropriate location in VME space. Mailboxes should 
also be allocated, if necessary. 

8.7.1.l Initializing the Local Region 

Once memory has been allocated for the local ONCNME memory region, the region must be initialized. 
The packet-ready, state, valid-host, and length fields are zeroed out. The IP address of the local host is 
placed in the appropriate place in the region (appropriate meaning the IP address field whose number 
equals the local host number, host number S would set IP address number S.) The host sets its own 
valid-host flag, in the same way. 

At- this point, the region is ready to be accessed by other hosts, so the magic number is set. The magic 
number should not be set until the IP address field is initialized. 

8.7.1.3 Probing for Remote Hosts 

For each of the other IS possible hosts, the local host tries to read the stan of the remote's ONCNML 
region. If the magic number is present, the local host copies the remote host's IP address to the 
appropriate slot in its own region, and sets the remote host's valid-host flag in the local region. The local 
host sets its notion of the remote 's state (i.e., the "state" entry in the local host's region whose number 
corresponds to the remote's host number) to two. The local host also places its own IP address into its 
slot in the remote host's region, and sets its valid-host flag in the remote region. 

8. 7.2 Sending a Packet 

When a host has a packet to send, it looks through its list of valid hosts. For each host marked as valid, 
the local host checks the remote host's IP address against the packet's destination address. If no addresses 
match, the local host should indicate to the process sending the packet that the destination host doesn't 
exist. 

Assuming a match is found, the following steps are taken. Assume that "X" is the host number of the 
remote host. 

1. 

2. 

Page a.u 

If the remote's state (according to its state entry in the local region) is zero, queue the 
packet up for later transmission or discard it. 

Set the remote 's state to zero. 
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3. 

4. 

s. 

Copy the packet, including IP headers, into the local packet buffer corresponding to the 
remote 's host number. If there is non-IP header material at the beginning of the packet, 
it is not copied; only IP packets are placed in the packet buffers. 

Set the local length entry corresponding to the remote's host number to the size of the 
packet. 

Set the packet-ready flag corresponding to the local host number in the remote's 
ONCNME region. 

Send a VME mailbox interrupt to the remote host. The contents of the mailbox are 
ignored. 

At_ this point, the first stage of packet transmission is finished. It is usual to exit the 
network driver, though the protocol allows for synchronous operation if desired. 

Assuming the protocol is running asynchronously, when a mailbox interrupt is received by the local host, 
it does the following: 

1. 

2. 

Check its local packet-ready flags. If any are set, a remote host has a packet for the local 
host. See "Receiving a Packet," below. 

Check the states in its local region. If a state is l, set it to 2, and send the next queued 
packet, if any, for the appropriate remote host. 

8.7.2.1 Broadcast Packets 

If a packet's destination address indicates that it should be broadcast to the entire ONCNME network, 
simply send the packet separately to each host marked as valid in the local region. 

8. 7.3 Receiving a Packet 

Packet receipt is initiated by the mailbox interrupt When a mailbox interrupt is received, the local host 
does the following: 

1. 

2. 

3. 

4. 

s. 

Check its local packet-ready flags. If none are set, the mailbox interrupt is an 
acknowledgement of packet receipt; see the previous section. 

For each packet-ready flag, copy the packet from the local host's packet buffer in the 
remote ONC/VME region. The length of the packet is, of course, detennined by reading 
the local host's packet length entry from the remote's memory. 

Set the local host's state in the remote region to 1, meaning that the local host has 
received the packet and will no longer examine the remote' s region. 

Send a mailbox interrupt to the remote. 

Process the packet appropriately for the local operating system. 

FORCE COMPUTERS Page 8-13 



Hardware SPARC CPU-2CE TechnJcal Rererence Manual 

Note that with the exception of setting the packet-ready flag, the sending side does not access the 
receiving side's ONCNME memory region. The receiver performs almost all the VME memory accesses. 

It is convenient, though not required, to set the remote's valid-host flag in the local region whenever a 
packet is received, in case the remote was marked invalid temporarily (see "Error Handling" and "Shutting 
Down" below.) 

8.7.3.1 Shutting Down 

To remove a host from a ONCNME netwoit., set its valid-host entry in all remote hosts' regions to zero. 
Set the local magic number to an invalid value. 

8.7.3.2 Error Handling 

If a host is removed from the network, remote systems will not be able to access its memory properly. 
This will usually result in a data access exception such as a timeout The local operating system should 
handle such exceptions, noting when they occur during the processing of an ONCNME packet. When 
an exception occurs during ONCNME processing, set the valid-host flag of the offending lx>st to zero, 
so that no funher packets can be sent to that host. 
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